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It’s wonderful to be back at the National Advertising Division, which for so many years has been a key partner to the FTC as we work to ensure a fair and honest marketplace for consumers and marketers alike. This is my second time addressing this group.¹ Last year, I laid out the FTC’s strategy for protecting the public from unfair and deceptive practices.² Our jurisdiction is incredibly broad – from environmental claims to children’s privacy – but across the board our strategy rests on three pillars.

First, we are focusing our enforcement resources on the practices that are causing the most harm to consumers. Second, in combatting these practices, we are seeking strong relief that not only halts misconduct but also shifts incentives to protect consumers going forward. And third, when we identify broader problems in the market that are not being remedied through case-by-case enforcement alone, we are deploying additional tools to protect the public.

We are delivering on that strategy across multiple program areas, and today I’d like to provide status updates on three areas where our strategy is on full display. First, we are taking action to combat junk fees and deceptive pricing – an effort that is not only protecting consumers but is also promoting fair competition. Second, we are challenging the use of online interfaces – often known as dark patterns – that frustrate and harm consumers. And finally, despite the major blow of AMG, we are taking aggressive action to halt and deter emerging and evolving forms of fraud.

That should offer a good segue to the final portion of my remarks – how the FTC is adapting our strategy to confront emerging challenges, especially challenges posed by new technology. There I’ll describe our approach to artificial intelligence, and how we are learning from the mistakes of the past to deploy an approach that is proactive, pro-innovation, and that protects consumers and honest businesses.

¹ I wish to thank Adam Wesolowski for his substantial assistance in preparing these remarks. The views expressed here are my own and do not necessarily represent the views of the Federal Trade Commission or any Commissioner.
Combatting Junk Fees and Deceptive Pricing

The first area of focus is on junk fees and deceptive pricing, a growing problem throughout the economy. Increasingly, consumers are swamped by fees that are buried at the end of the transaction process or are otherwise advertised in such a way that most consumers cannot actually realize the fee or the true total cost.

This practice distorts the marketplace in serious ways. Consumers are harmed because they unwittingly overpay for goods and services. Honest businesses are harmed because they suffer a competitive disadvantage for advertising prices honestly. And the whole market suffers when consumers cannot effectively comparison shop and companies are no longer competing on quality and price but rather on their ability to sneak fees onto consumers – what economists have called “exploitative innovation.”

As I’m sure all you know, agencies across the government are working to combat these practices – particularly what have become known as junk fees. But it is important to stress that the FTC’s strategy to drive price competition involves not only junk fees per se but also other forms of deception that harm consumers and competition by obscuring actual prices. This strategy is built on the pillars I described earlier – vigorous enforcement, forward-leaning remedies, and market-wide initiatives when appropriate.

For example, we recently charged Vonage and Publishers Clearing House with surprising consumers with expensive fees relating to cancellation and shipping and handling charges, and we recovered $100 million and $18.5 million, respectively, to be used for consumer redress. We’ve also
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challenged bait-and-switch advertising, such as in our recent actions against LasikPlus\textsuperscript{10} and Passport Automotive,\textsuperscript{11} and have obtained forward-leaning relief including compensation for wasted time. And I’d be remiss to not mention our ongoing litigation against Intuit,\textsuperscript{12} particularly the Administrative Law Judge’s recent opinion finding – after a meticulous analysis running more than 200 pages – that the company’s “free” ad campaign deceived the public in violation of Section 5.\textsuperscript{13}

But despite these actions, it is clear that the problem of deceptive pricing is not going away. That is why we are taking additional steps to root out this problem market-wide. Last year, we proposed a rule that would prohibit both hidden fees and bait-and-switch advertising in the auto sector.\textsuperscript{14} And this year, we are continuing work on a rulemaking around hidden and bogus fees.\textsuperscript{15} In both areas, we are carefully examining the comments we received as well as general trends in the marketplace to assess our next steps.

The flurry of activity in this area should send a clear message. When it comes to being honest with consumers about prices, don’t wait to get a CID from the FTC. Don’t wait for rules to be finalized that could trigger stiff civil penalties. Companies should act now to clean up their advertising. To disclose actual prices upfront. To not charge fees that consumers did not authorize. Firms that ignore these warnings can expect complaints from their customers, and may eventually be on the receiving end of a complaint from us.

**Challenging Dark Patterns**

The second major challenge we’re confronting are deceptive design techniques known as dark patterns.\textsuperscript{16} Many questions have been raised about the FTC’s use of this term. How are dark patterns different than ordinary deception? When are dark patterns illegal? How should companies avoid law enforcement scrutiny? I want to share my perspective on these questions.

First, while dark patterns frequently are deceptive, it is important to stress that dark patterns represent a distinct concern. In a traditional deceptive advertising case, the FTC might challenge a
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\textsuperscript{15} Hidden and Junk Fee Proposed Rulemaking, supra note 3.

false or unsubstantiated claim, such as being able to lose ten pounds in one week. These claims, of course, have not gone away. But digital advertising has introduced new and I think even more pernicious forms of deception. Advertising can now be highly interactive, and consumers’ behaviors can be carefully tracked. Is a consumer more likely to turn over personal information when a button is green and bolded, if the alternative is faded and gray? Will a consumer be more likely to order a product if there’s a ticking clock in the background, or if there’s a message that 20 other shoppers have this item in their cart? Is a consumer more likely to take an action if they are repeatedly and disruptively prompted with a request?

Critically, these interactions create a feedback loop whereby companies can continuously optimize their interfaces based on consumer interactions. And for some marketers, they can even personalize their interfaces to target individual consumers or discrete classes of consumers. We see firsthand in our investigations how user experience designers and others carefully craft user interfaces to, for example, slow down or frustrate cancellation efforts or induce snap purchases. Likewise, we have seen employees sound the alarm that these techniques are causing consumer harm, only to be overruled when the impact on conversion and profits is considered.

I’m sure you’ve noticed the flurry of enforcement activity in this area. In the Epic matter, we took on harmful privacy settings and unauthorized purchases. In PCH, we challenged a manipulative website design that led to surprise fees and other harms. And in our ongoing litigation against Amazon, we’ve alleged that the company duped consumers into unknowingly sign up for Amazon Prime while making it difficult for consumers to cancel their memberships.

As important as the cases we’ve brought are the remedies we’ve secured. Recent orders have required clear and unambiguous design interfaces and disclosures, affirmative express consent that does not rely on deceptive design, simple cancellation processes like click-to-cancel, and the preservation of records relating to behavioral testing techniques.

As with junk fees and subscription traps, we are not limiting our work to enforcement. Last year, we published a major report on where we’re seeing these patterns in the marketplace, and how we’re
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I am proud of our work to root out these deceptive designs in every corner of the marketplace. Innovation in digital design is welcome, and indeed, it is an area where I believe the government can learn a lot from the private sector. But that innovation needs to be for the benefit and not to the detriment of consumers and competition.

**Halting and Deterring Emerging and Evolving Forms of Consumer Fraud**

One type of innovation that does not benefit consumers is around fraud, where we see bad actors constantly refining and updating their tricks. Only three years ago, we had a strong, versatile tool to halt these frauds and return funds to consumers – Section 13(b) of the FTC Act. With the loss of that authority, our work has become much harder, but I am proud of how we adapted to this changing landscape through the same strategy we are using in other areas.

Consider first our approach to telemarketing. Over the summer we announced the largest crackdown on unwanted calls in U.S. history, with more than 100 enforcers bringing more than 180 actions. Our strategy is this area is multifaceted. We are challenging telemarketers themselves, such as those who are looking to exploit struggling student borrowers as the pandemic loan pause ends. We’re
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also challenging their enablers, particularly VoIP providers\textsuperscript{33} and consent farms\textsuperscript{34} – including Fluent, a publicly traded firm that sold hundreds of millions of leads to telemarketers.\textsuperscript{35} I am proud to say that while robocalling remains a scourge, and while it is fueled by many factors, we are making real progress in our war on unwanted calls. In fact, the number of telemarketing complaints to the FTC fell significantly between fiscal years 2021 and 2022, and we’re on track for another decline in 2023.\textsuperscript{36}

Since the onset of the pandemic, we’ve also seen a major surge in deceptive money-making schemes.\textsuperscript{37} Our approach here, too, is multifaceted. We are bringing significant cases against firms like WealthPress,\textsuperscript{38} DK Automation,\textsuperscript{39} and Automators AI.\textsuperscript{40} And we’re adapting our approach to...
ever-evolving forms of deceit. For example, in WealthPress, the defendants claimed they could earn consumers quick wealth using a proprietary algorithm – a claim we challenged as deceptive. Given the proliferation of these schemes and the massive volume of consumer complaints, we are also making use of a number of broader initiatives, including our money-making Notice of Penalty Offenses41 and our ongoing review of the Business Opportunity Rule.42

As our country becomes more diverse, we are also concerned that consumers who don’t speak English as a first language may face exploitation. We are undertaking important efforts to address this challenge.

First, we are significantly ramping up our consumer education and outreach efforts around fraud targeting non-English-speaking consumers. I encourage you to check out ftc.gov/languages, where we provide comprehensive educational materials in a host of languages.43 And as scammers adapt to changing circumstances, so do we. For example, following the devastating Maui wildfire, we worked with partners on the ground to translate our one-pager on avoiding scams44 into the top languages needed on the island. Finally, in a particularly exciting development, we’ll soon be announcing an exciting initiative to ensure that we can accept reports about fraud over the phone in other languages.

Second, we are making clear through our enforcement work that we will not tolerate the exploitation of non-English speakers. In our action against Ganadores, a real estate investment scheme, we alleged that it was unfair and a violation of FTC rules to advertise services in Spanish only to provide needed disclosures in English.45 The FTC has long committed itself to protecting consumers in every community, and today our education and enforcement work are breaking new ground to deliver on that commitment.
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AI and Self-Regulation

I think it’s clear from my remarks that we’re seeing major successes in the strategy I laid out last year for tackling the biggest challenges facing consumers. But today I want to add a fourth prong to that strategy – how we are responding to emerging technology in a way that protects consumers and ensures markets are fair, open, and competitive. The rise of generative AI is leading us to confront that question quite squarely, and I will use the remainder of my remarks to describe how the FTC is taking a comprehensive and proactive approach to this issue.

First, I want to zoom out and explain why we’ve chosen to be active in this space, rather than leaving consumers to fend for themselves. And the short answer is that we are learning from history. As Chair Khan noted in a recent New York Times op-ed, the moment we confront today in many ways resembles where we stood a generation ago, as we confronted the rise of what became known as Web 2.0.47

As is the case today, the FTC back then stood at an inflection point. There were vigorous debates within the Commission about whether the agency should embrace a self-regulatory regime or should call on Congress to pass legislation.48 In 2000, the Commission voted 3-2 to recommend that Congress codify fair information principles.49 But less than eighteen months later, the Commission abandoned calls for Congress to pass legislation, noting the progress made around ongoing self-regulatory efforts.50 Instead, the Commission announced an initiative to ensure that online services
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disclosed and adhered to their privacy policies.\textsuperscript{51}

A decade later, the Commission would change course once more – calling on Congress to pass privacy legislation.\textsuperscript{52} While that was a major step forward, it may have been too late – I needn’t remind you that in the decade since, Congress has yet to pass such legislation. As a result, we have put to the test whether self-regulation in the absence of substantive protections can really protect consumers’ privacy. Or to channel the FTC’s 1980 Policy Statement on unfairness, we’ve put to the test whether markets can really “self-correct[]” to address harms to consumers and competition.\textsuperscript{53}

So let’s consider how it’s gone. We now live in a world where companies can routinely surveil consumers around the most intimate details of our lives, from where we worship to whether we’re trying to conceive.\textsuperscript{54} We live in a world where fraudsters have harnessed the power of digital advertising so effectively that the FTC saw an 18-fold increase in fraud losses originating on social media from 2017 to 2021.\textsuperscript{55}

We live in a world where local media – once key guardians of our democracy and our civic cohesion – has been decimated, often replaced by clickbait finetuned by digital surveillance to manipulate rather than inform us.\textsuperscript{56} And we live in a world where teens, especially teenage girls, are experiencing a mental health crisis that many attribute in part to social media.\textsuperscript{57}

Are we happy with this state of affairs? Public opinion research makes clear that the answer is no. To rattle off just a few alarming figures, more than 2/3 of Americans think tech companies have too much power over our economy.\textsuperscript{58} Eight in ten adults feel they have little or no control over how these

\textsuperscript{51} Muris 2001 Privacy Remarks, supra note 50.
\textsuperscript{55} See Fletcher, supra note 37.
\textsuperscript{56} Judy Woodruff et al., The connections between decline of local news and growing political division, PBS NewsHour (Aug. 30, 2023), \url{https://www.pbs.org/newshour/show/the-connections-between-decline-of-local-news-and-growing-political-division}.
\textsuperscript{57} See, e.g., Derek Thompson, Why American Teens Are So Sad, THE ATLANTIC, Apr. 11, 2022, \url{https://www.theatlantic.com/newsletters/archive/2022/04/american-teens-sadness-depression-anxiety/629524/}.
\textsuperscript{58} Emily A. Vogels, 56% of Americans support more regulation of major technology companies, Pew Research Center (July 20, 2021), \url{https://www.pewresearch.org/short-reads/2021/07/20/56-of-americans-support-more-regulation-of-major-technology-companies/}.
companies use their personal information. And a strong majority of Americans support across the political spectrum believe that tech companies have too much power.

In a sharply divided country, the fact that so many Americans are unhappy with how the digital economy is working is a damning indictment of our experiment in self-regulation. And it should lead us to question whether anyone could honestly say that it was wise to not pass comprehensive privacy legislation. Wise to let a handful of tech giants decide how much information would be collected about us. Wise to count on consumers to protect themselves by reading privacy policies.

My own view is that these policy choices – and yes, they were choices – were grave mistakes. I think we need to accept that self-regulation around digital privacy is not working. And I think we need to learn from these mistakes as we confront the next wave of emerging technology.

Before I get to how the FTC is learning from these mistakes, let me pause to comment on self-regulation in general – when it works and when it does not. In my view, self-regulation can be successful when there are clear, meaningful policy objectives; a dedicated, independent institutional structure to develop and enforce rules; and, most importantly, when there is a clear legal framework underlying the scheme and an external enforcer – like the FTC – able to act as a cop on the beat to enforce the law effectively. This last prong is critical. In fact, we saw a generation ago how self-regulatory efforts accelerated after the FTC called on Congress to pass privacy legislation, only to collapse after we abandoned that call.

NAD is a great example of how self-regulation can serve the public well. The organization enjoys an independent institutional structure and displays a willingness to make tough calls that may not please participants. In addition, NAD benefits from there being a strong enforcement background, with the FTC and other enforcers having spent years laying out the rules of the road for honest advertising. Finally, and perhaps most importantly, NAD operates in a generally well-functioning market where companies are incentivized to bring challenges when their competitors are engaged in dishonest advertising.

Unfortunately, some of the key ingredients to NAD’s success simply are missing when it comes to
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artificial intelligence. For example, NAD has a clear policy objective – ensuring truthfulness in advertising. But when it comes to key policy questions surrounding AI – such as tradeoffs around transparency, how to report on vulnerabilities and limitations, and the rights of creators – there is not even clear consensus on what our objectives should be.

Consider how generative AI is already leading market participants to accelerate their data collection, with firm after firm changing their privacy policies to make it easier for them to collect even more data from us and use it in new ways. In contrast to what we see among NAD participants – where firms often challenge their competitors when their advertising steps out of line – here, firms are racing in lockstep to supercharge their data collection.

This strikes me as a particularly damning indictment of the failure – either by legislation or by self-regulatory efforts – to establish substantive protections for people’s data. We’ve allowed companies to harvest consumer data without any real limitations, and now some of these some companies are creating opaque AI systems that capitalize on – and accelerate – their earlier hoarding. It seems, in other words, like one self-regulatory failure is begetting another.

Given this history, we are taking a different approach than we did at the onset of Web 2.0. Let me describe three key principles that are driving our strategy.

First, the FTC recognizes that for America to remain the leader in developing cutting-edge technologies, our markets must be open, fair, and competitive. This means that fledgling upstarts should have the chance to compete with the incumbents who became dominant in the era of Web 2.0. On that score, we’re making significant progress.

For example, we successfully sued to block the largest semiconductor merger in US history – a merger that threatened to undermine competition and impede innovation in a critical market undergirding next-generation technologies. And earlier this year, we proposed a rule to prohibit
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noncompete agreements in labor contracts, which would help ensure that startups have a chance to compete with the largest incumbents for talent.\(^68\) Our Bureau of Competition, Bureau of Consumer Protection, and Office of Policy Planning are working more closely than ever to drive this agenda forward.

Second, we are using our existing tools – especially enforcement – to challenge unfair or deceptive practices that we’ve already seen emerge in connection with this technology. We have made clear that if you use or claim to use AI to defraud the public or help others do the same, you can be liable under the FTC Act, the TSR, or other laws we enforce. Indeed, just last month we secured a TRO against a firm that claimed to use AI to make consumers rich.\(^69\) We have made clear that if you rely on algorithmic decision-making, you should be sure it’s not resulting in unlawful bias.\(^70\) And we laid the groundwork for such a claim with our first case, Passport, challenging discrimination under the FTC Act.\(^71\) We’ve made clear that AI claims need to be substantiated, and earlier this year brought our first case alleging that a claim around an algorithm is baseless.\(^72\) As we encounter new problems in the marketplace, we will not hesitate to use the tools we have to protect the public.

That brings me to our third principle. We are not only prepared to use the tools we have but are also adapting and expanding our toolkit to confront emerging threats. First, we have proposed market-wide rules that could help prevent some of the more harmful uses of AI. Our proposed impersonator rule would allow us to seek civil penalties and money for harmed consumers against those who use voice-cloning and other technologies to defraud the public.\(^73\) Our proposed fake review rule would up the ante for using AI to generate fake reviews.\(^74\) And we will continue to review comments on whether we should propose rules addressing algorithmic decision-making.\(^75\)
Of course, our most important tool of all is our people, and since we spoke last year, the Commission has created an Office of Technology that has been busy recruiting some of the most talented technologists in the world, who are working hand-in-hand with our outstanding attorneys, investigators, consumer education specialists, and economists.\textsuperscript{76} In fact, since Chair Khan took office, we have roughly tripled the number of cross-agency technologists at the agency.

What should be clear from these principles is we are not going to sit back and let consumers fend for themselves, or let those looking to monetize AI write their own rules. We will use every tool we have to protect the public. And when we find that our tools are falling short, we will be upfront with Congress about what we believe is needed.

**Conclusion**

Let me end on the same note I ended on last year. Our agency is confronting some of the biggest challenges in the economy, and there’s no doubt we’re facing a lot of scrutiny. Indeed, as a longtime reader of the Wall Street Journal, I am reminded of this almost daily. But our extraordinary staff are staying laser-focused on the work, and they’re getting the job done. Despite the blow dealt by AMG, the pace of enforcement is rising significantly. Between FY21 and FY22, the number of enforcement actions coming out of BCP jumped by more than 70\%,\textsuperscript{77} and we’ll soon be able to report on another jump this fiscal year.

Many of these cases have been groundbreaking. Over the last year, we’ve secured our largest COPPA judgment ever,\textsuperscript{78} our largest ROSCA judgment ever,\textsuperscript{79} and our largest administrative judgment ever.\textsuperscript{80} And it’s not only monetary judgments where we’re notching wins. A recent article described this summer’s string of privacy enforcement actions as “among the most consequential three months in US privacy enforcement history” that “may someday been seen as a moment of transformation in American data privacy enforcement.”\textsuperscript{81} That we are undertaking this ambitious agenda even as we pursue important rulemaking, consumer protection, and 6(b) initiatives shows that we are truly firing on all cylinders.
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Our staff’s ability to deliver in such big ways for the public is a testament to their deep dedication to the mission of our agency. I expect 2024 to be another significant year for the FTC, and I look forward to updating you on our progress.