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I want to thank Brian Ray for that introduction and for inviting me to speak today. I really regret that I’m not able to join you in person, but I’m delighted to be here virtually to discuss the Federal Trade Commission’s privacy and data security program and priorities. Before I begin, I want to note that my comments today are my own and do not necessarily reflect the position of the Federal Trade Commission or any individual Commissioner.¹

I’m joining you today 21 years after former FTC Chairman Tim Muris chose a privacy conference in Cleveland as the place to announce his new privacy agenda – one calling for a significant expansion of the Commission’s role in protecting consumer privacy.² For some historical context, that announcement came less than a month after the 9/11 terrorist attacks on the United States.

That time was relatively early in the development of the online marketplace and the overall digitization of our daily lives. Indeed, the world has changed dramatically since 2001. That year, Jeff Bezos was an online book seller without a single space flight under his belt, and Mark Zuckerberg was in high school. Google had been incorporated for a short time and had only recently begun selling advertisements associated with search keywords. And Netflix was a business that rented DVDs by mail and competed with Blockbuster Video.

Today, we live in a world in which vast numbers of products and services are connected and able to collect enormous amounts of personal data about every conceivable aspect of our lives. From turning on our internet-connected coffee makers when we wake up, to unlocking our phones through facial scans, to using navigation apps to get to work, to uploading our workouts

¹ I wish to thank Jim Trilling and Peder Magee for their substantial assistance in preparing these remarks. In addition, I am grateful to Aaron Alva, Stephanie Nguyen, Rashida Richardson, Olivier Sylvain, and Monica Vaca for their comments and suggestions.

to fitness platforms, to monitoring the status of our online grocery orders, to walking past connected cameras, each of us is creating long and detailed data trails that businesses are collecting, using, and sharing in ways that far exceed what most of us likely expect or comprehend.

These technologies and the business models that employ them to constantly commodify and monetize our personal information have created a “surveillance economy,” a concept that retired Harvard Business School Professor Shoshana Zuboff helped popularize in her 2019 book, The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of Power. This sprawling, “always-on” surveillance has crept into every aspect of our lives with implications and consequences that few, if any, fully anticipated in 2001. These problems continue to vex us today.

In the two decades since Chairman Muris delivered his remarks, the FTC has made privacy and data security a major priority. The Commission has built an impressive track record by aggressively using our existing law enforcement tools – Section 5 of the FTC Act, the Children’s Online Privacy Protection Act (“COPPA”), the Gramm-Leach-Bliley (“GLB”) Act, the Do Not Call Registry, just to name a few – to protect consumers’ privacy. But the scope of today’s surveillance economy calls into question whether existing tools and approaches are sufficient. In particular, I think it is fair to ask whether notice and choice can adequately protect consumer privacy in the face of all-encompassing surveillance. And a key question I want to address today is whether notice imposes too much of a burden on consumers, and whether choice is too often illusory.

In talking about privacy in 2022, we need to expand our perspective. Privacy means more than “I have nothing to hide.” Rather, it is crucial we recognize that the surveillance economy imposes very real costs on individuals – including consumers, workers, and young people – as well as on our society in general, including around our critical infrastructure, our political and religious liberties, and our social cohesion.

Surveillance is also posing threats to competition in our economy. Experience has shown that a surveillance-based economy can entrench the dominance of firms with the greatest access to, and control over, personal information and the ability to attract and monetize consumer attention. These firms can leverage their power to position themselves as gatekeepers that smaller competitors must rely on to reach consumers.

To drill down a little deeper, I want to explain what I mean by “surveillance.” I’m referring to the pervasive and comprehensive tracking of consumers’ movements and behaviors

3 See also, e.g., Julie E. Cohen, Law for the Platform Economy, 51 U.C. DAVIS L. REV. 133 (2017).
4 Interestingly, Professor Zuboff cites 2001, also the year of Chairman Muris’s speech, as the year surveillance capitalism started. See John Laidler, High tech is watching you, THE HARVARD GAZETTE (Mar. 4, 2019), https://news.harvard.edu/gazette/story/2019/03/harvard-professor-says-surveillance-capitalism-is-undermining-democracy/.
across virtually every aspect of our daily lives. This surveillance results in the collection and aggregation of sensitive and other personal data from disparate sources and contexts to create detailed consumer profiles that commercial entities monetize and use to make inferences and determinations about consumers, frequently without our knowledge or permission and, far too often, resulting in disparate impacts on racial minority groups or other protected classes.

Companies today collect information about all aspects of our lives. This includes, for example, information about our location and movements, our health data, the searches we conduct, the things we purchase and which sellers we purchase them from, the content we consume, who is in our social network, and more. On its own, the collection of some of this information may arguably be innocuous, but when this information is stored, aggregated, and used in ways and in contexts that most of us could never have imagined, it can lead to serious harms.

The harms stemming from surveillance are myriad, but I think of them as falling into four categories: manipulation, discrimination, exploitation, and the chilling of participation. I will discuss each in turn.

First, mass collection of data can fuel consumer manipulation and fraud. Honest marketers as well as bad actors canweaponize data to predict which types of techniques are likely to be most effective against an individual consumer. This can result in individual consumers being presented with the particular form of “dark pattern” that is most likely to manipulate or even deceive them into unintended actions they do not realize or anticipate, such as allowing more data collection or signing up for a subscription.

Mass data collection can also result in individual consumers being targeted for particular scams based on inferences about them. For example, a United States Senate report pointed to data brokers selling data sets that can be used to target consumers based on their categorization into groups such as “Rural and Barely Making It” or “Ethnic Second-City Strugglers.”[^1] As one illustration of how this targeting might play out, a list brokerage firm recently pleaded guilty to knowingly providing lists of potential victims to fraudulent mass-mailing schemes that tricked older adults and other consumers into paying fees for bogus cash prizes and “psychic” services.[^2] In short, our surveillance economy is making it easier for unscrupulous firms to prey on consumers.

---


A second category of harm is discrimination, and in particular, the use of data to shape what information we see, what opportunities we are presented with, and the outcomes we experience. Companies use our data to make inferences about us and to serve us ads or other content based on those inferences. This pervasive practice, which some have called “boxing,” limits consumers’ exposure to other views and information, including content as well as offers for products and services.\(^7\) And there is no avoiding this type of harm – often consumers have no idea this is happening, and no idea what information they may be missing out on. In the commercial context, this can mean that certain services are simply not offered to certain groups. And in the political context, it is easy to see how this practice can fuel polarization.\(^8\)

Another key concern around discrimination is the use of automated decision-making systems that rely upon personal information to differentiate consumers. For example, these systems may base distinctions on protected characteristics such as race or age. There have been reports of automated systems replicating existing biases and leading to discriminatory outcomes that harm historically undeserved groups.\(^9\) Reproducing and reinforcing discrimination in the digital world is a trend that should concern us all, and it’s a direct outgrowth of our surveillance economy.

A third category of harm is exploitation, especially against young people, workers, and our society at large.

Let’s start by discussing the exploitation of young people. Children and teens are least able to recognize potential harms of online activity and the digital world, including the repercussions of sharing their information.\(^10\) And firms that rely on surveillance-based business models have a financial incentive to keep young people engaged, which can lead to addiction and other serious harms. While COPPA cuts off its protections at age 13, we know that the harms of digital surveillance are affecting teens, too.

Digital surveillance is also becoming increasingly common in the workplace, a trend that threatens to undermine workers’ dignity and allow firms to exploit the power imbalance between employees and employers. Imagine being required, as a condition of employment, to submit to having your physical movements or biometric data tracked throughout your workday. How many seconds has your keyboard been idle? What tone of voice did you use when speaking on the phone? How many times did you use the restroom? In some cases, there may be legitimate safety concerns that lead to monitoring workers; however, as some have observed, justifications such as improved efficiency and productivity are vague and may frequently be misguided. This can be especially true when surveillance is coupled with automated management technologies.

---


evaluate worker performance. And, as the costs of these technologies continue to fall, we can expect that workplace surveillance will likely intensify.11

Finally, the surveillance economy provides an opportunity for bad actors to exploit security vulnerabilities. The accumulation and maintenance of massive stores of consumer data creates an inviting target to cyber threat actors – including both private entities seeking to monetize stolen data, as well as hostile state actors seeking to undermine a rival. Too often companies fail to implement even rudimentary security measures, thereby putting consumers at risk of financial loss, identity theft, blackmail, and reputational and other harms. Further, lack of reasonable data security jeopardizes our critical infrastructure and national security as we have recently seen with attackers disrupting access to U.S. fuel and food supplies.12

The final category of harm is difficult to define, but easy to understand. We are seeing how surveillance threatens to chill our ability as individuals to seek needed healthcare, participate in the political process, or exercise our religious freedom. Consider the impact that mass collection of geolocation data is already having.

This data can reveal incredibly sensitive information, such as when and where we seek medical care. There are recent media reports of data brokers selling location information revealing that consumers had visited abortion clinics.13 And it is not difficult to imagine that fear of similar surveillance could discourage an individual from seeking needed treatment for addiction or a mental disorder. This type of surveillance can also chill participation in civil and political discourse or religious practice.14 For example, some have raised concerns that location data collected through Muslim prayer apps may be sold to data brokers that in turn pass it on to other entities, and it is easy to see how this type of practice could have a chilling effect on our religious freedom.15 In short, surveillance is a direct threat to our liberty and autonomy.


* 

The harms I just described should, by now, feel familiar. And equally familiar is the traditional approach to combating these harms – giving consumers notice of what information is being collected, and giving them a choice whether to consent. Indeed, a key focus of former Chairman Muris’s remarks two decades ago was making sure that websites posted privacy

---

13 See Geoffrey A. Fowler & Tatum Hunter, Your phone could reveal if you’ve had an abortion, WASH. POST (May 4, 2022), https://www.washingtonpost.com/technology/2022/05/04/abortion-digital-privacy/.
policies. But given the pervasive and unavoidable nature of today’s surveillance economy, I think we need to ask ourselves whether this traditional notice and choice framework is really capable of meeting this moment.

Let’s begin by scrutinizing “notice” more closely. Notice is an important concept – we expect companies to be transparent about how they are collecting consumers’ information. But a privacy regime that relies on notice alone places far too much burden on consumers. Consumers lack the time to review lengthy privacy notices of their various devices, applications, or services, each of which has its own specific data practices. These notices are often vague and confusing even for careful readers, and they can be outright impenetrable to the average consumer. To name just one example, it is unreasonable to expect consumers to navigate the intricacies of what data a company’s algorithm uses and how that use will affect the consumer today and in the future.

Even in the rare instances when notices are understandable, they might simply inform consumers that the company collects anything and everything it can, and can do with it whatever it wants. These notices can also be subject to repeated change, putting the consumer in the impossible situation of having to constantly monitor their products and services for amended terms and policies.

Another weakness of notice-based regimes is that many of the entities involved in the collection, aggregation, and monetization of personal data are not consumer-facing. Consumers are unaware of, or know little about, the data brokers and third parties who collect and broker consumer data or build consumer profiles based on inferences from this data.

Some of you might have seen the recent episode of *Last Week Tonight with John Oliver*, in which the comedian refers to data brokers as the “middlemen of surveillance capitalism.” I think this is an apt characterization, and that it is unreasonable to burden consumers with the Sisyphean task of identifying these middlemen in order to track down and learn about their information practices.

Even if consumers could somehow overcome this obstacle, seldom can they do anything about it. That is because several elements of today’s surveillance economy render meaningful


19 *Last Week Tonight with John Oliver* (Apr. 10, 2022).
choice illusory. First, given the digitization of our society, take it or leave it “choice” for many services is really no choice at all. In other words, for most consumers, the “choice” of whether to accept a company’s terms of service or forego the service altogether is a false one.

It should be obvious by now that most consumers can’t opt out of booking an airline reservation, conducting a job search, or connecting with friends and colleagues on social media. And the pandemic further increased our dependence on online services, ranging from remote learning, to teleworking, signing up for a COVID vaccine, or refilling a prescription online.

When we’re expecting consumers to have to choose between participating in the digital economy and protecting their privacy, we’re not giving them a choice at all – what we’re really describing is coercion.

Even when consumers do have a real choice, our surveillance economy has led to companies getting very good at shaping what choices we make. We are increasingly seeing businesses use practices like “dark patterns” to manipulate or trick consumers into “choosing” to allow more data collection and forgoing more privacy-protective settings. This can lead to a vicious cycle, where firms collect more and more data on us, which gives them more and more power to manipulate us further.

And finally, even if consumers did have a real choice to reject a product or service, and even if consumers could overcome the sophisticated dark patterns that are shaping our decisions, we still face the simple reality that in many key digital markets, there just aren’t that many players to choose from – we can’t vote with our feet.

All in all, I think it’s clear that the notice and choice framework that has guided us for decades is no match for the realities of contemporary surveillance. We can no longer persist with the fiction that consumers can read thousands of pages of legalistic privacy notices, especially when businesses may change these notices at will. Nor should we accept the falsehood that consumers have a real choice when it comes to accessing digital tools and services. Simply put, in an economy increasingly fueled by mass commercial surveillance, it is no longer viable to count on consumers alone to protect themselves. That’s why it’s critical that we – as well as legislators and policymakers across state and federal governments – develop a new approach.

* *

Now that I’ve painted an alarming picture of our world of ever-on surveillance, I want to turn to what the FTC is doing to establish rules of the road for protecting consumers and their data, to enforce the law against violators, and to study and publish research on opaque practices that are having profound effects on consumers. I’ll describe each effort in turn.

---


First, the Commission noted last year that it is considering initiating rulemaking to address commercial surveillance and lax data security practices. While we applaud congressional efforts to pass comprehensive privacy legislation, the harms stemming from mass surveillance are becoming too pervasive to ignore, and Chair Khan has made clear that we’re prepared to use every tool we have to protect people’s privacy.

Second, we are inventorying our existing rules to make sure we’re doing everything we can to protect consumers. Over the last few months, under Chair Khan’s leadership, the Commission finalized revisions to the GLB Safeguards Rule to provide a clear roadmap for financial institutions around information security, and to ensure that executives are making data protection a top priority. The Commission also recently issued a policy statement affirming that the Health Breach Notification Rule (“HBNR”) applies to health apps and connected devices that collect or use consumers’ health information. Additionally, we are in the midst of comprehensively reviewing the COPPA Rule. And in an open meeting later today, the Commission plans to vote on a policy statement announcing the agency’s prioritization of COPPA enforcement as it applies to education technology.

In addition to taking aggressive action on the policy front, the FTC continues to hold accountable those who engage in unlawful surveillance, and enforcement in this area is a top priority for the agency.

Section 5 of the FTC Act enables us to address a wide range of deceptive or unfair practices that harm consumers. And you can draw out a couple of key principles from our enforcement actions.

First, don’t deceive consumers about how their data will be collected, used, or shared. Our surveillance economy can make mass information collection and use feel like an imperative for many businesses, but we will not hesitate to take action against firms that break their promises in pursuit of profits. The Commission’s recent case against Flo Health, Inc. is just one

---


recent example of the Commission taking action to address false privacy promises. In that case, the Commission alleged that the company pledged to keep private the reproductive health information it collected from consumers, while in reality, the company’s app disclosed that information to Facebook, Google, and other third parties.28

Second, if your privacy and data security practices can cause harm to consumers, the FTC can take action – regardless of whether these practices are disclosed. The FTC Act defines unfair practices as those that cause or are likely to cause consumers substantial harm that is neither reasonably avoidable nor outweighed by countervailing benefits to consumers or competition.29 The FTC has used this authority to address harmful practices ranging from unreasonable data security,30 to the distribution of software that likely caused consumers to inadvertently share their files,31 to the surreptitious activation of webcams on leased computers placed in consumers’ homes,32 to the selling of Social Security numbers and other sensitive data to known fraudsters.33

You can expect that the Commission’s unfairness authority will be a key tool as we work to curb harmful commercial surveillance practices. For example, some companies have taken the position that they can change their data collection practices at will, even after consumers already rely on the provided product or service. Such conduct underscores how consumer choice can be illusory, and how companies can abuse the power they enjoy over consumers. But firms should think twice before exercising this power. Making retroactive changes to how a business treats data it has already collected can be an unfair practice,34 and the Commission will be closely monitoring the marketplace for this type of conduct.

We are also concerned about companies collecting sensitive personal information that they don’t actually need. This is of particular concern when information is being collected from young people. The COPPA Rule explicitly prohibits covered businesses from conditioning a child’s participation in an activity on the child disclosing more personal information than is reasonably necessary to participate in the activity. Similarly, under certain circumstances, this practice may also be unfair under Section 5 of the FTC Act.35

The FTC will also not hesitate to use its unfairness authority to target online discrimination. For example, the use or sale of algorithms or artificial intelligence systems that rely on surveillance data to inform hiring decisions may lead to discriminatory outcomes based on race or other legally protected status. I would encourage anyone interested in this issue to read the recent statement by Chair Khan and Commissioner Slaughter about the Napleton Automotive Group case, in which they detailed how discrimination can be an unfair practice under the FTC Act.36

In addition to the FTC Act, the Commission will continue to enforce the Fair Credit Reporting Act (“FCRA”) to help stop unlawful data practices that can impede consumers from obtaining housing, loans, and employment.37 To support those efforts, the agency recently filed amicus briefs urging two federal circuit courts to overturn flawed lower court decisions that would improperly limit our ability to hold consumer reporting agencies accountable for placing incorrect information on consumers’ credit reports38 and otherwise complying with the FCRA.39 The FCRA is a decades-old tool, but it remains a critical one for protecting consumers.

Now that I’ve described some of the Commission’s authorities, I want to touch on how the FTC is using these tools in our enforcement actions, particularly over the last year under Chair Khan.

When we bring enforcement actions, we are committed to obtaining strong, forward-leaning remedies that not only cure the underlying harm but also reverse structural incentives to maximize information collection and abuses. This starts with the simple principle that companies

should not be able to profit from illegal data practices. That’s why we are committed to not only requiring the deletion of unlawfully obtained data, but also the deletion of algorithms and other work product derived from the data.

Where appropriate, we will also require businesses to limit their data collection altogether. An example of this approach is in our pending proposed order against the online merchandise platform CafePress. I encourage all of you to review that order carefully, as it includes some novel and important remedies. The proposed order not only requires CafePress to establish a comprehensive security program, but it also places an affirmative requirement on the company to limit the information it collects from consumers. This relief underscores how privacy and security are increasingly interrelated concepts – information that is never collected can’t be compromised. And it is a clear signal that the Commission will not limit its tools to consent-based remedies.

Finally, in appropriate cases, we will not hesitate to hold individuals accountable. We have recently held individuals liable for their roles in some of the unlawful activities I have described today. Among other things, doing so helps to deter future unlawful conduct. The revised GLB Safeguards Rule I described earlier similarly fosters accountability by requiring covered financial institutions to designate a single qualified individual to oversee their information security programs and report periodically to the board of directors or a senior officer in charge of information security.

---


I’ve now described our policy and enforcement work in some depth, but I want to touch on two other tools that are sometimes overlooked.

First, the FTC has authority under Section 6(b) of the FTC Act to comprehensively study markets, and we are using this authority to shine a light on opaque data practices. For example, the Commission recently published a major report on the privacy practices of internet service providers, and also issued Section 6(b) orders requiring social media and video streaming services to provide information about their data practices. One of the FTC’s earliest achievements – more than a century ago – was issuing a groundbreaking report on the meatpacking industry, a report that led to major reforms. I expect that our ability to inform policy through rigorous study and reporting will only grow in importance.

Second, our mandate at the FTC is not only protecting consumers but also ensuring fair competition. And that makes sense. Our efforts to protect consumers from always-on surveillance can succeed only in a tech marketplace that is vibrant and competitive. That is why we are closely coordinating our consumer protection efforts with the FTC’s Bureau of Competition to ensure that we are considering harms to competition in addition to consumer harms.

* 

I want to conclude in the same place I began, by reflecting on how the world has changed since Chairman Tim Muris announced his privacy agenda two decades ago.

The data collection and use landscape that Chairman Muris described here in Cleveland in 2001 pales in comparison to the staggering expansiveness of surveillance that consumers confront today. And unfortunately, the privacy harms that Chairman Muris cited then – harms like identity theft and the illegal collection of children’s personal information – have only grown worse. At the same time, new threats have emerged that can harm individual consumers, as well as our society at large.

Prompting companies to post online privacy policies made sense when most consumers’ online activity likely included visits to only a limited number of websites. But today we live in a very different world, one in which consumers’ online lives are far more robust and subject to far more invisible data collection and use.

The pervasiveness of contemporary surveillance requires a new paradigm. One that recognizes that our existing tools, in their current form, are insufficient. One that acknowledges


the serious harms being inflicted on our privacy, our communities, and our society by mass commercial surveillance. And one that dispenses with the fiction that consumers can protect themselves by reading notices or opting out of the digital economy.

Fortunately, I work at an agency uniquely positioned to confront these 21st century challenges. As Chair Khan noted yesterday in testimony before Congress, we are a small agency tasked with protecting consumers and competition throughout our economy, and we urgently need more resources to fully deliver on our mission.48 Nevertheless, with our talented and expert staff, our flexible authority, and our mandate to protect both consumers and competition, the FTC will continue to leverage every tool we have to combat the harms associated with the surveillance economy. We will also look for ways to work with Congress and state legislatures as they consider additional measures to protect consumer privacy and data security, and curb the rising tide of surveillance.

I appreciate the opportunity to share these remarks with you today, and I look forward to hearing your thoughts and answering your questions.