Introduction

For decades, unscrupulous direct mail marketers and brick-and-mortar retailers have relied on design tricks and psychological tactics, such as pre-checked boxes, hard-to-find-and-read disclosures, and confusing cancellation policies, to get consumers to part with their money or data. As more and more commerce has moved online, so too have these manipulative design practices—termed “dark patterns”—only they have grown in scale and sophistication, creating ever greater challenges for consumers.¹

As the nation’s leading consumer protection agency, the Federal Trade Commission’s (“FTC”) mission is to stop deceptive or unfair business practices in the marketplace, including those that take the form of dark patterns.² The FTC has, for example, sued companies for requiring users to navigate a maze of screens in order to cancel recurring subscriptions, using non-descript dropdown arrows or small icons to hide the full cost and other terms of rent-to-own or other payment products, and even sneaking unwanted products into consumers’ online shopping carts without their knowledge.³ More recently, the agency issued an enforcement policy statement that warned companies against deploying illegal practices that trick or trap consumers into subscription services.⁴

On April 29, 2021, the FTC hosted a public workshop on digital dark patterns and explored whether user interfaces can have the effect of obscuring, subverting, or impairing consumer autonomy and decision-making.⁵ The workshop featured a variety of speakers, including consumer advocates, members of Congress, researchers, legal experts, and other industry professionals. In this Staff Report, we discuss key topics from the workshop and academic literature, including the rise of dark patterns in the digital marketplace and common types of dark patterns. (See Appendix A.) For each common dark pattern addressed, we discuss consumer protection concerns and recommendations for companies.
Background

Coined in 2010 by user design specialist Harry Brignull, the term “dark patterns” has been used to describe design practices that trick or manipulate users into making choices they would not otherwise have made and that may cause harm. As the workshop’s panelists noted, dark patterns often take advantage of consumers’ cognitive biases to steer their conduct or delay access to information needed to make fully informed decisions. Research shows that dark patterns are highly effective at influencing consumer behavior. For example, one study discussed at the workshop found that dark patterns doubled the percentage of consumers who signed up for a dubious identity theft protection service, as compared to consumers who were presented with a neutral interface. And these effects increased significantly when test subjects were exposed to more than one dark pattern.

Dark patterns often are not used in isolation and tend to have even stronger effects when they are combined. (See Appendix B.) Multiple examples from FTC enforcement matters bear this out. In Raging Bull, for instance, the FTC alleged that the operators of an online stock trading site used deceptive customer testimonials to lure consumers in, hid purported disclaimers in dense terms and conditions text boxes that required scrolling to find, and sold services as a subscription but made it difficult to cancel and stop the recurring charges. The combination of these dark patterns had a compounding effect, increasing the impact of each and exacerbating the harm to the consumer.

Panelists noted that the use of manipulative design techniques in the digital world can pose heightened risks to consumers. The pervasive nature of data collection techniques, which allow companies to gather massive amounts of information about consumers’ identities and online behavior, enables businesses to adapt and leverage advertisements to target a particular demographic or even a particular consumer’s interests. Moreover, companies that market online can experiment with digital dark patterns more easily, frequently, and at a much larger scale than traditional brick-and-mortar retailers, to determine which design features most effectively influence consumer behavior. (By contrast, consider the practical difficulties of incessantly rearranging the aisles of a grocery store that places sugary cereals at toddler eye-level and candy bars at the register to do the same.) This type of design experimentation, if used to deceive consumers or manipulate them into taking unwitting or detrimental actions, is a signal of dark patterns at work.
An example of this design experimentation is in the FTC’s action against Credit Karma. Credit Karma advertises third-party financial products, such as credit cards, and provides links for consumers to apply for offers. Credit Karma conducted A/B testing, which is an experiment where a company shows consumers two or more variants of something, such as an advertisement or a webpage, to determine which one performs better. Credit Karma compared how consumers reacted to being told that they had been “pre-approved” for a credit card (a false claim, according to the FTC’s complaint) versus being told that they had “Excellent” odds of being approved. The company ultimately decided to employ the allegedly false “pre-approved” claim, which the A/B testing had shown yielded a greater click rate.

Dark patterns can be found in a variety of industries and contexts, including ecommerce, cookie consent banners, children’s apps, subscription sales, and more.

Dark patterns can be found in a variety of industries and contexts, including ecommerce, cookie consent banners, children’s apps, subscription sales, and more. The specific types of dark patterns consumers are most likely to face differ depending on the types of websites or apps they frequently use. The medium through which consumers access online information also affects the number and types of dark patterns they may encounter. Studies show that some dark patterns are more common in mobile apps than on websites. Additionally, some design techniques are more effective on smaller screens than on larger ones. Many companies, for instance, are able to hide important information from consumers on their mobile devices because the amount of scrolling required makes it unlikely that people will see it. Such dark patterns may have a differential impact on lower-income consumers or other vulnerable populations who are more likely to rely on a mobile device as their sole or primary access to the internet. Workshop panelists and researchers in the field note that dark patterns may also appear in new and evolving modalities such as augmented reality (AR) and virtual reality (VR) technologies, exposing consumers to manipulation on a whole new plane.

Dark patterns also raise special enforcement challenges. Because dark patterns are covert or otherwise deceptive, many consumers don’t realize they are being manipulated or misled. Workshop participants theorized that even when consumers do realize they have been deceived, many don’t report their experiences, some out of an unnecessary feeling of embarrassment at being tricked. That is why the FTC’s workshop brought together enforcement agencies, academic researchers, and consumer advocates to share their knowledge of dark patterns, explore whether they harm consumers, and, when practices were identified as unfair or deceptive, how to best address and eliminate them. In this paper, we shine a further light on some common dark patterns and the harms they cause consumers, while putting businesses on notice that the FTC will continue scrutinizing these practices.
Common Dark Patterns & Consumer Protection Concerns

In this section, we describe examples of common dark patterns—using recent FTC enforcement actions as well as insights from workshop participants—to illustrate the harms posed to consumers and provide recommendations for businesses.

I. Design Elements that Induce False Beliefs

Some dark patterns manipulate consumer choice by inducing false beliefs. For example, a company may make an outright false claim or employ design elements that create a misleading impression to spur a consumer into making a purchase they would not otherwise make. Classic examples of these types of deceptive dark patterns include advertisements deceptively formatted to look like independent, editorial content and purportedly neutral comparison-shopping sites that actually rank companies based on compensation. Workshop panelists also discussed countdown timers on offers that are not actually time-limited, claims that an item is almost sold out when there is actually ample supply, and false claims that other people are also currently looking at or have recently purchased the same product.

...disguised advertising and promotional messages are deceptive when they mislead consumers into believing they are independent, impartial, or not from the sponsoring advertiser itself.

The FTC long has taken action against dark patterns involving companies that use ads deceptively formatted to look like news articles to entice consumers to buy their products. As explained in the FTC’s Enforcement Policy Statement on Deceptively Formatted Ads, disguised advertising and promotional messages are deceptive when they mislead consumers into believing they are independent, impartial, or not from the sponsoring advertiser itself. A recent example is an FTC action charging Effen Ads, the operators of a work-from-home scheme, with using fake news stories to trick consumers into buying their program. According to the complaint, Effen Ads sent unsolicited emails to consumers that included “from” lines that falsely claimed they were coming from news organizations like CNN or Fox News.
The FTC’s complaint states that consumers who clicked on the links in these emails were routed to additional fake online news stories, and then eventually routed to Effen Ads’ sales websites, which pitched the company’s work-from-home schemes. These sites guaranteed consumers would make hundreds of dollars if they paid an upfront fee of $97 and worked from home only one hour a day. In reality, according to the complaint, the emailed articles were fake, and the upfront fee didn’t result in an actual job.

Comparison websites can also induce false beliefs in consumers when the overall net impression created by various design elements is deceptive. For example, consumers who visit websites where companies have created rankings lists, posted consumer reviews, or otherwise endorsed third parties expect these recommendations to be objective and unbiased. When they aren’t—and instead are based on whether the third parties are paying to be promoted, a personal relationship, or other connections—these sites are deceptive. These supposedly neutral rankings sites are using a dark pattern to manipulate consumer choice. Knowing that there is a payment relationship or other connection between the reviewer and the third party would affect the weight or credibility consumers give the review and may influence whether and to what extent consumers choose to interact with that content at all. Deceptive ranking sites may also undermine fair competition, disadvantaging those companies that won’t pay-to-play.

The FTC’s action against the loan comparison website LendEDU.com is instructive. As detailed in the FTC complaint, LendEDU used its rankings to sort companies in rate comparison tables, thereby giving consumers the impression that LendEDU had evaluated the top-listed company to be the best.
In reality, the FTC alleged, LendEDU boosted companies’ numerical rankings and positions on rate tables based exclusively on how much they paid LendEDU.45 Also, as alleged in the complaint, LendEDU falsely represented to consumers that its rankings of financial services companies were “objective,” “honest,” “accurate,” and “unbiased.”46 Well aware of the effect on consumers, LendEDU employees enticed lenders to pay more by touting statistics showing that consumers were more likely to click on companies in better positions, according to the FTC’s complaint.47

To comply with the FTC Act, companies should make certain that their online interfaces do not create false beliefs or otherwise deceive consumers. Companies are on the hook for the net impression conveyed by the various design elements of their websites, not just the veracity of certain words in isolation.48 For example, companies shouldn’t give the impression that a ranking or review is objective and unbiased if it is based on or affected by third-party compensation.49 And if an advertisement strongly resembles editorial content such as a news article, or appears formatted as native content in a publication with a strong journalistic brand, it is unlikely disclaimers will overcome the deceptive net impression.50 Overall, when designing user interfaces, businesses should look not just at the effect their design choices have on sales, click-through rates, or other profit-based metrics, but also on how those choices affect consumers’ understanding of the material terms of the transaction.51 And if a business becomes aware that a particular design choice manipulates consumer behavior by inducing false beliefs, the company should remediate the problem.

**Overall, when designing user interfaces, businesses should look not just at the effect their design choices have on sales, click-through rates, or other profit-based metrics, but also on how those choices affect consumers’ understanding of the material terms of the transaction.**
II. Design Elements that Hide or Delay Disclosure of Material Information

Some dark patterns operate by hiding or obscuring material information from consumers, such as burying key limitations of the product or service in dense Terms of Service documents that consumers don’t see before purchase.52

Similarly, some dark patterns trick people into paying hidden fees. For example, the FTC charged that the LendingClub Corporation deceived consumers about hidden fees associated with its online loans.53 According to the FTC’s complaint, LendingClub used prominent visuals to falsely promise loan applicants that they would receive a specific loan amount and pay “no hidden fees,” when in reality the company deducted hundreds or even thousands of dollars in hidden fees from the loans it disbursed.54

The FTC’s complaint lays out how LendingClub hid the existence of its fees. LendingClub used tooltip buttons55 consumers were unlikely to click on during the online application process, and buried mention of fees later in the application process in an un-bolded itemization sandwiched between more prominent, bolded paragraphs.56 Furthermore, according to the FTC, in standard screen configurations, the fees appeared “below the fold” and thus required scrolling to be visible.57 Consumers frequently reported that they only discovered the fee after LendingClub disbursed their loan proceeds, upon seeing that the disbursal amount was smaller than expected.58

Figure 3: LendingClub Tooltip

On mobile devices, information about the upfront fee and total amount received was not displayed until the consumer had scrolled down approximately four times, depicted below.
Another variation on the hidden-fee dark pattern is “drip pricing,” in which firms advertise only part of a product’s total price to lure in consumers, and do not mention other
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mandatory charges until late in the buying process. Drip pricing interferes with consumers’ ability to price-compare and manipulates them into paying fees that are either hidden entirely or not presented until late in the transaction, after the consumer already has spent significant time selecting and finalizing a product or service plan to purchase. Panelists at the FTC’s workshop discussed how consumers feel committed to a purchase by the time they reach the checkout screen, and feel “really frustrated that, when they begin this process, they have no idea how much it costs until it’s too late.”

Drip pricing costs consumers money—one study compared consumer expenditures on a ticketing website that uses drip pricing versus one that disclosed mandatory fees upfront and found that “users who weren’t shown the ticket fees upfront ended up spending about 20% more money and were 14% more likely to complete [the transaction].” Drip pricing can also weaken competition by making it harder for consumers to price-compare across sellers. An honest business that sets forth the total price of its product at the outset will be at a significant disadvantage when compared to a seller that advertises an artificially low price to draw consumers in, then adds mandatory charges late in the transaction. As discussed at the workshop, companies should include any unavoidable and mandatory fees in the upfront, advertised price, and failure to do so has the potential to deceive consumers in violation of the FTC Act. Relatedly, companies must not mislead consumers to believe that fees are mandatory when they are not.

Further, particularly where the drip pricing practices involve a credit product, companies must make sure their practices don’t treat consumers differently on the basis of race, national origin, or another protected characteristic. The FTC has brought several actions against brick-and-mortar retailers engaged in dark patterns involving drip pricing, charging companies with violations of the FTC Act and ECOA. Additionally, companies whose sales practices target a specific audience, such as children, older adults, or native speakers of other languages, must take into consideration how their claims and design choices will be perceived by these groups. For example, if a business markets a product to older adults, it should avoid design elements that are harder for older consumers to perceive, such as putting important information at the periphery of the screen or in a light color. Also problematic are disclosures made with poor color contrast, such as a white-text disclosure on a yellow background. Failing to factor this in can lead to law violations, including of the FTC Act and COPPA.
III. Design Elements that Lead to Unauthorized Charges

Another common dark pattern involves tricking someone into paying for goods or services that they did not want or intend to buy, whether the transaction involves single charges or recurring charges. Along with wasting consumers’ time and money, these dark patterns can undermine consumer trust in the market, ultimately hurting other companies who engage in legitimate and honest practices.

Several workshop panelists raised concerns about dark patterns that result in unauthorized charges. One panelist explained how dark patterns can be deployed in children’s gaming apps: “Let’s say the green button is the button they click to advance from one level to the next level. And then suddenly, that button is suddenly a ‘Buy’ button. Most children will have been caught, because they’ve been clicking, clicking, clicking, clicking, and suddenly that’s a ‘Buy’ button.”

The FTC has brought enforcement actions against companies involving kids’ in-app charges. This was the central issue in the FTC’s actions against Amazon, Apple, and Google. Amazon, for example, charged parents and other accountholders for kids’ purchases in mobile apps hosted on its app store. The company advertised kids gaming apps as “free” while burying in fine-print on app description pages the fact that app users could make in-app purchases.

Figure 5: Amazon App Store Example
Once the account holder downloaded the app and children began playing the game, unbeknownst to the account holder, kids could simply rack up multiple charges, ranging from $0.99 to $99.99 each, by tapping buttons, with no account holder involvement. These purchases were often disguised as play. As explained by the judge in the case decision, “a child may be prompted to use or acquire seemingly fictitious currency, including a ‘boatload of doughnuts, a can of stars, and bars of gold,’ but in reality the child is making an in-app purchase using real money.” Amazon later added a password prompt for account holders only for in-app purchases of $20 or more, and eventually added one in other situations, though not consistently. However, even that prompt failed to disclose that authorizing a single purchase also authorized unlimited purchases for the next 60 minutes. Ultimately, Amazon was forced to make more than $70 million in refunds available to consumers.

Another frequent example of a dark pattern resulting in unauthorized charges is when a company deceptively offers a free trial period, but then, unbeknownst to the consumer, the trial is followed by a recurring subscription charge if the consumer fails to cancel. One workshop panelist discussed his research on dark patterns in the context of a free trial offer. A control group of consumers was told they would receive a one-month free trial of data protection followed by monthly charges if they failed to cancel, while the “hidden information” group was told they would receive a one-month free trial and that terms and conditions apply. For the latter group, the automatic monthly charge information was included only in small gray font at the bottom of the page. The dark pattern was highly effective. More than twice as many consumers in the hidden information group accepted the free trial offer as compared to consumers in the control group.

Seeing a rise in these types of dark patterns, the FTC hosted a workshop in 2007 to analyze the marketing of goods and services through offers with negative option features, then issued a staff report in 2009 that set forth principles to guide sellers offering negative options online. Following this guidance, and years of FTC cases tackling negative option-related deception under the FTC Act and the Negative Option Rule, Congress enacted the Restore Online Shoppers’ Confidence Act (“ROSCA”) in 2010. ROSCA prohibits charging for goods and services sold over the internet using a negative option feature unless the seller (1) clearly and conspicuously discloses all material terms of the transaction before obtaining the consumer's billing information; (2) obtains a consumer's express informed consent before charging the consumer's account; and (3) provides simple mechanisms for a consumer to stop recurring charges. Since then, the FTC has used ROSCA as an additional tool to challenge a variety of
harmful negative option practices that saddle consumers with recurring payments for products and services they never intended to purchase or that they do not wish to continue purchasing.\textsuperscript{88}

The FTC’s first action alleging ROSCA violations charged Health Formulas, LLC, and several related companies and individuals with advertising “free” trial offers for dietary supplements, but then automatically charging those who signed up $60-$210 per month after the free trial unless they took action to cancel.\textsuperscript{89} According to the complaint, the free trial was prominently displayed, while the monthly charges were buried in the middle of smaller, dense font.\textsuperscript{90}

\textbf{Figure 6: Health Formulas Example}

A related dark pattern makes it hard for consumers to cancel subscription services, resulting in ongoing recurring charges.\textsuperscript{91} The FTC’s complaint against ABCMouse, the operators of a children’s online learning site, offers a particularly striking example of how dark patterns can be used to block consumers’ cancellation attempts.\textsuperscript{92} According to the FTC, ABCMouse enrolled consumers into 30-day free trials or into 6- or 12-month memberships and, despite promising “Easy Cancellation,” many consumers could not cancel even after repeated attempts at calling, emailing, and contacting ABCMouse through a customer support form.\textsuperscript{93}
The complaint alleges that the company rejected any cancellation attempt through one of these methods and instead required consumers to navigate a difficult-to-find, lengthy, and confusing cancellation path on the website. Consumers allegedly had to click through several pages of promotions and links that, when clicked, directed consumers away from the cancellation path without warning. For example, the first screen in the path, depicted below, did not mention the word cancellation anywhere or tell consumers that they had arrived at the correct place to cancel:

Figure 7: First Screen in ABCMouse Cancellation Path

Another screen in the cancellation path offered consumers a “special Upgrade offer.” Only by clicking the “Continue” button could consumers proceed with cancellation, even though, according to the FTC’s complaint, the screen appeared to be an offer for a different product.

Figure 8: Another of Several Screens in ABCMouse Cancellation Path
In total, the FTC alleged that ABCMouse required consumers to navigate between six and nine screens to cancel their memberships, and consumers could not skip ahead or cancel without visiting each screen. Further, according to the FTC, each screen included multiple links and buttons that, if pressed, would take consumers out of the cancellation path altogether. This is a prime example of what one workshop panelist referred to as “sludge”: “a high friction experience that, by its nature, causes people to become fatigued and give up.” It is also a dark pattern, an unfair practice under the FTC Act, and a ROSCA violation arising from the failure to provide a simple mechanism to cancel.

How can a company obtain express informed consent from consumers before charging them? The answer depends on the circumstances, but at a minimum, companies looking to stay on the right side of the law should make sure their procedures for obtaining consent include an affirmative, unambiguous act by the consumer. Companies should not hide key terms of a purchase in a general terms and conditions document or behind hyperlinks, pop-ups, or drop-down menus. Acceptance of a general terms of use document that contains unrelated information does not constitute affirmative, unambiguous consent to a particular purchase. Likewise, manipulating consumers into agreeing by employing digital dark patterns designed to subvert their autonomy or impair their decision-making does not effectuate express informed consent.

Companies looking to stay on the right side of the law should make sure their procedures for obtaining consent include an affirmative, unambiguous act by the consumer.

Companies should ensure they obtain the express informed consent of the accountholder to any charges. This point is critical in mobile apps and games often played by children, where the accountholder may be a parent or someone other than the child who is playing the game. This is also an important consideration for consumers who may have multiple adults sharing a device.

Companies should ensure they obtain the express informed consent of the accountholder to any charges.

With respect to cancellation, as explained in the FTC’s Enforcement Policy Statement on Negative Option Marketing, ROSCA requires online negative option sellers to provide a simple mechanism for consumers to cancel. To meet this standard, negative option sellers should provide cancellation mechanisms that are at least as easy to use as the method the consumer used to buy the product or sign up for the service. This means that consumers should be able to cancel their subscription through the same medium (such as a website or mobile application) that the consumer used to sign up for the negative option plan in the first place. It also means that negative option sellers should not subject consumers to new offers or similar attempts to save the
account that impose unreasonable delays on consumers’ cancellation efforts. In addition, if
the seller provides for telephone cancellation, it should, at a minimum, answer all calls to its
cancellation number during normal business hours, within a short time frame. Calls to cancel
should not be lengthier or otherwise more burdensome than the telephone call the consumer used
to sign up.

...negative option sellers should provide cancellation mechanisms that are at
least as easy to use as the method the consumer used to buy the product or sign
up for the service.

IV. Design Elements that Obscure or Subvert Privacy Choices

Another pervasive dark pattern involves design elements that obscure or subvert
consumers’ privacy choices. Because of dark patterns, consumers may be unaware of the
privacy choices they have online or what those choices might mean. This may result in a
significant deviation from consumers’ actual privacy preferences.

The FTC has been addressing dark patterns through privacy cases and policy work for
many years. Workshop panelists noted that dark patterns that subvert consumer privacy
preferences often take the form of a purported choice offered to consumers related to their data,
except that choice is illusory and presented in a way that nudges consumers toward increased
data sharing. As discussed in further detail below, workshop panelists discussed how
companies incorporate dark patterns into their products in various ways, including through user
interfaces that:

1. do not allow consumers to definitively reject data collection or use;
2. repeatedly prompt consumers to select settings they wish to avoid;
3. present confusing toggle settings leading consumers to make unintended privacy
   choices;
4. purposely obscure consumers’ privacy choices and make them difficult to access;
5. highlight a choice that results in more information collection, while greying out the
   option that enables consumers to limit such practices; and
6. include default settings that maximize data collection and sharing.

The workshop panelists discussed various examples of dark patterns relating to
information collection. For instance, one panelist pointed to the commonly used cookie consent
dialogue—presenting the consumer with the option whether to allow the company to set a
cookie—as one example of a user interface that highlights the company’s preferred choice while
greying out the disfavored option. This interface “places the option to accept cookies front
and center, while the option to deny or modify cookie settings is usually behind, perhaps, several
different screens.” Another researcher noted that even where users are asked to provide
consent, they are often not informed in a clear and understandable way about the practices that they are being asked to approve.  

The workshop panelists also discussed examples of interfaces that maximize information collection and sharing, such as using default settings to make consumer data collection difficult to avoid, even when such collection is unnecessary.  

One researcher explained that companies now frequently collect mobile phone numbers by default; she argues these numbers have become “the new Social Security number” because consumers so rarely change them. As such, she stated that mobile numbers are seldom actually needed for the provision of an online service, but “companies are often eager to get those [numbers] because it’s another way they can identify you,” and target you with advertising.  

Another example of a default setting maximizing data collection discussed at the workshop was the set-up flow for Google’s Android phones, which the researcher argued encourages consumers to enable location collection because “the way [Google] portrayed the choices was in such a manner that you would turn on location tracking.” As the researcher explained, location data is extremely valuable and can reveal sensitive details about consumers including where they live and work and even their sexual orientation or political and religious affiliations.  

In fact, the FTC sued data broker Kochava, Inc., related to its sale of consumer location data. The FTC alleged in its complaint that Kochava sold geolocation data from hundreds of millions of mobile devices—data that can be used to trace the movements of individuals to and from sensitive locations, including reproductive health clinics, places of worship, and domestic violence shelters, among others. Thus, subverting a consumer’s privacy intentions with respect to location information would be highly problematic.

In addition to the dark patterns discussed at the workshop, the recent FTC Staff Report on the privacy practices of major internet service providers (“ISPs”) pointed to similar dark patterns in those companies’ user interfaces. First, certain ISPs included interfaces where the ISP’s preferred choice was highlighted while the alternative (less favorable to the ISP) was greyed out (e.g., the “Accept” choice is in a bold, blue background, while “Reject” is in muted grey, almost resembling an inactive button). The Staff Report explained how such an interface may indicate to consumers that they have no choice but to select “Accept,” or might lead consumers to select “Accept” out of expediency without realizing their ability to “Reject” due to the difference in prominence of the two choices. Second, the Report highlighted interfaces that do not allow consumers to reject data collection or that continuously prompt consumers if they select a disfavored setting. For example, a consumer may be asked to either “accept” the collection of their location information or choose “remind me later,” which leads to repeated prompting until a consumer finally succumbs and accepts—likely out of frustration.
Notably, in this situation, the company does not even give a consumer an option to reject data collection altogether. Third, consumer privacy choices may be buried or hidden from consumers, forcing them to search through a number of tabs and sub-tabs in order to review and change their privacy preferences. Finally, the report found unclear toggle settings that can confuse consumers into selecting a privacy setting they did not intend. For example, a “Do Not Sell My Information” option followed by an “off” toggle creates a double negative and might make it unclear whether consumers need to toggle the setting on or off to prohibit the sale of their information.

In addition to our workshops and our ISP 6b study, the FTC has brought cases against companies that use dark patterns to subvert consumer privacy choices. One example is the Commission’s case against Vizio, a smart-TV manufacturer. In *Vizio*, the FTC alleged that the company enabled a default setting called “Smart Interactivity,” which enabled consumers to receive “program offers and suggestions,” but in reality allowed Vizio to comprehensively collect and share consumers’ television viewing activity with third parties. The complaint stated that Vizio provided no notice of this default setting to many of its consumers. At a certain point, it provided the below notice to some consumers, which timed out after one minute and provided no direct link to the settings menu or privacy policy. In any event, the FTC alleged that by keeping the setting name vague, Vizio effectively removed consumers’ ability to make an informed choice about their data sharing. The alleged conduct was a clear example of a dark pattern that subverted consumers’ privacy choices.

**Figure 9: Vizio Privacy Notice**

![Vizio Privacy Notice](image)

Businesses should, first and foremost, aspire to become good stewards of consumer personal information. Data minimization measures should be inherent in any business plan—this makes sense not only from a consumer privacy perspective, but also from a business perspective
because it reduces the risk of liability due to potential data exposure. Businesses should collect the data necessary to provide the service the consumer requested, and nothing more.

---

Businesses should, first and foremost, aspire to become good stewards of consumer personal information.

---

In addition to generally minimizing data collection efforts, businesses should also avoid subverting consumers’ privacy choices. First, companies should avoid default settings that lead to the collection, use, or disclosure of consumers’ information in a way that they did not expect (and collect information only when the business has a justified need for collecting the data). Second, companies should make consumer choices easy to access and understand. Consumers should not have to navigate through multiple screens to find privacy settings or have to look for settings buried in a privacy policy or in a company’s terms of service: they should be presented at a time and in a context in which the consumer is making a decision about their data. Any toggle options presented to the consumer should not be ambiguous or confusing, and one option should not be more prominent than another. Third, choices about sensitive information, in particular, should be presented so that it is clear to the consumer what they are consenting to – as opposed to a blanket consent – and should be presented along with information that they need to make an informed decision (for example, that if the consumer consents to the collection of their information, that information will be shared with third parties). More generally, businesses should take a moment to assess their user interfaces from a consumer’s perspective and consider whether another option might increase the likelihood that a consumer’s choice will be respected and implemented.

---

Consumers should not...have to look for settings buried in a privacy policy or in a company’s terms of service: they should be presented at a time and in a context in which the consumer is making a decision about their data.

---

Another variation on the privacy-related dark pattern involves lead generators that convey a false affiliation to manipulate consumers into sharing personal information. For example, the FTC charged the lead generator Sunkey Publishing with using websites such as army.com and armyenlist.com, designed to appear as official recruiting websites affiliated with the U.S. military, to target people seeking to join the armed forces and trick them into submitting their information. According to the FTC complaint, Sunkey falsely promised to use the information collected only for military recruitment purposes and not to share it with anyone else.
In reality, according to the complaint, Sunkey sold the information as marketing leads to post-secondary schools for $15 to $40 per lead, and consumers received follow-up phone calls from telemarketers giving consumers the false impression that the U.S. military actually endorsed those schools. Similar examples of deceptive lead generator dark patterns can be found in the FTC’s cases against EduTrek, Blue Global, and ITMedia. Lead generators must be honest about who they are and why they are collecting consumer information. If a company represents that they are collecting consumer information for one audience or one purpose, they cannot then share it with a different buyer or for a different purpose without consumer consent. Deceptive lead generators that manipulate consumers into sharing personal information under false pretenses violate the FTC Act. When the “product” a business sells includes sensitive data, they must take steps to vet prospective buyers and understand how that information is being used. Further, companies who use others to generate leads should monitor what those third parties are doing on their behalf and ensure the leads they use weren’t the product of deception.
Conclusion

While dark patterns may manipulate consumers in stealth, these practices are squarely on the FTC’s radar.

The FTC’s “Bringing Dark Patterns to Light” workshop and cases involving dark patterns represent the agency’s longstanding efforts to study and combat dark patterns and to raise awareness about the dangers they pose to consumers. This Staff Report serves as an additional resource for the public and a guide for businesses as they develop, design, and improve their online interfaces.

Firms that nonetheless employ dark patterns, take notice: where these practices violate the FTC Act, ROSCA, the TSR, TILA, CAN-SPAM, COPPA, ECOA, or other statutes and regulations enforced by the FTC, we will continue to take action.
Appendix A

Compilation of Digital Dark Patterns

**Digital Dark Patterns** are design practices that trick or manipulate users into making choices that they might not otherwise have made. Below are some common dark patterns identified by FTC workshop panelists and found in the academic literature.

<table>
<thead>
<tr>
<th>Dark Pattern Type</th>
<th>Dark Pattern Variant</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENDORSEMENTS (aka “SOCIAL PROOF”)</td>
<td>False Activity Messages</td>
<td>Making false claims about others’ activity on a site or interest in a product</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Example:</em> “24 other people are viewing this listing”</td>
</tr>
<tr>
<td>Deceptive Consumer Testimonials</td>
<td></td>
<td>Using phony customer endorsements or presenting other people’s experience without revealing material information, such as: (1) the endorsers were compensated; (2) the endorsers have a connection to the company, like being an employee or a family member; or (3) the endorsers’ experiences aren’t typical of what others will experience in similar circumstances</td>
</tr>
<tr>
<td>Deceptive Celebrity Endorsements</td>
<td></td>
<td>Featuring testimonials that falsely appear to come from celebrities OR Using celebrities or prominent influencers to endorse a product without disclosing that the celebrity was paid for the endorsement or was given the product for free</td>
</tr>
<tr>
<td>Parasocial Relationship Pressure</td>
<td></td>
<td>Using characters that children know and trust to pressure them into making a certain choice</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Example:</em> Using a well-known cartoon character to encourage children to make in-app purchases</td>
</tr>
<tr>
<td>SCARCITY</td>
<td>False Low Stock Message</td>
<td>Creating pressure to buy immediately by saying inventory is low when it isn’t</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Example:</em> “Only 1 left in stock – order soon”</td>
</tr>
<tr>
<td></td>
<td>False High Demand</td>
<td>Creating pressure to buy immediately by saying demand</td>
</tr>
<tr>
<td>Category</td>
<td>Example</td>
<td></td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td></td>
</tr>
</tbody>
</table>
| Message                  | is high when it isn’t  
*Example: “20 other shoppers have this item in their cart”* |
| **URGENCY**              |                                                                         |
| Baseless Countdown Timer | Creating pressure to buy immediately by showing a fake countdown clock that just goes away or resets when it times out  
*Example: “Offer ends in 00:59:48”* |
| False Limited Time Message | Creating pressure to buy immediately by saying the offer is good only for a limited time or that the deal ends soon – but without a deadline or with a meaningless deadline that just resets when reached |
| False Discount Claims    | Creating pressure to buy immediately by offering a fake “discounted” or “sale” price |
| **OBSTRUCTION**          |                                                                         |
| Price Comparison Prevention | Keeping shoppers from easily comparing prices by bundling things, using different measures (price per unit v. price per ounce), or listing the price per payment (such as $10 per week) without disclosing the total number of payments or overall cost |
| Roadblocks to Cancellation | Making it easy to sign up but hard to cancel, by requiring people to go through tedious, time-consuming cancellation procedures  
*Example: letting people sign up online, but making them use another means to cancel*  
*Example: requiring that people cancel by phone but then concealing the phone number, short-staffing the cancellation line, opening the line during limited hours, or requiring people to listen to a sales pitch or upsell while trying to cancel* |
| Immortal Accounts        | Making it hard or impossible to delete an account |
| **SNEAKING OR INFORMATION HIDING** |                                                                                           |
| Sneak-into-Basket        | Automatically adding items to the shopping cart without a shopper’s permission OR  
Tricking a shopper into buying unwanted items by using a pre-checked box |
| Hidden Information       | Hiding material information or significant product limitations from people  
*Example: hiding info in fine print, in lengthy terms of service documents, behind nondescript* |
| **Hidden Costs** | Adding hidden fees or other charges that people don’t know about  
*Example: an undisclosed origination fee deducted from loan proceeds* |
| **Drip Pricing** | Advertising only part of a product’s total price initially and then imposing other mandatory charges late in the buying process  
*Example: a “convenience fee” that appears only when a shopper reaches the check-out screen* |
| **Hidden Subscription or Forced Continuity** | Offering a free trial and, at the end of the trial, automatically and unexpectedly charging a recurring fee if consumers don’t affirmatively cancel  
OR  
Offering a product for a small one-time fee, then automatically enrolling people into a subscription or continuity plan without their consent |
| **Intermediate Currency** | Hiding the real cost by requiring consumers to buy things with virtual currency  
*Example: “coins” or “acorns” in kids’ apps* |
| ** INTERFACE INTERFERENCE** | **Misdirection** | Using style and design to focus users’ attention on one thing in order to distract their attention from another  
*Example: presenting the subtotal price in a bright green highlighted box, then listing additional mandatory taxes and fees below in a non-highlighted section so users don’t notice their final total will be higher* |
| | **False Hierarchy or Pressured Upselling** | In giving options, using contrasting visual prominence to steer users into making a certain selection  
*Example: during cancellation, presenting the “Keep My Subscription” option as a bright orange button, while presenting the “Cancel My Subscription” option as a smaller font, pale gray hyperlink hidden below the orange button* |
| | **Disguised Ads** | Formatting advertisements to falsely appear to be unbiased product reviews or independent journalism  
OR  
Presenting a ranking list, search engine, or comparison-
<table>
<thead>
<tr>
<th><strong>Category</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bait and Switch</strong></td>
<td>A choice or interaction leads to an unexpected, undesirable outcome</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> a user clicks the X in the top right corner of a pop-up but, instead of closing the box, it downloads software</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> selling a consumer something that turns out to be materially different than what was originally advertised</td>
</tr>
<tr>
<td><strong>COERCED ACTION</strong></td>
<td><strong>Unauthorized Transactions</strong> Tricking people into paying for goods or services that they did not want or intend to buy, such as mislabeling the steps in a transaction or failing to obtain the express informed consent of the accountholder</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> a shopping website button labeled “Next” that people think will lead to the next screen but, instead, processes the transaction immediately</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> a one-click button in children’s gaming apps that charges parents real money</td>
</tr>
<tr>
<td><strong>Auto-Play</strong></td>
<td>Automatically playing another video once one video ends in a manner that is unexpected or harmful</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> after the first video, a less kid-friendly video – or a sponsored ad camouflaged to look like a recommended video – automatically plays</td>
</tr>
<tr>
<td><strong>Nagging</strong></td>
<td>Asking repeatedly and disruptively if a user wants to take an action OR Making a request that doesn’t let the user permanently decline – and then repeatedly prompting them with the request</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> asking users to provide their data or turn on cookies then repeatedly presenting the choices as “Yes” or “Not Now” instead of “Yes” or “No”</td>
</tr>
<tr>
<td><strong>Forced Registration or Enrollment</strong></td>
<td>Making users create an account or share their information to complete a task</td>
</tr>
<tr>
<td></td>
<td><em>Example:</em> “Create an account to continue with your purchase”</td>
</tr>
<tr>
<td><strong>Pay-to-Play or</strong></td>
<td>Saying that things are available with a purchase or</td>
</tr>
<tr>
<td><strong>Grinding</strong></td>
<td>download, but then charging users to actually obtain those things OR Making the free version of a game so cumbersome and labor-intensive that the player is induced to unlock new features with in-app purchases</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Friend Spam, Social Pyramid Schemes, and Address Book Leeching</strong></td>
<td>Asking for an email address or social media permissions for one purpose but then using it for another OR Making users share information about people in their social network</td>
</tr>
</tbody>
</table>
| **ASYMMETRIC CHOICE** | **Trick Questions** | Using ambiguity or confusing language – often double negatives – to steer a user to things they don’t want  
*Example:* “Uncheck the box if you prefer not to receive email updates”  
*Example:* A checkbox next to the phrase “Decline the option of renewing your loan,” which if left un-checked is interpreted as acceptance of auto-renewal terms  
*Example:* when trying to cancel a subscription service, a button labeled “No, cancel” that doesn’t cancel your subscription but instead takes you out of the cancellation path |
| **Confirm Shaming** | Using shame to steer users away from certain choices by framing the alternatives as a bad decision  
*Example:* “No, I don’t want to save money” appears when a shopper selects a one-time purchase over a recurring one |
| **Preselection** | Preselecting a default that’s good for the company, but not the user  
*Example:* add-on products such as trip insurance or an extended warranty are automatically tacked on to a purchase unless the customer notices and opts out  
*Example:* the accept tracking cookies box is pre-checked  
*Example:* the site automatically shows shoppers the most expensive option, not the cheaper or free option |
<p>| <strong>Subverting Privacy</strong> | Tricking users into sharing more information than they |</p>
<table>
<thead>
<tr>
<th>Preferences</th>
<th>really intended to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example: asking users to give consent but not informing them in a clear, understandable way what they are agreeing to share</td>
<td></td>
</tr>
<tr>
<td>Example: telling users the site is collecting their information for one purpose but then sharing it with others or using it for other purposes</td>
<td></td>
</tr>
<tr>
<td>Example: including default settings that maximize data collection and making it difficult for users to find and change them</td>
<td></td>
</tr>
<tr>
<td>Example: giving users a choice, but one where the “Accept” choice is in a bold, blue background, while “Reject” is greyed out and in small print</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B

Even a single purchase can bring you into contact with many dark patterns. Here are some common ways that you can be tricked or manipulated during online transactions.

Sites can use design, style, and confusing language to steer you to a certain choice. This one wants you to share information – maybe more than you wanted.

*Trick Question,*
*Subverting Privacy Preferences*
This page lies about what others on the site are doing (“20 other people viewed this item”) in an effort to boost sales.

False Activity Messages
The fake countdown clock on this page pressures you to buy immediately, but the clock just goes away or resets when it times out.

*Baseless Countdown Timer*
Here, an unexpected convenience fee of $4.99 appears only right before you check out.

*Drip Pricing*
This promotion steers you to an unexpected subscription, charges a recurring fee even though the offer is advertised as a free trial, and only lets you cancel by phone.

*Pressured Upselling, Hidden Information, Hidden Subscription, Roadblocks to Cancellation*
This order confirmation page shows a recurring subscription fee in fine print at the bottom of the page that was snuck into your order on the prior page.

Unauthorized Transaction, Hidden Information
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