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I. INTRODUCTION

In the 2021 Appropriations Act, Congress directed the Federal Trade Commission to study and report on whether and how artificial intelligence (AI) “may be used to identify, remove, or take any other appropriate action necessary to address” a wide variety of specified “online harms.”\(^1\) Congress refers specifically to content that is deceptive, fraudulent, manipulated, or illegal, and to particular examples such as scams, deepfakes, fake reviews, opioid sales, child sexual exploitation, revenge pornography, harassment, hate crimes, and the glorification or incitement of violence. Also listed are misleading or exploitative interfaces, terrorist and violent extremist abuse of digital platforms, election-related disinformation, and counterfeit product sales. Congress seeks recommendations on “reasonable policies, practices, and procedures” for such AI uses and on legislation to “advance the adoption and use of AI for these purposes.”\(^2\)

AI is defined in many ways and often in broad terms.\(^3\) The variations stem in part from whether one sees it as a discipline (e.g., a branch of computer science), a concept (e.g., computers performing tasks in ways that simulate human cognition), a set of infrastructures (e.g., the data and computational power needed to train AI systems), or the resulting applications and tools.\(^4\) In a broader sense, it may depend on who is defining it for whom, and who has the power to do so.\(^5\)

---

\(^1\) This language is from a section of the Act known as the American COMPETE Act, which directs the Commission to conduct a “Study to Combat Online Harms Through Innovation.” Consolidated Appropriations Act, 2021, Pub. L. No. 116-260, Title XV, § 1501(j), https://www.govinfo.gov/app/details/BILLS-116hr133enr/summary.

\(^2\) Id.


\(^5\) That power is mostly in the hands of big technology companies. See Emily Tucker, Artifice and Intelligence, Tech Policy Press (Mar. 17, 2022), https://techpolicy.press/artifice-and-intelligence/. A global group of experts recently stated: “‘Artificial’ and ‘intelligence’ are loaded terms, their definitions subject to cultural biases. AI is a technology, a science, a business, a knowledge system, a set of narratives, of relationships, an imaginary.” See AI
We assume that Congress is less concerned with whether a given tool fits within a definition of 
AI than whether it uses computational technology to address a listed harm. In other words, what 
matters more is output and impact. Thus, some tools mentioned herein are not necessarily 
AI-powered. Similarly, and when appropriate, we may use terms such as automated detection 
tool or automated decision system, which may or may not involve actual or claimed use of AI. 
We may also refer to machine learning, natural language processing, and other terms that — 
while also subject to varying definitions — are usually considered branches, types, or 
applications of AI.

We note, too, that almost all of the harms listed by Congress are not themselves creations of AI 
and, with a few exceptions like deepfakes, existed well before the Internet. Greed, hate, sickness, 
violence, and manipulation are not technological creations, and technology will not rid society 
of them. While social media and other online environments can help bring people together, they 
also provide people with new ways to hurt one another and to do so at warp speed and with 
credible reach.

No matter how these harms are generated, technology and AI do not play a neutral role in their 
proliferation and impact. Indeed, in the social media context, the central challenge of the 
Congressional question posed here should not be lost: the use of AI to address online harm is 
merely an attempt to mitigate problems that platform technology — itself reliant on AI — 
amplifies by design and for profit in accord with marketing incentives and commercial 
surveillance. Harvard University Professor Shoshana Zuboff has explained that platforms’

lamented that editors ask her to use the term “AI” so that people will supposedly understand her, when in fact it 
“means nothing, by design.” Deborah Raji, Twitter Post (Sep. 23, 2021), https://twitter.com/rajiinio/status/144101806390415361/s=03.

6 See Kristian Lum and Rumman Chowdhury, What Is an “Algorithm”? It Depends on Who You Ask, MIT Tech. 
Rev. (Feb. 26, 2021) (“What matters is the potential for harm, regardless of whether we’re discussing an algebraic 
formula or a deep neural network.”), https://www.technologyreview.com/2021/02/26/1020007/what-is-an-
algorithm/.

7 Rashida Richardson, a Northeastern University School of Law professor currently working as an Attorney Advisor 
at the FTC, has explored definitional issues and explained her preference for the term “automated decision systems.” 

8 See Erin Saltman, Challenges in Combating Terrorism and Extremism Online, Lawfare (Jul. 11, 2021) (“We can’t 
simply algorithm our way out of the problem”), https://www.lawfareblog.com/challenges-combating-terrorism-and-
extremism-online; Olivia Solon, Inside Facebook’s efforts to stop revenge porn before it spreads, NBC News (Nov. 
19, 2019) (quoting Radha Plumb’s observation that bad actors will always “figure out how to hurt people in ways 
that are very hard to predict or prevent”), https://www.nbcnews.com/tech/social-media/inside-facebook-s-efforts-
stop-revenge-porn-it-spreads-n1083631. Both Dr. Saltman, Director of Programming at the Global Internet Forum to 
Counter Terrorism, and Ms. Plumb, Chief of Staff to the Deputy Secretary at the Department of Defense, used to 
work at Facebook. See also Aspen Institute, Commission on Information Disorder Final Report at 15, 18 (Nov. 15, 

9 Samidh Chakrabati, the former head of Facebook’s civic integrity team, has argued that, if the harm at issue is 
greater than it would be if the content were shared in a chronological feed, via email, or via a subscription-based 
method, then the platform must bear some responsibility. See Samidh Chakrabati, Twitter Post (Dec. 13, 2021), 
https://twitter.com/samidh/status/1470446900738285569.
engagement engines — powering human data extraction and deriving from surveillance economics — are the crux of the matter and that “content moderation and policing illegal content” are mere “downstream issues.”

Platforms do use AI to run these engines, which can and do amplify harmful content. In a sense, then, one way for AI to address this harmful content is simply for platforms to stop using it to spread that content. Congress has asked us to focus here, however, not on the harm that big platforms are causing with AI’s assistance but on whether anyone’s use of AI can help address any of the specified online harms.

Out of scope for this report are the widely expressed concerns about the use of AI in other contexts, including offline applications. As Congress directed, we focus here only on the use of AI to detect or address the specified online harms. Nonetheless, it turns out that even such well-intended AI uses can have some of the same problems — like bias, discrimination, and censorship — often discussed in connection with other uses of AI.

The FTC’s work has addressed AI repeatedly, and this work will likely deepen as AI’s presence continues to rise in commerce. Two recent FTC cases — one against Everalbum and the other against Facebook — have dealt with facial recognition technology. Commissioner Rebecca Kelly Slaughter has written about AI harms, as have FTC staff members. A 2016 FTC report, Big Data: A Tool for Inclusion or Exclusion?, discussed algorithmic bias in depth. The agency has also held several public events focused on AI issues, including workshops on dark patterns and voice cloning, sessions on AI and algorithmic bias at PrivacyCon 2020 and 2021, a hearing on competition and consumer protection issues with algorithms and AI, a FinTech Forum on AI and blockchain, and an early forum on facial recognition technology (resulting in a 2012 staff

---

11 Although Facebook has changed its corporate name to Meta, we continue to use the name Facebook in this report because many cited sources, as well as events and issues discussed therein, were published before the name change.
Reflecting this subject’s importance, in November 2021, Chair Khan announced that the agency had hired its first-ever advisors on artificial intelligence. The FTC has also sought to add more technologists to its professional staff. The FTC is not primarily a science agency, however, and is not currently authorized or funded to engage in scientific research beyond its jurisdiction. The FTC has traditionally consisted of lawyers, investigators, economists, and other professionals specializing in enforcement, regulatory, educational, and policy efforts relating to consumer protection and competition. Some other federal agencies and offices do engage in more sustained AI-related work, sometimes as a central part of their mission.

With these agency caveats in mind, it is important to recognize that only a few of the harms Congress specified fall within the FTC’s mission to protect consumers from deceptive or unfair commercial conduct. Many others do not, such as criminal conduct, terrorism, and election-related disinformation. It is possible, however, that changes to platforms’ advertising-dependent business models, including the incentives for commercial surveillance and data extraction, could have a substantial impact in those categories. Further, some disinformation campaigns are simply disguises for commercially motivated actors. We did consult informally with relevant federal agencies and offices on some issues, including the Department of State, the Department of Homeland Security (DHS), the Defense Advanced Research Projects Agency (DARPA), and the National Artificial Intelligence Initiative Office. Thus, although we discuss each harm Congress lists, we would defer to other parts of the government on the topics as to which they are much more engaged and knowledgeable.

---


19 Helping people avoid online harm is central to the FTC’s consumer education efforts. See, e.g., https://www.consumer.ftc.gov/topics/online-security.


21 Online harms and AI issues also being a topic of great interest globally, we have taken note of some of the current efforts that international agencies and organizations are taking to address them.
The scope of the listed harms leads to a few other preliminary observations. First, while that scope is broad, Congress does not ask for a report covering all forms of online harm or the general problem of online misinformation and disinformation. Second, the wide variety of the listed harms means that no one-size-fits-all answers exist as to whether and how AI can or should be used to address them. In some cases, AI will likely never be appropriate or at least not be the best option. Many of the harms are distinct in ways that make AI more or less useful or that would make regulating or mandating its use more or less of a legal minefield. For example, both AI and humans have trouble discerning whether particular content falls within certain categories of harm, which can have shifting and subjective meanings. Moreover, while some harms refer to content that is plainly illegal, others involve speech protected by the First Amendment. To the extent a harm can be clearly defined, AI tools can help to reduce it, albeit with serious limitations and the caveat that AI will never be able to replace the human labor required to monitor and contend with these harms across the current platform ecosystem.

Finally, we note that Congress does not refer to who may be deploying these tools, requiring their use, or responsible for their outcomes. The use of AI to combat online harm is usually discussed in the context of content moderation efforts by large social media platforms. We do not limit the report strictly to that context, however, because the Congressional language does not mention “social media” at all and refers to “platforms” only in connection with terrorists and violent extremists. Governments and others may deploy these tools, too. Other parts of the online ecosystem or “tech stack” are also fair game, including search engines, gaming platforms, and messaging apps. That said, the body of the report reflects the fact that much of the research and policy discussion in this area focuses on social media, and for good reasons. These platforms and other large technology companies maintain the infrastructure in which these harms have been allowed to flourish, and despite mixed incentives to deal with those harms, they also control most of the resources to develop and deploy advanced mitigation tools.

II. EXECUTIVE SUMMARY

The deployment of AI tools intended to detect or otherwise address harmful online content is accelerating. Largely within the confines — or via funding from — the few big technology companies that have the necessary resources and infrastructure, AI tools are being conceived, developed, and used for purposes including combat against many of the harms listed by Congress. Given the amount of online content at issue, this result appears to be inevitable, as a strictly human alternative is impossible or extremely costly at scale.

Nonetheless, it is crucial to understand that these tools remain largely rudimentary, have substantial limitations, and may never be appropriate in some cases as an alternative to human judgment. Their use — both now and in the future — raises a host of persistent legal and policy concerns. The key conclusion of this report is thus that governments, platforms, and others must exercise great caution in either mandating the use of, or over-relying on, these tools even for the important purpose of reducing harms. Although outside of our scope, this conclusion implies that, if AI is not the answer and if the scale makes meaningful human oversight infeasible, we must look at other ways, regulatory or otherwise, to address the spread of these harms.
A central failing of these tools is that the datasets supporting them are often not robust or accurate enough to avoid false positives or false negatives. Part of the problem is that automated systems are trained on previously identified data and then have problems identifying new phenomena (e.g., misinformation about COVID-19). Mistaken outcomes may also result from problems with how a given algorithm is designed. Another issue is that the tools use proxies that stand in for some actual type of content, even though that content is often too complex, dynamic, and subjective to capture, no matter what amount and quality of data one has collected. In fact, the way that researchers classify content in the training data generally includes removing complexity and context — the very things that in some cases the tools need to distinguish between content that is or is not harmful. These challenges mean that developers and operators of these tools are necessarily reactive and that the tools — assuming they work — need constant adjustment even when they are built to make their own adjustments.

The limitations of these tools go well beyond merely inaccurate results. In some instances, increased accuracy could itself lead to other harms, such as enabling increasingly invasive forms of surveillance. Even with good intentions, their use can also lead to exacerbating harms via bias, discrimination, and censorship. Again, these results may reflect problems with the training data (possibly chosen or classified based on flawed judgments or mislabeled by insufficiently trained workers), the algorithmic design, or preconceptions that data scientists introduce inadvertently. They can also result from the fact that some content is subject to different and shifting meanings, especially across different cultures and languages. These bad outcomes may also depend on who is using the tools and their incentives for doing so, and on whether the tool is being used for a purpose other than the specific one for which it was built.

Further, as these AI tools are developed and deployed, those with harmful agendas — whether adversarial nations, violent extremists, criminals, or other bad actors — seek actively to evade and manipulate them, often using their own sophisticated tools. This state of affairs, often referred to as an arms race or cat-and-mouse game, is a common aspect of many kinds of new technology, such as in the area of cybersecurity. This unfortunate feature will not be going away, and the main struggle here is to ensure that adversaries are not in the lead. This task includes considering possible evasions and manipulations at the tool development stage and being vigilant about them after deployment. However, this brittleness in the tools — the fact that they can fail with even small modifications to inputs — may be an inherent flaw.

While AI continues to advance in this area, including with existing government support, all of these significant concerns suggest that Congress, regulators, platforms, scientists, and others should exercise great care and focus attention on several related considerations. First, human intervention is still needed, and perhaps always will be, in connection with monitoring the use and decisions of AI tools intended to address harmful content. Although the enormous amount of online content makes this need difficult to fulfill at scale, most large platforms acknowledge that automated tools aren’t good enough to work alone. That said, even extensive human oversight would not solve for underlying algorithmic design flaws. In any event, the people tasked with monitoring the decisions these tools make — the “humans in the loop” — deserve adequate training, resources, and protection to do these difficult jobs. Employers should also provide them with enough agency and time to perform the work and
should not use them as scapegoats for the tools’ poor decisions and outcomes. Of course, even the best-intentioned and well-trained moderators will bring their own biases to the work, including a tendency to defer to machines (“automation bias”), reflecting that moderation decisions are never truly neutral. Nonetheless, machines should not be allowed to discriminate where humans cannot.22

Second, AI use in this area needs to be meaningfully transparent, which includes the need for it to be explainable and contestable, especially when people’s rights are involved or when personal data is being collected or used. Some platforms may provide more information about their use of automated tools than they did previously, but it is still mostly hidden or protected as trade secrets. Transparency can mean many things, and exactly what should be shared with which audiences and in what way are all questions under debate. The public should have more information about how AI-based tools are being used to filter content, for example, but the average citizen has no use for pages of code. Platforms should be more open to sharing information about these tools with researchers, though they should do so in a manner that protects the privacy of the subjects of that shared data. Such researchers should also have adequate legal protection to do their important work. Public-private partnerships are also worth exploring, with due consideration of both privacy and civil liberty concerns.

Third, and intertwined with transparency, platforms and other companies that rely on AI tools to clean up the harmful content their services have amplified must be accountable both for their data practices and for their results. After all, transparency means little, ultimately, unless we can do something about what we learn from it. In this context, accountability would include meaningful appeal and redress mechanisms for consumers and others — woefully lacking now and perhaps hard to imagine at scale — and the use of independent audits and algorithmic impact assessments (AIAs). Frameworks for such audits and AIAs have been proposed, but many questions about their focus, content, and norms remain. Like researchers, auditors also need protection to do this work, whether they are employed internally or externally, and they themselves need to be held accountable. Possible regulation to implement both transparency and accountability requirements is discussed below, and the import of focusing on these goals cannot be overstated, though they do not stand in for more substantive reforms.

Fourth, data scientists and their employers who build AI tools — as well as the firms procuring and deploying them — are responsible for both inputs and outputs. They should all strive to hire and retain diverse teams, which may help reduce inadvertent bias or discrimination, and to avoid using training data and classifications that reflect existing societal and historical inequities. Appropriate documentation of the datasets, models, and work undertaken to create these tools is important in this regard. They should all be concerned, too, with potential impact and actual outcomes, even though those designing the tools will not always know how they will ultimately be used. Further, they should always keep privacy and security in mind, such as in their treatment of the training data. It may be that these responsibilities need to be imposed on

22 As Dr. Chris Gilliard has framed it, “Automating that racist thing is not going to make it less racist.” See Surveillance Killjoy, Twitter Post (Apr. 20, 2021), https://twitter.com/hypervisible/status/1384502881538166784.
executives overseeing development and deployment of these tools, not merely pushed as ethical precepts.

Fifth, platforms and others should use the range of interventions at their disposal, such as tools that slow the viral spread or otherwise limit the impact of certain harmful content. Automated tools can do more with harmful content than simply identify and delete it. These tools can change how platform users engage with content and are thus internal checks on a platform’s own recommendation engines that result in such engagement in the first place. They include, among other things, limiting ad targeting options, downranking, labeling, or inserting interstitial pages with respect to problematic content. How effective any of these tools are — and under what circumstances — is unknown and often still dependent on detection of particular content, which, as noted, AI usually does not do well. In any event, the efficacy of these tools needs more study, which is severely hindered by platform secrecy. AI tools can also help map and uncover networks of people and entities spreading the harmful content at issue. As a corollary, they can be used to amplify content deemed authoritative or trustworthy. Assuming confidence in who is making those determinations, such content could be directed at populations that were targets of malign influence campaigns (debunking) or that may be such targets in the future (prebunking). Such work would go hand-in-hand with other public education efforts.

Sixth, it is possible to give individuals the ability to use AI tools to limit their personal exposure to certain harmful or otherwise unwanted content. Filters that enable people, at their discretion, to block certain kinds of sensitive or harmful content are one example of such user tools. These filters may necessarily rely on AI to determine whether given content should pass through or get blocked. Another example is middleware, a tailored, third-party content moderation system that would ride atop and filter the content shown on a given platform. These systems mostly do not yet exist but are the topic of robust academic discussion, some of which questions whether a viable market could ever be created for them.

Seventh, to the extent that any AI tool intended to combat online harm works effectively and without unfair or biased results, it would help for smaller platforms and other organizations to have access to it, since they may not have the resources to create it on their own. As noted above, however, these tools have largely been developed and deployed by several large technology companies as proprietary items. On the other hand, greater access to such tools carries its own set of problems, including potential privacy concerns, such as when datasets are transmitted with the algorithm. Indeed, access to user data should be granted only when robust privacy safeguards are in place. Another problem is that the more widely a given tool is in use, the easier it will be to exploit.

Eighth, given the limitations on using AI to detect harmful content, it is important to focus on key complementary measures, particularly the use of authentication tools to identify the source

---

23 Professor Olivier Sylvain, who is now the FTC’s Senior Advisor on Technology, has noted that these “design tweaks” ultimately have limited efficacy because they “bump[] up against a far more compelling market incentive to hold and quantify consumer attention for advertisers.” Olivier Sylvain, Platform Realism, Informational Inequality, and Section 230 Reform, Yale L.J. Forum 131 at 485 (Nov. 16, 2021), https://www.yalelawjournal.org/forum/platform-realism-informational-inequality-and-section-230-reform.
of particular content and whether it has been altered. These tools — which could involve blockchain, among other things — can be especially helpful in dealing with the provenance of audio and video materials. Like detection tools, however, authentication measures have limits and are not helpful for every online harm.

Finally, in the context of AI and online harms, any laws or regulations require careful consideration. Given the various limits of and concerns with AI, explicitly or effectively mandating its use to address harmful content — such as overly quick takedown requirements imposed on platforms — can be highly problematic. The suggestion or imposition of such mandates has been the subject of major controversy and litigation globally. Among other concerns, such mandates can lead to overblocking and put smaller platforms at a disadvantage. Further, in the United States, such mandates would likely run into First Amendment issues, at least to the extent that the requirements impact legally protected speech. Another hurdle for any regulation in this area is the need to develop accepted definitions and norms not just for what types of automated tools and systems are covered but for the harms such regulation is designed to address.

Putting aside laws or regulations that would require more fundamental changes to platform business models, the most valuable direction in this area — at least as an initial step — may be in the realm of transparency and accountability. Seeing and allowing for research behind platforms’ opaque screens (in a manner that takes user privacy into account) may be crucial for determining the best courses for further public and private action. It is hard to craft the right solutions when key aspects of the problems are obscured from view.

III. USING ARTIFICIAL INTELLIGENCE TO COMBAT ONLINE HARMS

A. Deceptive and fraudulent content intended to scam or otherwise harm individuals

Of the harms specified by Congress, deception is the most central to the Commission’s consumer protection mission. Public and private sector use of AI tools to combat online scams is still in its relative infancy, and such tools may be hard to develop. While some scams may be detected by relatively clear and objective markers, many are context-dependent and not obvious on their face. After all, the nature of a scam is to deceive people into thinking it’s not a scam. For example, the initial part of a scheme may involve a seemingly legitimate online ad, with key fraud indicators hidden offline and revealed only later. These factors may make it difficult for

---

24 Commission staff is currently analyzing data collected from several large social media and video streaming companies about their collection and use of personal information as well as their advertising and user engagement practices. See https://www.ftc.gov/reports/6b-orders-file-special-reports-social-media-video-streaming-service-providers. In a 2020 public statement about this project, Commissioners Rebecca Kelly Slaughter and Christine S. Wilson remarked that “[i]t is alarming that we still know so little about companies that know so much about us” and that “[t]oo much about the industry remains dangerously opaque.” https://www.ftc.gov/system/files/documents/public_statements/1584150/joint_statement_of_ftc_commissioners_chopa_slaughter_and_wilson_regarding_social_media_and_video.pdf.
machines to predict the veracity of claims about a product or service.\textsuperscript{25} Automated tools may thus be less likely, at least in the near term, to help address online fraud as opposed to other harms.\textsuperscript{26}

Despite the challenges, the use of AI to combat fraud is certainly an area for further research. Perhaps AI-based tools could help law enforcement agencies, researchers, platforms, and others reveal patterns of fraud and hidden connections between bad actors. A few consumer protection agencies have indeed started to look into whether AI can help in specific areas of fraud. For example, Japan’s Consumer Affairs Agency sought funds to create an AI tool to identify websites selling products with deceptive COVID-19 prevention claims.\textsuperscript{27} Poland’s Office of Competition and Consumer Protection began a project to develop an AI tool that automatically detects unlawful clauses in business-to-consumer contracts.\textsuperscript{28} Multiple Austrian government agencies have funded the development of an AI tool that would help consumers detect whether a website is a fake online shop.\textsuperscript{29}

Facebook states that it uses AI tools to address various types of fraud, though, as the FTC has reported, scams on Facebook and other social media sites have continued to rise.\textsuperscript{30} Specifically, Facebook says that it uses machine learning to identify scams and imposters on Messenger\textsuperscript{31} and generally that it demotes content associated with fraud, including: links to suspected cloaking domains (which might involve financial scams); pages predicted to be spam (which might involve false ads, fraud, and security risks); and exaggerated health claims.\textsuperscript{32} It also uses

\begin{thebibliography}{99}
\bibitem{note27} See \textit{https://www.caa.go.jp/policies/budget/assets/policies_budget_201225_0002.pdf}.
\bibitem{note28} See \textit{https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/how-to-participate/org-details/949814883/project/899954/program/31061273/details}.
\bibitem{note31} See \textit{https://messengernews fb.com/2020/05/21/preventing-unwanted-contacts-and-scams-in-messenger/}.
\bibitem{note32} See \textit{https://transparency.fb.com/en-gb/features/approach-to-ranking/types-of-content-we-demote/}.
\end{thebibliography}
automated detection systems for scams in the Facebook Marketplace, though their efficacy is uncertain at best.\(^33\)

Other companies reporting similar usage of AI include Google, which uses it to detect online frauds and spam in search results and to filter spam, malware, and phishing in Gmail.\(^34\) Microsoft makes similar use of AI for phishing and spam in Outlook.\(^35\) Representatives of cybersecurity companies state that AI tools can also “track patterns in scam emails using large datasets and delete scam emails from people’s inboxes.”\(^36\) Third-party vendors may offer AI-based scam detection as well, such as tools to find tax scam websites.\(^37\)

Some academic research has also focused on the use of AI to address this harm, including a publicly funded project in the United Kingdom to detect fake dating profiles, two connected studies on detecting undisclosed influencer affiliations,\(^39\) and studies on detecting email spam.\(^40\)

It is also worth noting that AI tools could aid in the investigation of whether companies are engaged in online conduct that harms competition. In 2021, for example, investigative journalists


for The Markup used a machine learning tool to examine whether “Amazon routinely ranked its own brands and exclusives ahead of better-known brands with higher star ratings.”41

One caveat for consumer protection or competition enforcers, however, is that it makes little sense to use limited resources to obtain any AI tools without having already decided what exactly to do with them. It would be more sensible to determine first what an agency wants to find or learn and then see what available tools, AI or not, are best suited and most appropriate for that task. Of course, the agency would also need staff capable of deploying such tools and evaluating their responsible use.

B. Manipulated content intended to mislead individuals, including deepfake videos and fake individual reviews

Deepfakes

While most of the Congressionally specified harms predate and exist outside the online environment, deepfakes — and similar forms of synthetic media or media manipulation — are creatures of it. Deepfakes are video, photo, text, or audio recordings that seem real but have been manipulated with AI.42 It would stand to reason, then, that AI or other sophisticated technology could help with — if not be integral to — detection of deepfakes. Indeed, public and private research on AI solutions to the deepfake problem have been underway for some time. As detection technology continues to improve, however, so will the ability to evade it, meaning that this AI battle will not end soon and that technological mitigation is insufficient.43 A team overseen by DHS issued a report in 2021 that came to this conclusion and recommended pairing improved and constantly updated detection tools — to be used proactively and open-sourced as appropriate — with new laws, public-private cooperation, scientific responsibility, authentication tools, and education, with due consideration for civil liberties.44

42 In 2020, the Commission explored issues related to voice cloning, a subcategory of deepfakes, in a public workshop. See https://www.ftc.gov/news-events/events-calendar/you-dont-say-ftc-workshop-voice-cloning-technologies.
44 DHS, Increasing Threat of Deepfake Identities, supra note 43 at 3, 29-34.
For several years, DARPA has been engaged intensively in studies on the automated detection of deepfakes and similarly manipulated content. These substantial efforts include the Semantic Forensics (SemaFor) program, led by Dr. Matt Turek, which seeks to develop tools “capable of automating the detection, attribution, and characterization of falsified media.” These last two factors are significant because, along with identifying that content has been manipulated, it is important both to know if it comes from where it claims to originate and to reveal the intent behind the manipulation.

Some big technology firms have been active in this area. The Deepfake Detection Challenge (DFDC), a joint effort involving the Partnership on AI (PAI), was a machine learning competition, launched initially on Facebook, created to incentivize development of technical means to detect AI-generated videos. Separately, Google conducted an experiment, Assembler, that “aimed to advance how new detection technology could help fact-checkers and journalists identify manipulated media.” The DFDC and Assembler results reflect, among other things, the need for technology that can better recognize synthetic images in the wild (i.e., in real-world circumstances) and not already in training datasets. Facebook AI and Google AI both released their datasets for researcher use. Many vendors offer tools for deepfake detection, too.

Other research into detection methods, including the work of Professor Hany Farid at the University of California, Berkeley, is also well underway — in some cases with funding from the federal government and big technology companies — and reflects both promise and the need for continual attention and improvement. Further, pursuant to its own studies of deepfake

---

47 See https://projectassembler.org.
detection, PAI concluded that, to improve these tools, developers and deployers need to consider: the quality of detection models (which are not so good as to obviate the need for human review); how these models can be built outside of big platforms; how to agree on what manipulated media is harmful; and how to deal with low-tech manipulations (“cheapfakes”) and misleading context.52 A related challenge explored by PAI’s Claire Leibowicz and others involves how to address the trade-offs resulting from adversarial dynamics. Specifically, effective detection tools should be available not only to big tech companies but also to smaller platforms, journalists, researchers, and others who can put them to good use — but the wider such tools are distributed, the easier it is for bad actors to defeat them.53

As noted above, while more research and development of detection methods should be encouraged, such technology will not be sufficient on its own. University of Texas Professor Robert Chesney, University of Virginia Professor Danielle Citron, and Professor Farid state that “[e]ven if capable detection technologies emerge … it is not assured that they will prove scaleable, diffusible and affordable to the extent needed to have a dramatic impact on the deepfake threat.”54 Similarly, a report from the Washington University’s Center for an Informed Public concludes that a multi-stakeholder approach is necessary in part because “[t]he technology to detect deepfakes, and synthetic media more broadly, is imperfect, super hard to deliver at scale and speed, and still evolving.”55 Reflecting the state of the art in this area, a recent study showed that a leading deepfake detection model did no better than a group of ordinary people, though they made different kinds of mistakes.56

A separate, oft-cited concern raised by Professors Chesney and Citron involves what they coined the “Liar’s Dividend,” a dilemma arising from how increased public knowledge of deepfakes


55 See Prochaska, supra note 53, at 1; James Vincent, Deepfake detection algorithms will never be enough, The Verge (Jun. 27, 2019), https://www.theverge.com/2019/6/27/18715235/deepfake-detection-ai-algorithms-accuracy-will-they-ever-work; Henry Ajder and Nina Schick, Deepfake apps are here and we can’t let them run amok, WIRED UK (Mar. 30, 2021) (noting that “no social media platform currently has deep fake detection in their media upload pipelines, and implementing detection on messaging apps like WhatsApp or Telegram would require monitoring users’ conversations”), https://www.wired.co.uk/article/deepfakes-security.

makes it easier for people to escape accountability for their actions by denouncing authentic content as fake. It is not merely theoretical one, and it is a conundrum somewhat analogous to how disseminating detection tools can lead inexorably to their speedier evasion.

Beyond the state of deepfake detection technology and its challenges exist questions about how those who possess that technology are using it. Different platforms may have different policies, with little transparency about their implementation and effect. It is important to know, for example, how platforms determine the context of any given instance of manipulated media to ensure that artistic, satiric, and privacy-forward purposes are protected, and to be able to assess how well their systems work in making those distinctions. Such benign purposes are not merely theoretical, as manipulated media has a wide variety of legitimate uses.

Given the many challenges of keeping detection technology at a level commensurate with deepfake technology, it is important to focus on the flip side: authentication. In other words, if it is difficult to identify fake content, then also try verifying real content. Reflecting this pairing, Microsoft announced two new technologies in 2020 as part of its Defending Democracy Program: (1) Microsoft Video Authenticator, an AI-based deepfake detection tool; and (2) technology for its Azure cloud service and the BBC’s Project Origin allowing content

---


58. See DHS, Increasing Threat of Deepfake Identities, supra note 43 at 36.


producers to add digital fingerprints to their content. Like Adobe’s Content Credentials, the latter would allow viewers, via browser extensions or other readers, to see the producer’s identity and whether the content is authentic and unaltered. Content authenticity goes beyond deepfakes, and broader efforts in this area, like those of the Coalition for Content Provenance and Authenticity, are discussed further below.

**Fake reviews**

The Commission has brought several lawsuits alleging fake or deceptive reviews of products and services, a subject that is essentially a subset of consumer fraud, discussed above. This area remains a priority for the Commission, as evidenced by a recent Notice of Penalty Offenses Concerning Deceptive or Unfair Conduct around Endorsements and Testimonials that the FTC distributed to hundreds of businesses.

Many platforms that feature reviews state that they use machine learning tools — usually in conjunction with some level of human review — to identify and remove fake reviews. The list includes large platforms like Google, Amazon, and Apple; review platforms like Yelp, TripAdvisor, and Trustpilot; and vendors like PowerReviews and BazaarVoice, which offer review-related services to major online retailers. Further, several research papers, some developed with public funding, discuss the development of AI tools to detect fake reviews in different online environments, such as app stores.


66 See https://www.ftc.gov/enforcement/penalty-offenses/endorsements.


Some companies have developed their own, AI-based tools to detect suspicious reviews for the public. FakeSpot and ReviewMeta offer consumers insight into the authenticity of particular reviews on Amazon and other platforms, relying in part on machine learning tools. In 2021, FakeSpot released a report stating that it had used AI to determine the extent of unreliable product reviews on the Amazon, Walmart, eBay, Best Buy, Shopify, and Sephora websites. It found that, in 2020, nearly 31% of the reviews on those sites were unreliable, though the percentage varied significantly between sites, with Walmart faring the worst and Best Buy the best. Similarly, a 2021 report by Uberall and The Transparency Company relied on machine learning to determine review authenticity on Google My Business (GMB), Facebook, Yelp, and TripAdvisor, with GMB having, at 11%, the highest percentage of fake reviews. These results were based on reviews that had already passed through the platforms’ own automated filters.

Automated detection efforts in this area are certainly worthwhile endeavors. As with other types of deceptive content, however, fake reviews remain hard to spot by their text alone or even via analysis of metadata. The fact that they remain a marketplace problem indicates that current detection technology — even assuming sufficient investment therein by any given platform along with human oversight — is still not good enough.

---


Fake accounts

Fake accounts on online platforms, often driven by bots, are themselves a form of manipulative content and serve the widely varying, manipulative intent of their operators. In 2020, the Commission reported to Congress on the use of social media bots in advertising, citing studies showing that, despite ongoing detection efforts, such bots remain hard to detect and easily capable of conducting widespread social media manipulation.75

Some platforms have been developing and using AI tools to detect such accounts and other inauthentic activity, including Facebook and its Instagram and WhatsApp properties.76 Apple has indicated that it, too, uses machine learning to detect if users are real people.77 TikTok reports that it uses automated tools to detect fake accounts and engagement.78 However, as a State Department report, former FTC commissioner Rohit Chopra, and others have argued, social media platforms have strong financial incentives not to police this problem adequately.79

Often with federal funding, researchers have also been developing AI-based methods, including publicly available tools, to detect fake social media accounts and bots,80 as well as state-


sponsored troll accounts. Unfortunately, many of these tools are limited to Twitter because other platforms, like Facebook, restrict their APIs in ways that prevent access to the data necessary to create and test such tools. The need to increase research access generally is discussed below.

As with deepfakes, one can expect the battle to continue between those seeking to detect fake accounts and those developing ever more sophisticated ways to deploy them for illicit purposes.

**C. Website or mobile application interfaces designed to intentionally mislead or exploit individuals**

This category of harm appears to refer principally to so-called “dark patterns,” which were the focus of a 2021 Commission public workshop and a later Enforcement Policy Statement. The potential use of AI to detect dark patterns has not been fully explored. It may be that the creation of effective detection tools will remain challenging for the same reasons as noted above with respect to fraudulent and deceptive content generally. Another challenge is the need to resolve complex issues of how to define, identify, and measure dark patterns, which would presumably be a precondition for setting computers to the same task. However, one oft-cited research study used automated tools to help detect dark patterns on shopping sites. Further, the

---


Combatting Online Harms Through Innovation

German government is funding a project to create an AI-based app for detecting dark patterns. Also worth noting is a project at Stanford University’s Institute for Human-Centered AI, in which researchers are collecting and analyzing data on dark patterns and will then try to classify new ones in the wild.

D. Illegal content online, including the illegal sale of opioids, child sexual exploitation and abuse, revenge pornography, harassment, cyberstalking, hate crimes, the glorification of violence or gore, and incitement of violence

Illegal sales of opioids and other drugs

Multiple federal agencies have been looking into developing AI tools as a way to detect illegal opioid sales or disrupt opioid traffickers. The National Institute on Drug Abuse, which is part of the Department of Health and Human Services, has invested in the creation of an AI-based tool to detect illegal opioid sellers. The National Institute of Justice, which is part of the Department of Justice, has invested in AI technology to expose opioid trafficking on the dark web. Further, the Food and Drug Administration has indicated that it uses AI-enabled tools in the context of its criminal investigations.

Social media companies are reportedly using AI and other means to root out opioid and other illegal drug sales, though such drugs can still easily be found for sale on those sites. This


89 See https://www.usaspending.gov/award/CONT_AWD_75N95019C00069 7529 -NONE- -NONE-.
90 See https://nij.ojp.gov/funding/awards/2018-75-ex-0032.
situation reflects the huge amount of content to be policed, the fact that drug dealers keep devising sophisticated methods to trick the detection algorithms, and the need for more research into and constant improvement of such detection methods.  

Professor Tim Mackey of the University of California, San Diego, has led several government-funded efforts in this area and has published studies on the use of AI to detect illegal sales of online drugs and COVID-19 health products. The tools developed from this work could potentially be used to track drug sales by location, help law enforcement link online and offline investigations, reveal elements of the supply chain, and perhaps redirect those seeking opioids to rehabilitative resources.

**Child sex exploitation and abuse**

Several major technology companies collaborate to address child sexual abuse material (CSAM) via the Technology Coalition, which publishes annual reports on industry efforts. These companies use automated tools, including a hash-matching technology from Microsoft called PhotoDNA, to identify and remove CSAM. This process involves organizations like the National Center for Missing & Exploited Children assigning unique, “hash-based” alphanumeric identifiers to images of known CSAM; platforms then compile and use those hashes — which use a common format across industry — to block attempts to upload known CSAM. According to the Technology Coalition, hash-based video detection is “less developed,” with fewer members using such tools and without “an industry standard hash format.” Other joint efforts include the WeProtect Global Alliance, a public-private collaboration that, among other
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96 Heilweil, supra note 91.


99 See id.

100 See id. A Canadian effort, Project Arachnid, also uses matching tools. See [https://projectarachnid.ca/en/#how-does-it-work](https://projectarachnid.ca/en/#how-does-it-work).

101 See Technology Coalition, supra note 97.
things, surveys companies about their detection efforts and makes recommendations. Thorn, a nonprofit entity, offers a hash-matching tool, Safer, to content-hosting sites.

Hash-matching is not AI, but some companies have developed AI tools as a way to flag new or unhashed CSAM. The Technology Coalition reports that its members use a variety of classifiers – algorithms supported by machine learning — to flag potential CSAM for categorization and human review. These classifiers, which are often open source, include Google’s Content Safety API. Facebook also uses AI tools to spot new or unhashed CSAM, and some service providers offer such tools to platforms. Law enforcement around the world also uses third-party AI tools to detect and evaluate CSAM in videos or images.

Separately, in 2021, Apple announced that it will provide an opt-in setting in family iCloud accounts that uses on-device machine learning to detect sexually explicit photos sent in the Messages app. The system can display warnings to children when such photos are being sent or received, but Apple will not get access to the messages. Apple decided to delay rollout of other announced measures to deal with CSAM when security and privacy experts raised concerns about potential misuse of new device-scanning technology.
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102 See https://www.weprotect.org/.
104 See Technology Coalition, supra note 97.
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Other platform-developed tools deal with the related problem of child grooming.112 Instagram uses AI tools that prevent adults from sending messages to people under 18 who don’t follow them, sends prompts or safety notices to encourage teens to be cautious in conversations with adults to whom they are already connected but who are exhibiting potentially suspicious behavior, and prevent such adults from interacting with teens.113 A Microsoft tool, Project Artemis, uses machine learning to detect child grooming by reviewing chat features of video games and messaging apps for patterns of communication that predators use to target children; the tool flags that content for human reviewers who decide whether to contact law enforcement.114

The research community is also studying CSAM detection methods with the help of AI. One study synthesized this work and concluded that the best results may occur when detection approaches are used in combination, and that deep learning techniques outperform other methods for detecting unknown CSAM.115 Other researchers are taking different paths, such as the H-Unique project, centered at the United Kingdom’s Lancaster University, involving an interdisciplinary study of the anatomical differences of hands.116 If all hands are truly unique, then computers can be trained to identify someone’s hand from a photograph, and algorithms can be designed to link those images to crime suspects.117 That’s especially important for certain child sexual abuse cases, where the only visible features of the abuser may be the backs of their hands seen in photographs.118

Detection of this kind of material is obviously important, and development of appropriate and effective tools should continue.119 As reflected by the examples above, some platforms are actively engaged, taking usually positive though sometimes controversial measures. Other platforms and industry in general have been criticized for moving slowly and unevenly, not using

112 Grooming involves a predator or pornographer fostering a false sense of trust and authority over a child in order to desensitize or break down the child’s resistance to sexual abuse. See https://www.justice.gov/criminal-ceos/child-pornography.

113 See https://about.instagram.com/blog/announcements/continuing-to-make-instagram-safer-for-the-youngest-members-of-our-community.


116 See https://www.lancaster.ac.uk/security-lancaster/research/h-unique/.


118 See id.

119 Indeed, CSAM may present the case where automated detection is clearly the most useful strategy for detection. Riana Pfefferkorn, Content-Oblivious Trust and Safety Techniques: Results from a Survey of Online Service Providers (Sep. 9, 2021), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3920031.
all tools at their disposal, and not being transparent.\textsuperscript{120} A 2019 New York Times report describes flaws in search engine filtering of such material and notes that Amazon Web Services does not search for CSAM at all, which appears still to be the case today.\textsuperscript{121} More recently, WeProtect issued an annual report expressing hope but highlighting the growing scale of this material online and the need for, among other things, continued technological innovation and collaboration.\textsuperscript{122} The extensive report describes the state of detection efforts, technological limits and problems (such as end-to-end encryption), and the failure of some platforms to use available tools.\textsuperscript{123}

**Revenge pornography**

Automated detection of revenge pornography — the nonconsensual sharing of intimate images — has not received much attention, at least not relative to many other categories of harm discussed here.\textsuperscript{124} This fact may reflect the difficulty of training a machine to determine the nonconsensual nature of an image or video — a determination that humans, too, may not always be able to make easily. The need for such determinations also distinguishes this category from CSAM, where context and intent are not at issue. Nonetheless, Facebook has invested in creating an AI tool for this purpose, one that looks at patterns in the language accompanying an image,\textsuperscript{125} as well as programs involving reporting by victim advocates and digital fingerprinting of images to prevent malicious upload.\textsuperscript{126} We are unaware of whether other platforms or researchers have


\textsuperscript{121} See id.; Sheila Dang, *Amazon considers more proactive approach to determining what belongs on its cloud service*, Reuters (Sep. 5, 2021) (quoting an AWS spokesperson that it “does not pre-review content hosted by our customers” and stating that it has no intent to scan existing content), https://www.reuters.com/technology/exclusive-amazon-proactively-remove-more-content-that-violates-rules-cloud-2021-09-02/.

\textsuperscript{122} See WeProtect Global Alliance, *Global Threat Assessment 2021*, https://www.weprotect.org/global-threat-assessment-21/. See also Internet Watch Foundation, supra note 120 at 99.


\textsuperscript{126} See id.; https://www.facebook.com/safety/notwithoutmyconsent/pilot/how-it-works; Danielle Keats Citron, *Sexual Privacy*, 128 Yale L.J. 1870, 1955-58 (2019), https://digitalcommons.law.yale.edu/ylj/vol128/iss7/2/. It appears that one of these programs was dropped for unknown reasons, see Elizabeth Dwoskin and Craig Timberg, *Like whistleblower Frances Haugen, these Facebook employees warned about the company’s problems for years.*
engaged in similar work to date, although this harm is often connected with deepfakes, discussed above.

**Hate crimes**

As a preliminary matter, we note that Congress lists *hate crimes* as a form of illegal content on which this report should focus but does not include the related category of *hate speech*. Whereas hate crimes refer to criminal offenses intentionally directed at specific individuals, hate speech generally refers to communications about groups or classes of people.127 This omission likely reflects the fact that, while harmful, hate speech is not illegal unless it amounts to threats or incitement to commit crimes.128 Its legal status notwithstanding, the spread of online hate and the extent to which AI or other sophisticated technology can address it is the subject of much controversy and research.129 Less explored is the question of whether such tools can detect or otherwise address hate crimes specifically. As automated tools are generally not proficient at detecting a hard-to-define and context-dependent category like hate speech,130 though, it is hard...


128 See id.


130 Even putting aside technical limits, a foundational problem is that hate speech is not easily definable, or at least is not amenable to easy agreement on its definition, making it even more difficult to deploy effective detection tools. See, e.g., Adam G. Klein, *Fear, more than hate, feeds online bigotry and real-world violence*, The Conversation, (Dec. 20, 2018), [https://theconversation.com/fear-more-than-hate-feeds-online-bigotry-and-real-world-violence-106988](https://theconversation.com/fear-more-than-hate-feeds-online-bigotry-and-real-world-violence-106988); EPRS, *Automated tackling of disinformation*, supra note 82 at 39. Similarly, given the difficult contextual judgments required, which involve sensitivity to different cultures and languages, humans and machines can both fail easily when trying to determine if certain posts fit a definition. See, e.g., Facebook Oversight Board, *Case decision 2021-007-FB-UA*, [https://www.oversightboard.com/decision/FB-ZWQUPZLZ](https://www.oversightboard.com/decision/FB-ZWQUPZLZ); Tekla S. Perry, *Q&A: Facebook’s CTO Is at War With Bad Content, and AI Is His Best Weapon*, IEEE Spectrum (Jul. 21, 2020) (Mike Schroepfer noting how language and context make it hard to use AI to detect hate speech), [https://spectrum.ieee.org/computing/software/qa-facebook-s-cto-is-at-war-with-bad-content-and-ai-is-his-best-weapon](https://spectrum.ieee.org/computing/software/qa-facebook-s-cto-is-at-war-with-bad-content-and-ai-is-his-best-weapon); Jennifer Young, et al., *Beyond AI: Responses to Hate Speech and Disinformation*, Carnegie Mellon U. (2018), [https://jessica-young.com/research/Beyond-AI-Responses-to-Hate-Speech-and-Disinformation.pdf](https://jessica-young.com/research/Beyond-AI-Responses-to-Hate-Speech-and-Disinformation.pdf). Definitional and contextual issues are discussed more in Section IV.
to conceive that such tools could easily distinguish when given hateful content is more or less likely to be criminal.131

On the other hand, while AI tools might not be good enough at detecting hateful content,132 they might help in other ways, such as by predicting when hate speech may lead to violence and crime in the physical world.133 At least three sets of academics have probed such correlations:

- A New York University research team, with partial federal funding, used machine learning to show that cities with a greater incidence of a certain type of racist post on Twitter reported more hate crimes related to race, ethnicity, and national origin.134

- Researchers from Cardiff University’s Hatelab project collected Twitter data via an AI tool and compared it to London police data to show that an increase in “hate tweets” from one location corresponded to an increase in racially and religiously aggravated crimes in the same area.135 The Cardiff researchers, supported in part by the United States Department of Justice, suggested that an algorithm using their method could predict spikes in crimes against members of minority communities in specific areas.136

- Researchers from Princeton University and the University of Warwick, using methods including machine learning, found correlations between increases in Twitter usage and anti-Muslim hate crimes in certain United States counties since the 2016 Presidential election.137 In a separate study, also using a machine learning tool and focused on Germany, they determined that “anti-
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131 It is worth noting that hate crime has been a vexed area for enforcement, with statistics indicating that, while hate crimes against racial minorities are under-reported, hate crime laws are enforced disproportionately against those same minorities. See, e.g., Stanford Law School Policy Lab and Brennan Center for Justice, Exploring Alternative Approaches to Hate Crimes at 13-14 (Jun. 2021), https://www-cdn.law.stanford.edu/wp-content/uploads/2021/06/Alternative-to-Hate-Crimes-Report_v09-final.pdf; Michael German and Emmanuel Mauleón, Fighting Far Right Violence and Hate Crimes at 14, Brennan Center for Justice (Jul. 1, 2019), https://www.brennancenter.org/sites/default/files/2019-08/Report_Far_Right_Violence.pdf; Heather Zaykowski, Racial Disparities in Hate Crime Reporting, Violence and Victims 25:3 (Jun. 2010), https://doi.org/10.1891/0886-6708.25.3.378. AI detection systems and platform policies that rely on historical crime data may thus be likely to reflect these disparities.

132 Of course, the limitations of automated approaches should not diminish continued work in this area, such as the positive efforts of the Anti-Defamation League, see https://www.adl.org/resources/reports/the-online-hate-index, and the Alan Turing Institute, see https://www.turing.ac.uk/blog/introducing-online-harms-observatory.
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refugee sentiment on Facebook predicts crimes against refugees in otherwise similar municipalities with higher social media usage.”

Employees of at least one social media platform have focused on this link, too. Internal Facebook documents show that analysts worried that hateful content on the platform might be inciting real-world violence in connection with Minneapolis protests occurring after the police killing of George Floyd. Although it is not clear what precise tools they used, these analysts discovered that “the largest and most combative demonstrations” took place in two zip codes where users reported spikes in offensive posts, whereas harmful content was only “sporadic” in areas where protests had not yet emerged.

**Harassment and cyberstalking**

The Commission has brought multiple cases against stalkerware app companies. AI tools could aid in detecting similar apps. Researchers at Cornell and New York University worked with NortonLifeLock to create CreepRank, an algorithm that ranks the probability that an app is used as “creepware” — hard-to-detect software that can be used to abuse, stalk, harass and spy on others. NortonLifeLock incorporated it into its mobile security service, and the researchers reported suspect apps to Google, which removed over 800 of them from the Play Store. The study did not use AI, but the researchers note that CreepRank could be a first step in collecting and using data that would train machine learning classifiers to identify these apps.

Building automated tools to detect particular incidents of harassment or cyberstalking is challenging for the same reasons as described above with respect to hate crimes. Professor Citron has noted, both in her seminal work, Hate Crimes in Cyberspace, and thereafter, that, in connection with harassment and threats, computers cannot yet approximate the contextual judgment of humans. A recent Google Research paper delves into this and other challenges of

140 Id.
142 See https://www.nortonlifelock.com/blogs/research-group/what-were-doing-fight-scourge-cyber-stalking.
automating detection of hate and harassment; it reviewed past studies and noted that classifiers can be designed not simply to detect individual instances but also to identify abusive accounts or predict at-risk users, and that “classifier scores can feed into moderation queues, content ranking algorithms, or warnings and nudges.” These researchers — and others before them — have explained, however, that all of these strategies struggle with obtaining unbiased and representative datasets of abusive content for training.

Nonetheless, companies have focused some AI-related efforts in at least one closely related area: cyberbullying. For example, IBM has worked with several start-ups and the Megan Meier Foundation on tools that use AI to detect possible child bullying and to find it in social media. Further, in 2019, Instagram began rolling out AI-powered features intended to limit bullying by notifying people before they post comments or captions that may be considered offensive. YouTube and TikTok indicate that they use automation of some kind to detect and remove videos featuring harassment or bullying. Microsoft uses AI-powered content moderation on its Xbox gaming platform to detect cyberbullying and violent threats, among other things.

Current cyberbullying research includes work from the Socio-Technical Interaction Research Lab, led by Dr. Pamela Wisniewski, including projects on detecting cyberbullying and other online sexual risks based on a human-centered approach to the use of AI. One of
Dr. Wisniewski’s research projects also led to the creation of MOSafely.org, an open-source community that leverages AI, evidence, and data to address these online safety issues, supported by a federal grant. Other work includes an EU project called Creep that uses AI to spot cyberbullying and distinguish it from simple disagreement, and that aims to develop prevention techniques via a chatbot. An effort at the University of Exeter’s Business School involves development of a tool, LOLA, that uses natural language processing to detect emotional undertones that may indicate cyberbullying. Other researchers, sometimes with public funding, have used varying AI techniques to develop other detection methods. Unsurprisingly, some researchers have raised the same problems with representative datasets, classifications, and definitions noted above.

**Glorification or incitement of violence**

Many major tech platforms and companies have developed and use AI tools to attempt to filter different kinds of violent content. For example, YouTube built classifiers in 2011 to identify violent videos and prevent them from being recommended. That platform and TikTok have both indicated more recently that they use automated measures to detect and remove violent and graphic content. Facebook also uses such tools, as does Pinterest. Further, Parler uses a content moderation platform operated by a third party, Hive, which, among other things,
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removes content appearing to involve violence. Amazon offers its Rekognition APIs to businesses for content moderation, including automated detection of violence and gore.

It is generally unclear whether or to what extent these tools are effective in practice, given the lack of transparency about their use. In Facebook’s case, however, leaked internal documents are not encouraging and contrast with its public representations. The Wall Street Journal reported that, in March 2021, a team of Facebook employees found that the company’s automated systems removed only “0.6% of all content that violated Facebook’s policies against violence and incitement.” An internal presentation from April 2020, focusing on prevalence instead of the total amount of content, found that “removals were reducing the overall prevalence of graphic violence by about 19 percent.”

One reason for skepticism about the use of AI for accurate detection of violent content is the familiar problem of context, noted already above and explored more below. Nonetheless, worthwhile and varied research on violence detection methods has continued in the academic community, including, for example, a study in Mexico on using deep neural networks for gender-based violence detection in Twitter messages, and development by Notre Dame researchers, with government funding, of an AI “early warning system” for manipulated media that may lead to violence.

Unsafe or illegal items for sale

It does not appear that companies or researchers have done substantial work yet to develop AI tools to tackle this harm — from which we exclude the more specific categories of the illegal sale of drugs (discussed above) and the sale of counterfeit goods (discussed below). One

165 See https://docs.aws.amazon.com/rekognition/latest/dg/moderation.html.
166 Seetharaman, supra note 129. See also Olivia Little, A network of TikTok accounts is teaching users how to make pipe bombs and other weapons, Media Matters for America (May 17, 2022), https://www.mediamatters.org/tiktok/network-tiktok-accounts-teaching-users-how-make-pipe-bombs-and-other-weapons.
exception is Amazon, which developed machine learning tools to detect the sale of banned or unsafe goods in its marketplace, though the Wall Street Journal reported those measures have been ineffective. Some researchers have used AI to detect online sales of particular items, such as illegal wildlife products sold on social media. Another study used AI to detect likely food recalls and predict potentially unsafe food products based on analyses of Amazon customer reviews.

E. Terrorist and violent extremists’ abuse of digital platforms, including the use of such platforms to promote themselves, share propaganda, and glorify real-world acts of violence

DHS and others have recognized the importance of innovative technology in countering the online spread of terrorist and violent extremist content (TVEC). As early as 2017, a DHS advisory committee explained that AI systems “can be deployed in the counter-terror and countering violent extremism arenas to provide improvements to DHS capabilities.” In 2021, a DHS official described the agency’s consideration of using companies — some of which employ AI tools — to find warning signs of extremist violence on social media. As part of its CP3 initiative, DHS also announced the opening of the National Counterterrorism Innovation, Technology, and Education Center (NCITE), centered at the University of Nebraska. Per a federal grant, NCITE researchers are attempting to create an intelligent chatbot that will improve
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176 See https://www.dhs.gov/CP3; https://www.dhs.gov/science-and-technology/news/2020/02/24/news-release-dhs-selects-university-nebraska-omaha-lead-terrorism-research; https://www.unomaha.edu/ncite/. Although it involved network analysis and not AI, prior DHS grants funded development of datasets of terrorist groups that can predict which organizations are likely to increase in lethality. See https://www.start.umd.edu/about-baad.
the reporting of tips regarding terrorist activity. In addition, DARPA’s Memex program, which involved online search technology linking terrorists and human trafficking operations, was then used by MIT researchers to develop an AI-based tool.

Such recognition is certainly not limited to the United States. The United Nations issued an in-depth report in 2021 about the use of AI to combat TVEC on social media, describing limits and human rights concerns for such use and identifying applications besides automated detection and takedown, including: (1) predictive analytics for terrorist activity; (2) identifying red flags of radicalization; (3) countering terrorist and violent extremist narratives; and (4) managing heavy data analysis demands. The report provides many examples of public and private efforts in each area, such as the European Union’s funding of a project, RED-Alert, to develop new content monitoring and analysis tools, and the United Kingdom’s work to develop technology to identify ISIS propaganda videos. A report by the Global Network on Extremism and Technology (GNET), an academic research initiative, also provides examples of how governments in several countries are using AI tools for addressing TVEC online.

As with CSAM, collaborative efforts in this space are significant. The Global Internet Forum to Counter Terrorism (GIFCT) is a non-governmental entity designed to prevent terrorists and violent extremists from exploiting digital platforms. Founded by several large tech firms in 2017, GIFCT created a shared industry database of hashes of terrorist propaganda to support coordinated takedown of such content. GIFCT has expanded its membership, became an independent, non-profit organization, and is now working to broaden its database in line with human rights and privacy considerations. It has also issued reports on, among other things,
positive online interventions and a gap analysis looking at technical requirements for smaller
platforms.\textsuperscript{185} Also working closely with GIFCT is Tech Against Terrorism (TAT), a
UN-sponsored initiative promoting information-sharing between governments and the tech
sector.\textsuperscript{186}

Besides using the GIFCT database, most major platforms deploy other automated methods to
address TVEC. Facebook reportedly uses AI, combined with manual review, to attempt to
understand text that might be advocating for terrorism, find and remove terrorist “clusters,” and
detect new accounts from repeat offenders.\textsuperscript{187} YouTube and TikTok report using machine
learning or other automated means to flag extremist videos, and Twitter indicates that it uses
machine learning and human review to detect and suspend accounts responsible for TVEC.\textsuperscript{188}
Moonshot (a tech company) and Google’s Jigsaw use the “Redirect Method,” which uses AI to
identify at-risk audiences and provide them with positive, de-radicalizing content, including
pursuant to Google searches for extremist content.\textsuperscript{189}

The efficacy and effects of the platforms’ AI tools are — once again — dubious or unknown
given relative lack of transparency and access to data,\textsuperscript{190} and their potential for exacerbating bias

expansion effort is intended to deal with the under-representation of far-right extremists in the database, which has
been the subject of critique. See, e.g., Bharath Ganesh, \textit{How to Counter White Supremacist Extremists Online},
Foreign Policy (Jan. 28, 2021), \url{https://foreignpolicy.com/2021/01/28/how-to-counter-white-supremacist-extremists-online/}.

and Sentiment Analysis}, Studies in Conflict & Terrorism (2021), \url{https://doi.org/10.1080/1057610X.2021.1888404}.

\textsuperscript{186} See \url{https://www.techagainstterrorism.org/}.

\textsuperscript{187} See Erin Saltman, \textit{Countering terrorism and violent extremism at Facebook: Technology, expertise and
partnerships}, Observer Research Foundation (Aug. 27, 2020), \url{https://www.orfonline.org/expert-speak/countering-
terrorism-and-violent-extremism-at-facebook/}. The importance of mapping networks of extremists across platforms
in order to disrupt their reach has been studied by Google’s Jigsaw and others. See Beth Goldberg, \textit{Hate “Clusters”
Spread Disinformation Across Social Media. Mapping Their Networks Could Disrupt Their Reach}, Jigsaw (Jul. 28,

\textsuperscript{188} See \url{https://blog.youtube/news-and-events/more-information-faster-removals-more/};

\textsuperscript{189} See, e.g., Moonshot CVE, \textit{Social Grievances and Violent Extremism in Indonesia} (2020),
\url{https://moonshotteam.com/resource/indonesia-social-grievances-and-violent-extremism/};
\url{https://jigsaw.google.com/issues/}. See also Schroeter, supra note 182 (discussing how search engines can adjust
algorithms to direct people away from extremist content).

\textsuperscript{190} The OECD has issued reports on TVEC-related platform transparency, finding some recent improvement.
OECD, \textit{Transparency Reporting on Terrorist and Violent Content Online} (Jul. 2021),
\url{https://www.oecd.org/digital/transparency-reporting-on-terrorist-and-violent-extremist-content-online-8af4ab29-
en.htm}. GIFCT, too, has been criticized for lack of transparency. See, e.g., Chloe Hadavas, \textit{The Future of Free
Speech Online May Depend on This Database}, Slate (Aug. 13, 2020), \url{https://slate.com/technology/2020/08/gifct-
is discussed below in Section IV. As is discussed in that section, a key source of bias is the disparate or unknown performance of natural language processing on languages other than formal English, which may be analyzed as part of these efforts. While these tools, paired with human oversight, do catch some TVEC, in at least some cases these traps are more like sieves. For example, despite Facebook’s admitted role in the Myanmar military’s genocidal campaign in 2018 against a minority group, and despite corrective steps, its algorithms continued to amplify the military’s post-coup propaganda, including incitement to violence; hateful content such as threats of murder and rape have continued into late 2021.191

Social media platforms and search engines are not the only places online to find TVEC. Violent extremists also find havens in messaging apps and gaming platforms, which in turn use automated tools for detection.192 To further evade detection, extremists have also used other online sources of communication, including conference dial-in services, hospitality platforms for room bookings, and transportation applications.193 Presumably, such services do not have the same capacity as large social media platforms and search engines to detect the presence of extremists, even assuming we would want them to collect detailed information on their users.

Academic researchers have also been studying detection methods for TVEC on social media and elsewhere. A recent literature review found a need for publicly available and unbiased datasets, a need for validation techniques to evaluate the datasets, a current research tendency to focus on ISIS ideology, and that deep learning-based methods outperformed other techniques.194 Another
recent study noted similar concerns and added the lack of a commonly accepted definition of TVEC, the constant evolution of extremist behavior, and the need for ethical guidelines.195

Considering that the same extremist group may use multiple types of platforms to recruit and radicalize, that terrorist methods change, and that definitions and datasets are problematic, what seems clear is that automated tools have a long way to go in this area. Per the broader discussion below, they must be coupled with appropriate collaboration, human oversight, and a nuanced understanding of contextual and cultural difference, all while somehow striking the right balance of free speech, privacy, and safety.196

F. Disinformation campaigns coordinated by inauthentic accounts or individuals to influence United States elections

The Technology Engagement Team (TET) of the State Department’s Global Engagement Center (GEC) defends against foreign disinformation and propaganda by leading efforts to address the problem via technological innovation. In cooperation with foreign partners, private industry, and academia, its goal is to identify, assess, and test such technologies, which often involve AI and efforts to address election-related disinformation.197 Further, the Cybersecurity and Infrastructure Security Agency of DHS is responsible for the security of domestic elections and engages in substantial work against election-related disinformation. The Commission suggests that these agencies are best positioned to advise Congress on federal agency efforts in this area.

Several substantial reports have addressed inadequate platform efforts to address election-related disinformation, including the limited assistance of AI tools. In 2021, the Election Integrity Partnership published a lengthy report on misinformation and the 2020 election, concluding, among other things, that platform attempts to use AI to label content were flawed because the AI tools could not “distinguish false or misleading content from general election-related

195 Miriam Fernandez and Harith Alani, Artificial Intelligence and Online Extremism: Challenges and Opportunities, in Predictive Policing and Artificial Intelligence 131-62 (John McDaniel and Ken Pease, eds.) (2021) (also noting biases involving geographical location, language, and terminology),
commentary.” Further, a recent ProPublica and Washington Post investigation — for which researchers relied in part on machine learning techniques — found that Facebook played a critical role in spreading false narratives about the election immediately before the January 6, 2021, siege of the United States Capitol. Park Advisors, a State Department contractor working with GEC, issued a 2019 report that discussed the mixed results from platform attempts — including via the use of AI — to counter this problem in connection with recent elections.

For several years, academic researchers such as University of Southern California Professor Emilio Ferrara have been using AI, sometimes with government funding, to study election-related disinformation, despite limited data available from platforms other than Twitter. In one recent study, focused on Twitter and the 2020 Presidential election, the results implied that platform efforts to limit malicious groups were not effective against those groups’ evasive actions, such that “rethinking effective platform interventions is needed.” Another recent study involving Twitter and the 2020 election found that bots were still responsible for significant manipulation but that, as compared to the 2016 election, a shift had occurred from foreign to domestic sources. Other recent studies propose platform-agnostic techniques to detect coordinated accounts or operations based on social media content or behavior.

---

198 Center for an Informed Public, Digital Forensic Research Lab, Graphika, & Stanford Internet Observatory, The Long Fuse: Misinformation and the 2020 Election, Stanford Digital Repository: Election Integrity Partnership v1.2.0 at 212 (2021), https://purl.stanford.edu/tr171zs0069. Further, to the extent that election-related disinformation often involves bots or deepfakes, the same detection problems exist in this context as they do for bots and deepfakes generally.


200 See Nemr and Gangware, supra note 79.


study showed that one can detect disinformation websites by looking not at perceptible content but at a website’s infrastructure features.\textsuperscript{204}

Besides trying to detect particular individuals and accounts that distribute election-related disinformation, AI can also be harnessed for related goals. For example, it can be used to map out communities responsible for such harm. The social media monitoring company Graphika engages in such efforts,\textsuperscript{205} issuing multiple reports on foreign and domestic actors engaged in election-related disinformation campaigns across many platforms.\textsuperscript{206} Looking beyond social media and big technology companies, the Wikimedia Foundation acted to support editors and community oversight of Wikipedia by investing in AI tools to counter election-related disinformation.\textsuperscript{207} These tools included techniques to categorize and measure new content, identify unverified statements, and detect fake accounts.\textsuperscript{208}

**G. Sale of counterfeit products**

In January 2020, DHS issued a report finding that private sector efforts, including those of e-commerce platforms, “have not been sufficient to prevent the importation and sale of a wide variety and large volume of counterfeit and pirated goods to the American public.”\textsuperscript{209} The report describes the efforts of the National Intellectual Property Rights Coordination Center (IPR Center) to form the Anti-Counterfeiting Consortium to Identify Online Nefarious Actors (ACTION), which intends to increase “[s]haring of risk automation techniques allowing ACTION members to create and improve on proactive targeting systems that automatically monitor online platform sellers for counterfeits and pirated goods.”\textsuperscript{210} Information collected later by the IPR Center indicated that some platforms use automated systems to verify third-party seller information and identify prohibited items.\textsuperscript{211} Although the efficacy of these systems is unknown, platforms report undertaking some of the following efforts:

\begin{itemize}
\item[204] See Austin Hounsel, et al., *Identifying Disinformation Websites Using Infrastructure Features*, USENIX (Sep. 11, 2020), \url{https://www.usenix.org/conference/foci20/presentation/hounsel}.
\item[207] See \url{https://wikimediafoundation.org/news/2020/10/30/how-wikipedia-is-preparing-for-election/}.
\item[208] Id.
\item[210] Id. at 31.
\end{itemize}
• eBay has indicated it uses automated filters, including filters based on keywords, image recognition and machine learning, to flag or block problematic items, as well as to review seller information.\textsuperscript{212}

• Etsy has indicated it started increasing its investments into automated tools, including machine learning, to detect counterfeits and other “handmade violations.”\textsuperscript{213}

• Facebook has indicated it uses automated systems, some based on machine learning, to review ads, Marketplace listings, and other content to block possible counterfeits, looking at “signals such as brand names, logos, keywords, prices, [and] discounts.”\textsuperscript{214}

• Alibaba has indicated it uses artificial intelligence in its anti-counterfeiting efforts and also started the Alibaba Anti-Counterfeiting Alliance, which includes hundreds of brands.\textsuperscript{215}

It is unclear whether and to what extent any other social media platforms — like TikTok — are using AI or other tools to limit facilitation of off-platform sales of counterfeit goods.\textsuperscript{216}

At least one research team has proposed an innovative system to catch counterfeits online using a clustering algorithm, among other things.\textsuperscript{217} We could not find other academic research on this subject, suggesting that this may be an area for greater focus. Finally, it is also worth noting that some companies have developed AI tools to detect counterfeit items in the physical world.\textsuperscript{218}

\section*{IV. RECOMMENDATIONS}

The development and deployment of automated tools to address online harms will continue with or without federal encouragement. But misuse or over-reliance on these tools can lead to poor results that can serve to cause more harm than they mitigate. For this reason, Congress, government agencies, platforms, scientists, and others should focus on appropriate safeguards.

\textsuperscript{212} See https://www.ebaymainstreet.com/issues/ebay-community-protection.
\textsuperscript{214} See https://www.facebook.com/business/tools/anti-counterfeiting/guide.
That difficult task requires answering a host of questions for any given harm or innovation, such as who built the tool, how, and why. Others involve how the harm is being defined and who is using the tool in what environment and for what reason. Still others involve how well the tool actually works, its real-world impacts, who has authority to get answers to these questions, and who is accountable for unfair, biased, or discriminatory outcomes.

With the intense focus on the role and responsibility of social media platforms, it is often lost that other private actors — as well as government agencies — could use AI to address these harms. Many parts of the online ecosystem provide conduits for illegal or toxic content. These actors include not just search engines, gaming platforms, messaging apps, marketplaces and app stores, but also those at other layers of the tech stack such as internet service providers, content distribution networks, domain registrars, cloud providers, and web browsers. Via automated tools or otherwise, these companies exercise remarkable control, able to block or slow access to websites and other services, change what information consumers see, and warn people or redirect them from certain content. The benefits and risks of having such actors address harmful content are beyond this report’s scope, but they demand attention when approaching legal or technical solutions in this area. This attention involves not merely a law’s coverage or technological feasibility but also the extent to which we are comfortable with certain public or private actors wielding these powerful tools.

As for the platforms, extensive accounts and in-depth analyses exist regarding their use of automated tools to address harmful content, as well as the problems with and limitations of such approaches.


220 Yet another example is podcasting. One researcher is using AI to study misinformation, including election-related content, in podcasts, noting that it would be expensive and difficult to use such tools at scale, especially given the way podcasts are distributed. See Valerie Wirtschafter, *The challenge of detecting misinformation in podcasting*, Brookings Techstream (Aug. 25, 2021), https://www.brookings.edu/techstream/the-challenge-of-detecting-misinformation-in-podcast/. See also Valerie Wirtschafter and Chris Meserole, *Prominent political podcasters played big role in spreading the ‘Big Lie’*, Brookings Techstream (Jan. 4, 2022), https://www.brookings.edu/techstream/prominent-political-podcasters-played-key-role-in-spreading-the-big-lie/.

221 See Ruddock and Sherman, supra note 219.


223 “It’s not ‘What will AI do to us on its own?’ It’s ‘What will the powerful do to us with the AI?’” Zeynep Tüfekçi, *Coded Bias*, directed by Shalini Kantayya. New York: 7th Empire Media, 2020.
use. Regardless of the tools at issue, it is important to recognize, as Tarleton Gillespie has explained, that this moderation of harmful and other content is “central to what platforms do, not peripheral” and “is, in many ways, the commodity that platforms offer.” The platforms each provide an organized, curated experience of online information, often using AI tools to maximize engagement. To focus only on how they may use AI to clean up the resulting mess — to moderate content they allowed users to post — can obscure the commercial reasons why and how that content got there in the first place. Professor Sarah T. Roberts of the University of California, Los Angeles, who coined the phrase “commercial content moderation,” called its role “fundamentally a matter of brand protection.” Thus, in the words of Professor Olivier Sylvain, the use of AI for content moderation “is more likely an incident of these companies’ overt industrial designs on the control and consolidation of the distribution of user information.”

No matter who is responsible for these harms, though, the question that Congress has asked us to address is whether AI can help ameliorate them. It seeks recommendations on reasonable policies, practices, and procedures for this use of AI and for any legislation that may advance it. The following sections of this report attempt to provide such recommendations, starting with a discussion of why advancing AI for these purposes is not always the most constructive thing to do.

---


225 Tarleton Gillespie, Custodians of the Internet at 13 (2018).


227 See Shoshana Zuboff, The Coup We Are Not Talking About, The New York Times (Jan. 29, 2021) (referring to content moderation as “a last resort” and “a public-relations operation” meant to “minimize the risk of user withdrawal or to avoid political sanctions”), https://www.nytimes.com/2021/01/29/opinion/sunday/facebook-surveillance-society-technology.html; Gillespie, Custodians of the Internet, supra note 225 at 198 (content moderation improvements “are all just tweaks” that platforms may be pressured into making “while preserving their ability to conduct business as usual”).


A. Avoiding over-reliance

AI detection tools for the harms discussed here are blunt instruments.\textsuperscript{230} For several reasons, their use can result in false positives and false negatives. One can adjust variables to catch more or less of a given type of content, but trade-offs are inevitable. For example, blocking more content that might incite extremist violence (e.g., via detection of certain terms or imagery) can result in also blocking members of victimized communities from discussing how to address such violence. This fact explains in part why each specified harm needs individual consideration; the trade-offs we may be willing to accept may differ for each one.\textsuperscript{231} But what the public is willing to accept may not matter if only those developing and deploying these tools get to decide what types and levels of failure are tolerable, whether and how to assess risks and impacts, and what information is disclosed.

Built-in imprecision

Many of the AI systems built to detect particular kinds of content are “trained” to work by researchers who have fed it a set of examples that they have classified in various ways.\textsuperscript{232} These datasets and classifications allow the system to predict whether a new example fits a given classification. For example, researchers might use a database of animal images in which some are labeled as “cats” and others as “not cats.” Then the researchers may feed in new images and ask the system to decide which ones are “cats.” For the system to work well, the dataset must be sufficiently big, accurate, and representative, so that no types of cats are excluded and no other animals are misbranded as feline. But the AI doesn’t actually understand what a “cat” is. It’s just trying to do some math. So, if the cats in the dataset include only cats with pointy ears, the system may not identify ones whose ears fold down. And if the system is trained to identify “cats” only by pointy ears and whiskers, then rabbits and foxes may be shocked to learn that they

\textsuperscript{230} Despite marketing pitches that trumpet the use of AI, some of these tools may not be AI at all and may not even be all that automated, relying instead on something as simple as spreadsheets or on the insertion of an interface that masks underlying human labor.

\textsuperscript{231} See, e.g., United Nations, supra note 127 at 43; Nafia Chowdhury, Automated Content Moderation: A Primer, Stanford Cyber Policy Center (Mar. 19, 2022), https://cyber.fsi.stanford.edu/news/automated-content-moderation-primer; Samidh Chakrabarti, Twitter Post (Oct. 3, 2021) (“This is where the rubber hits the road. What is the acceptable tradeoff between benign and harmful posts? To prevent X harmful posts from going viral, would you be willing to prevent Y benign posts from going viral? No easy answers.”), https://twitter.com/samidh/status/1444544160518733824.

\textsuperscript{232} This work is not all done by scientists. Some big technology companies use low-paid microworkers, sometimes refugees in other parts of the world, to help with the huge amount of data training needed for these systems to work. See Karen Hao and Andrea Paola Hernández, How the AI industry profits from catastrophe, MIT Tech. Rev. (Apr. 20, 2022), https://www.technologyreview.com/2022/04/20/1050392; Julian Posada, Family Units, Logic (Dec. 25, 2021), https://logicmag.io/beacons/family-units/; Phil Jones, Refugees help power machine learning advances at Microsoft, Facebook, and Amazon, Rest of World (Sep. 22, 2021), https://restofworld.org/2021/refugees-machine-learning-big-tech/.
are “cats,” too. A poorly built AI system for identifying cat imagery might thus do much worse at this task than a human toddler, but it can do it a whole lot faster.233

For an AI tool to recognize particular online content as harmful, the calculus is much more complex than a binary question about an animal. The availability of robust, representative, and accurate datasets is a serious problem in developing these tools, as noted above with respect to harassment and TVEC. Another problem — one more inherent to machine learning — is that these tools are trained on previously identified data and thus are generally bad at detecting new phenomena.234 Platforms cannot solve this problem merely by adding data over time, because “more data is not the same as more varied data” and because no dataset can ever include all new examples.235 Many errors with these tools will also occur because of their probabilistic nature.236 Beyond technological limitations, the operation of these tools is also subject to platform moderation policies that dictate what happens to particular content but that may be flawed in substantial ways.

The theoretical cat detector described above also reflects the fact that an AI tool is measuring data that serves merely as a proxy for what it is really trying to identify.237 One reason that social media platforms have often failed to detect certain types of harmful content, like harassment, is that their automated tools are built to ignore meaning and context, focusing instead on measurable patterns of data that are based on past content moderation decisions and practices.238 Such proxies are thus given power to stand in for something real and complex in the world.239

233 After FTC staff imagined this system, Google Research introduced StylEx, an approach for visual explanation of classifiers. It allows someone to disentangle attributes and see what leads the model to make its decisions. It demonstrates this ability by showing how it distinguishes cats and dogs; one attribute making it less likely the model will choose “cat” is folded-down ears. See https://ai.googleblog.com/2022/01/introducing-stylex-new-approach-for.html.


235 Gillespie, Custodians of the Internet, supra note 225 at 107; Cathy O’Neil, Weapons of Math Destruction at 204 (2016) (“Big Data processes codify the past. They do not invent the future. Doing that requires moral imagination, and that’s something only humans can provide.”).


237 See Gillespie, Custodians of the Internet, supra note 225 at 105-110.

238 Id. at 104.

Context and meaning

That designing AI tools involves the removal of context likely explains, at least in part, why these tools often have yet another serious problem: they aren’t good at understanding context, meaning, and intent, which can be key to deciding whether a piece of content is unlawful, against platform policy, or otherwise harmful. An oft-used illustration is the phrase “I’m going to kill you,” which could be either a violent threat or a jocular reply to a friend. Automated detection tools are especially poor judges of context for content that has fluid definitions or where meanings may shift depending on regional, cultural, and linguistic differences. As the Surgeon General and others have argued, platforms need to “increase staffing of multilingual content moderation teams and improve the effectiveness of machine learning algorithms in languages other than English since non-English-language misinformation continues to proliferate.”

Bias and discrimination

The problems with automated detection tools described above, including unrepresentative datasets, faulty classifications, failure to identify new phenomena, missing context, and flawed design, can lead to biased, discriminatory, or unfair outcomes. The tools can thus exacerbate some of the very harms they are intended to address and hurt some of the very people they are supposed to help. This well-recognized fact is why it is so important that the use of these tools be more transparent, open to research, and subject to mechanisms for accountability.


241 CFDD, supra note 224 at 10-13.

242 Vivek H. Murphy, Confronting Health Misinformation: The U.S. Surgeon General’s Advisory on Building a Healthy Information Environment at 12 (2021), https://www.hhs.gov/sites/default/files/surgeon-general-misinformation-advisory.pdf; See United Nations, supra note 127 at 44-46 (also noting the problem of detecting sarcasm and irony); Singh, supra note 224 at 34.

243 In this context, “bias” is often used as an umbrella term referring to unfairness or injustice infecting automated systems. Some have argued against focusing too much on technological causes, arguing that all data is biased and that power imbalances shape the data being used in these systems. See Milagros Miceli, et al., Studying Up Machine Learning Data: Why Talk About Bias When We Mean Power?, Proc. ACM Hum.-Comput. Interact. 6, GROUP, Art. 34 (Jan. 2022), https://doi.org/10.1145/3492853.

244 It can also hurt the bottom line. A recent survey revealed that tech companies have reported losing revenue and customers because of bias (including bias based on gender, age, and race) in AI models they employed, even though some of them tested for bias in advance. See Veronica Combs, Guardrail failure: Companies are losing revenue and customers due to AI bias, TechRepublic (Jan. 11, 2022), https://www.techrepublic.com/article/guardrail-failure-companies-are-losing-revenue-and-customers-due-to-ai-bias/.
Reflecting extensive scholarship in this area, several government agencies and officials have recognized generally that AI systems can be infected by bias, have discriminatory impacts, and harm marginalized communities. In October 2021, officials from the White House Office of Science and Technology Policy (WHOSTP) called for an AI bill of rights, stating that “[t]raining machines based on earlier examples can embed past prejudice and enable present-day discrimination.” FTC Commissioner Rebecca Kelly Slaughter has described the same problems, pointing to faulty inputs and design as well as a lack of testing. Assistant Attorney General Kristen Clarke, head of the Civil Rights Division, has also spoken about bias and discrimination in AI. The National Institute of Standards and Technology published a report on identifying and managing bias in artificial intelligence, based on the same concerns. In its accountability framework, the Government Accountability Office referred to AI systems developed from data reflecting “preexisting biases or social inequities.” These issues have also been acknowledged in Executive Orders and other documents.

Bias and discrimination in AI systems have also been the subject of Congressional inquiry. For example, in a 2019 hearing, Professor Meredith Whittaker testified that bias in AI systems results from “faulty training data, problems in how the system was designed or configured, or bad or biased applications in real world contexts. In all cases it signals that the environments where a given system was created and envisioned didn’t recognize or reflect on the contexts within which these systems would be deployed. Or, that those creating and maintaining these systems did not

247 Slaughter, supra note 13 at 7-14.
have the experience or background to understand the diverse environments and identities that
would be impacted by a given system.”

The use of AI in the automated detection of online harms is certainly not immune to these
issues. For example, large language models used to moderate online content can result in
biased and discriminatory results given the flaws in those models. The problem of biased and
unrepresentative datasets are discussed above in connection with harassment and TVEC
detection, and at least three studies specifically revealed bias in several hate speech detection
models. Internal Facebook documents reportedly show that its hate speech detection model
operated in a way that left members of minority communities and people of color more open to
abuse than, say, white men. Further, the Brennan Center for Justice and the Coalition for
Digital Democracy have each explored these issues and cited examples of platform use of AI in

252 Artificial Intelligence: Societal and Ethical Implications, H. Comm. on Science, Space, and Technology, 116th
and-ethical-implications. See also NIST Special Publication 1270, supra note 249 at 32-33; Harris, supra note 251 at
10, 42; Sendhil Mullainathan and Ziad Obermeyer, On the Inequity of Predicting A While Hoping for B, AEA
Papers and Proceedings 111: 37–42 (2021), https://doi.org/10.1257/pandp.20211078; Alex V. Cipolle, How Native

253 See, e.g., Suzor, supra note 234 at 155; Shenkman, supra note 224 at 26-28; Gorwa, supra note 224 at 10-11.

254 See Laura Weidinger, et al., Ethical and social risks of harm from Language Models, DeepMind (Dec. 2021),
https://storage.googleapis.com/deepmind-media/research/language-research/Ethical%20and%20social%20risks.pdf; Emily Bender, et al., On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?, in ACM Conf. on
Fairness, Accountability, and Transparency, at 613-15 (Mar. 2021) (noting that size doesn’t guarantee diversity),
https://doi.org/10.1145/3442188.3445922; Karen Hao, The race to understand the thrilling, dangerous world of
language AI, MIT Tech. Rev. (May 20, 2021), https://www.technologyreview.com/2021/05/20/1025135/ai-large-language-models-bigsience-project/. In late 2021, Microsoft and NVIDIA reported it had developed the largest
such model trained to date but acknowledged that it is infected with bias. See https://www.microsoft.com/en-
us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-worlds-largest-and-most-
powerful-generative-language-model/. DeepMind also announced a new language model in 2021 and, similarly,
acknowledged that eliminating harmful language is an ongoing problem. See Will Douglas Heaven, DeepMind says
its new language model can beat others 25 times its size, MIT Tech. Rev. (Dec. 8, 2021),
https://www.technologyreview.com/2021/12/08/1041557/deepmind-language-model-beat-others-25-times-size-gpt-
3-megatron/. See also Kate Kaye, OpenAI’s new language AI improves on GPT-3, but still lies and stereotypes,
Protocol (Jan. 27, 2022) (despite small improvements, OpenAI’s model “still has tendencies to make discriminatory
comments and generate false information”), https://www.protocol.com/enterprise/openai-gptinstruct.

255 See Rottger, supra note 129; Maarten Sap, et al., The Risk of Racial Bias in Hate Speech Detection, in Proc. of
the 57th Ann. Meeting of the Ass’n for Computational Linguistics 1668 (2019),
https://homes.cs.washington.edu/~msap/pdfs/sap2019risk.pdf; Thomas Davidson, et al., Racial Bias in Hate Speech
and Abusive Language Detection Datasets, Proc. of the Third Abusive Language Workshop at the Ann. Meeting for
the Ass’n for Computational Linguistics 6 (Aug. 1–2, 2019), https://arxiv.org/pdf/1905.12516.pdf. Biased outcomes are a risk generally when natural language processing is applied to languages other than formal English. See Patton, supra note 168; Su Lin Blodgett and Brendan O’Connor, Racial Disparity in Natural Language Processing: A Case
Duarte, et al., Mixed Messages? The Limits of Automated Social Media Content Analysis, Center for Democracy &

256 See Elizabeth Dwoskin, et al., Facebook’s race-blind practices around hate speech came at the expense of Black
users, new documents show, The Washington Post (Nov. 21, 2021),
content moderation that produced discriminatory outcomes and hurt already marginalized groups.257

When the use of an AI detection tool results in false positives, or overblocking, it may serve to reduce freedom of expression. This problem is especially acute when those silenced are members of historically marginalized communities. Several experts, including Stanford University Professor Daphne Keller and Emma Llansó, have written about these speech effects in connection with TVEC and other content.258 Weighed against the risks of overblocking, of course, are the risks of underblocking, which can also implicate free expression. As Professor Citron and University of Miami Professor Mary Anne Franks have argued, online harassment acts to silence its targets, who may close social media accounts and not engage in public discourse.259

Evasion and attack

In the previous section, we identified several areas — bot-driven accounts, deepfakes, illegal drug sales, and violent extremism — in which bad actors find ways to avoid automated detection tools. Some of them may use their own technological tools to do so, like sophisticated techniques for media manipulation. Others may find that simpler evasion methods do the trick, such as inserting typos or using innocuous phrases or euphemisms,260 using new slurs or special icons or


logos, altering or covering up images, adding sounds to camouflage audio tracks, using ephemeral features such as Instagram Stories, or switching to unmonitored channels, like some comment sections or audio chat services. This constant arms race demands that those responsible for detection remain vigilant, considering and adjusting for possible and actual evasions throughout the technology’s lifecycle.

Another substantial concern is that AI systems are vulnerable to hacking and manipulation. DARPA, NIST, and the Department of Defense’s Joint Artificial Intelligence Center are all working on projects that aim to better protect AI systems from attack. But this concern — often discussed using terms like adversarial machine learning and adversarial robustness — is not limited to the military context.

It is perhaps no wonder, taking all of these factors into account, that AI is not the easy answer to addressing online harms. Few people would claim otherwise. For example, Facebook officials and employees have confirmed repeatedly that AI systems do not catch a significant percentage of harmful content. In 2018, Monika Bickert, its Head of Global Policy Management, stated that “we’re a long way” from AI solving content moderation problems such as determining whether something amounts to harassment or bullying. The following year, a Facebook engineer commented, “The problem is that we do not and possibly never will have a model that captures
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even a majority of integrity harms, particularly in sensitive areas.”

In 2021, an executive, Andrew Bosworth, wrote in an employee memo that moderating people’s behavior in the metaverse “at any meaningful scale is practically impossible.”

Moreover, even as these tools become better at identifying explicitly harmful content, neither machines nor human moderators may ever be able to deal effectively with “the mass of ordinary and pervasive posts that express discriminatory sentiments in ways that threaten and silence marginalized groups.”

Queensland University of Technology Professor Nicolas Suzor, who sits on the Facebook Oversight Board, calls such posts “[t]he internet’s major abuse problem” and explains that “[u]ltimately, abuse and harassment are not just problems of content classification.” It’s not clear that automating decisions about certain kinds of harmful content is something to which platforms or others should aspire anyway. Tarleton Gillespie argues that these decisions “are judgments of value, meaning, importance, and offense. They depend both on a human revulsion to the horrific and a human sensitivity to contested cultural values. There is, in many cases, no right answer for whether to allow or disallow, except in relation to specific individuals, communities, or nations that have debated and regulated standards of propriety and legality.”

B. Humans in the loop

If AI tools employed to detect harmful online content are not good or fair enough to work on their own, then an obvious and widely shared conclusion is that they need appropriate human oversight. Professor Sarah T. Roberts explained that the many kinds of harmful content poorly suited for automated filters require humans "called upon to employ an array of high-level cognitive functions and cultural competencies to make decisions about their appropriateness for a site or platform.” Their judgment may also be constrained or distorted by the content moderation policies they are required to enforce. Given the amount of online content through which to wade, however, it is entirely implausible to put enough humans in place to monitor all
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274 See, e.g., Gillespie, Custodians of the Internet, supra note 225 at 107; Rachel Thomas, Avoiding Data Disasters (Nov. 4, 2021), https://www.fast.ai/2021/11/04/data-disasters/; CFDD, supra note 224 at 14; Shenkman, supra note 224 at 36; Singh, supra note 224 at 34; Google, Removals under the Network Enforcement Law (“Machine automation simply cannot replace human judgment and nuance.”), https://perma.cc/SF24-X6ZK.
of it, which is why platforms generally use moderators as part of a triage system. Nonetheless, it would help if more human moderators were at work.\textsuperscript{276} It is also true that the risk of harm from some automated tools, like those intended to catch sales of certain illegal or counterfeit goods, may be low enough — at least in terms of false positives — that a relative lack of human review is acceptable.

Simply placing moderators, trust and safety professionals, and other people in AI oversight roles is insufficient. The work is challenging and demands that moderators have adequate training, time, agency to make decisions, and workplace protections.\textsuperscript{277} To determine exactly what makes such oversight meaningful will require more research and analysis.\textsuperscript{278} Further, humans come with their own implicit biases, which can be exacerbated if they are poorly trained and need to make snap judgments.\textsuperscript{279} They can also be subject to automation bias, i.e., a tendency to be overly deferential to automated decisions.\textsuperscript{280} Teams of moderators should thus be diverse and, as already noted, understand many different cultures and languages. A report from New York University’s Stern Center for Business and Human Rights provides specific recommendations for large platforms, including (1) doubling the number of moderators, (2) making them full-time employees with suitable pay and benefits, (3) expanding efforts in other countries with moderators who know local culture and language, and (4) providing good medical care and sponsoring research on health risks.\textsuperscript{281} Some writers have also pointed out that, of course, having
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humans in the loop doesn’t correct for harms caused by flawed AI systems; it also shouldn’t serve as a way to legitimize such systems or for their operators to avoid accountability.282

C. Transparency and accountability

Calls have increased for more transparency by and accountability for those deploying automated decision systems, particularly when those systems impact people’s rights. While these two terms are now mentioned regularly in legal and policy debates about AI, it is not always clear what they mean or how they are distinguished from each other.283 For our purposes, transparency involves measures that provide more and meaningful information about these systems and that, ideally, enable accountability, which involves measures that make companies more responsible for outcomes and impact.284 That ideal for transparency will not always be attainable, such as when consumers cannot consent to or opt out of corporate use of these systems.

Many proposals exist for how to attain these intertwined goals, which platforms certainly won’t reach on their own. These proposals often cover the use of AI tools to address online harms. Below is a brief overview of these goals, with possible legislation discussed later. A major caveat is that even major success on these goals would not actually prevent the harms discussed herein. But it would provide information on the efficacy and impact of these tools, which would help to prevent over-reliance on them, assess whether and when a given tool is appropriate to use, determine the most needed safeguards for such use, and point to the measures the public and private sectors should prioritize to address those harms.285

In *Algorithms and Economic Justice*, Commissioner Slaughter identified fairness, transparency, and accountability as the critical principles for systems designed to address algorithmic harms.286 Meaningful transparency would mean disclosure of intelligible information sufficient to allow third parties to test for discriminatory and harmful outcomes and for consumers to “vote with their feet.”287 Real accountability would mean “that companies—the same ones that benefit from
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287 Id. at 49. See also https://www.ftc.gov/news-events/blogs/business-blog/2021/04/aiming-truth-fairness-equity-your-companys-use-ai.
the advantages and efficiencies of algorithms—must bear the responsibility of (1) conducting regular audits and impact assessments and (2) facilitating appropriate redress for erroneous or unfair algorithmic decisions.\textsuperscript{288}

Other government agencies and officials speaking out on these issues include the WHOSTP, which stated that their proposed AI bill of rights might include: “your right to know when and how AI is influencing a decision that affects your civil rights and civil liberties; your freedom from being subjected to AI that hasn’t been carefully audited to ensure that it’s accurate, unbiased, and has been trained on sufficiently representative data sets; your freedom from pervasive or discriminatory surveillance and monitoring in your home, community, and workplace; and your right to meaningful recourse if the use of an algorithm harms you.”\textsuperscript{289} Further, the Government Accountability Office stressed that, to build public trust in the use of AI systems, we need independent mechanisms and auditors to “detect error or misuse and ensure equitable treatment of people affected by AI systems.”\textsuperscript{290} Other executive officials have also promoted transparency and accountability,\textsuperscript{291} as have organizations around the globe.\textsuperscript{292}

Two fundamental concepts that underly the basic principles and recommendations above are that AI tools, whether or not used for detecting online harms, be both \textit{explainable} and \textit{contestable}. If they lack these features, then those tools are merely “black boxes” not worthy of trust.\textsuperscript{293} One government agency, DARPA, engaged in a four-year project regarding the creation of explainable AI (XAI), focused on ensuring that users can understand, trust, and manage these systems.\textsuperscript{294} Separately, an interdisciplinary team of academics explored explainability and found that it should often be technically feasible though sometimes practically difficult, and recommended that AI systems be held to the same standard of explainability as humans.\textsuperscript{295} In
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contrast, contestability is a design feature by which people “can engage with and challenge” the systems that subject them to automated decisions.”

A key document elaborating on all of these themes — and one specifically relevant to addressing online harms — is The Santa Clara Principles on Transparency and Accountability in Content Moderation, first issued in 2018 and then revised in 2021. These recommendations, developed by human rights organizations and advocates, are not designed as a regulatory template but reflect “initial steps that companies engaged in content moderation should take to provide meaningful due process to impacted speakers and better ensure that the enforcement of their content guidelines is fair, unbiased, proportional, and respectful of users’ rights.” Among other things, companies should ensure that users know when automated tools are making moderation decisions and should have “a high level understanding” of the decision-making logic. Companies should publicly disclose in regular reports a variety of numbers involving the decisions of these tools, and they should provide certain information — and well-defined appeal rights — to people whose content has been removed or otherwise “actioned.” To ensure that the tools are reliable and effective, companies should pursue and monitor detection methods for accuracy and nondiscrimination, submit to regular assessments, and be “encouraged to publicly share data about the accuracy of their systems and to open their process and algorithmic systems to periodic external auditing.”

It would also be helpful to create common definitions and standard metrics so that the public and researchers could make cross-platform comparisons. Other recommended disclosures beyond numbers and metrics include explanations of how algorithms are trained and deployed and

---
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platform policies and procedures for borderline rule-breaking content.303 A separate category of useful data involves the content that platforms have deleted, via automation or humans, but that may be crucial evidence in, e.g., terrorism or war crime cases.304 The need for such data thus does not center on how platforms made decisions or whether they were correct, and it could be segmented in separate locations with limited access privileges.305

**Researcher access**

As expressed above, platforms should provide not only public reports but also researcher access to data on the use of automated decision tools for potentially harmful content. Researcher access to platform data has received much recent attention. In the aftermath of a Facebook action against New York University researchers, Samuel Levine, Director of the FTC’s Bureau of Consumer Protection, stated that the agency “supports efforts to shed light on opaque business practices, especially around surveillance-based advertising,” including “good-faith research in the public interest.”306 The Surgeon General has advocated for platforms to “[g]ive researchers access to useful data to properly analyze the spread and impact of misinformation.”307 These calls have been echoed repeatedly in civil society and academia.308 Beyond just providing data,

---


platforms could also allow researchers to perform testing for ecological validity, i.e., real platform users in real-world situations.\textsuperscript{309} Such access would allow, e.g., independent analysis of different platform interventions regarding harmful content.\textsuperscript{310} Proposed legislation to allow for researcher access is discussed below and may need to wrestle with concerns such as (1) the vetting and protection of researchers, (2) whether investigative journalists or others count as researchers, (3) security and privacy protections for user data,\textsuperscript{311} and (4) whether the data was obtained by coercive means, such as the use of dark patterns.

To be clear, it is not that no platforms provide any access to researchers. The issue is that they generally do not provide nearly enough, access is often conditioned on non-disclosure agreements, and some platforms are more open than others. In January 2022, Twitter announced that it is working on privacy-enhancing technology that would allow sharing of more information with researchers, partnering with OpenMined, a non-profit entity.\textsuperscript{312} In December 2021, it discussed plans to expand its dataset releases to researchers into areas “including misinformation, coordinated harmful activity, and safety.”\textsuperscript{313} Other large platforms have either

\textsuperscript{310} Another way in which expanding researcher access (and public-private cooperation in general) can help achieve meaningful transparency and accountability of relevant AI tools is via examining the extent to which different mechanisms for these ends are working in concert with each other. See Spandana Singh and Leila Doty, Cracking Open the Black Box: Promoting Fairness, Accountability, and Transparency Around High-Risk AI, New America (Sep. 2021), \url{https://www.newamerica.org/oti/reports/cracking-open-the-black-box/}.  
\textsuperscript{313} See \url{https://blog.twitter.com/en_us/topics/company/2021/dISClosing-state-linked-information-operations-we-ve-removed} and \url{https://blog.twitter.com/en_us/topics/company/2021/expanding-access-beyond-information-}
not made such pledges or have blocked such access. Of course, there can be too much transparency, in that some data could be incomprehensible, expose sensitive information, or help bad actors figure out how to evade platform policies and filters.

**Assessments and audits**

Algorithmic Impact Assessments (AIAs) are a means of assessing AI systems in the private or public sector and are derived from assessments performed in environmental protection, human rights, privacy, and data security domains. They allow for the evaluation of an AI system’s impact before, during, or after its use. Further, they can allow companies to mitigate bad outcomes and, if publicly shared, provide a chance for accountability and safer, better use of the technology.\(^{314}\) AIAs could also provide the FTC and other regulators with information for investigations into deceptive and unfair business practices. The need for AIAs is recognized broadly, including for content moderation,\(^ {315}\) and many frameworks for implementing them have been proposed, both here and abroad.\(^ {316}\) Legislative attention to them is discussed later.

Major questions for developing these assessments include when they should be conducted, which entities should be subject to them, and whether they should be performed internally or via external auditors. Another fundamental determination is whether such an assessment is conceived as an AIA or as an audit.\(^ {317}\) Although sometimes AIA and audit are used interchangeably, the former may refer more often to a focus on algorithmic design, possible harm, and ultimate responsibility, whereas an audit may refer more often to evaluation of an AI
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model’s output.318 Further, to ensure that these assessments are meaningful and comparable, standards must be set for how AIAs or audits should be conducted and what they should include.319 Similarly, the results of any such assessments need to be documented in some standardized way.320 Recognized standards and documentation would also help to allow for better evaluation of an auditor’s work. Again, assessments and audits are important but not a substitute for enforcement and remedies relating to online harms.

**Auditor and employee protections**

AIAs and algorithmic audits may also not be successful if the auditors doing the work are not certified, independent, and protected in their work.321 These concerns may well increase as the small marketplace of outside auditors grows.322 Workers within tech companies need protection, too, when they seek to report on harm or unfairness that AI tools are facilitating or failing to block, whether in the role of a whistleblower or otherwise.323 In the words of Timnit Gebru, “[t]he baseline is labor protection and whistleblower protection and anti-discrimination laws.
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Anything we do without that kind of protection is fundamentally going to be superficial, because the moment you push a little bit, the company’s going to come down hard.”

**Other considerations**

Other proposals to increase transparency and accountability for AI tools run the gamut from “bug bounties,” which are designed to bring out hidden biases, to independent bodies such as the Facebook Oversight Board, made up of 20 outside experts from around the world who consider appeals of Facebook and Instagram content decisions. Some of the Board’s recommendations have touched on automated removal of TVEC and the need for the company to be more transparent about such removal decisions and to provide better notice and appeal rights to users.

A crucial issue behind calls for increased disclosure of data is how to do so while maintaining user privacy. Deidentification of such data is one theoretical way to address it, as is user consent, though practical and meaningful ways to obtain them may be challenging if not impossible. The use of differential privacy and synthetic data are other potential solutions, though not ones without any risk of data leakage. The UN has recognized privacy risks while...
still supporting explainable and transparent AI systems, including AIAs and grievance mechanisms. Privacy is also one aspect of trustworthy AI that NIST will study and incorporate into a Congressionally mandated Risk Management Framework.

The many challenges of transparency and accountability — and the fact that they don’t by themselves prevent harm — highlight the importance of focusing on the entire AI lifecycle, design through implementation. Some scholars have argued that transparency might be less important if algorithms could be designed not to discriminate in the first place. Both designers and users of AI tools must nonetheless continue to monitor the impact of their AI tools, since fair design does not guarantee fair outcomes. In its Online Harms White Paper, the United Kingdom’s government indicated it would work with industry and civil society to develop a Safety by Design framework for online services, possibly to include guidance on effective systems for addressing illegal or harmful content via AI and trained moderators. Algorithmic design is not within the scope of this report, though it is referred to again in the discussion below on platform interventions.

### D. Responsible data science

Those building AI systems, including tools to combat online harms, should take responsibility for both inputs and outputs. Such responsibility includes the need to avoid unintentionally biased or unfair results derived from problems with the training data, classifications, or algorithmic design. In their call for an AI bill of rights, WHOSTP officials note that some AI failings that disproportionately affect already marginalized groups “often result from AI developers not using appropriate data sets and not auditing systems comprehensively, as well as not having diverse perspectives around the table to anticipate and fix problems before products are used (or to kill products that can’t be fixed).” Further, the 2021 DHS report on deepfakes stated that scientists
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should be considering at the development stage how to mitigate potential misuses of deepfake models.337

Developers who fund, oversee, or direct scientific research in this area should appreciate that their work does not happen in a vacuum and address the fact that it could cause harm.338 This recognition includes the fundamental idea that the data being used has context and often stands in for real people.339 To move individual scientists in this direction, a large AI conference instituted a requirement that submitting authors include a statement on the broader societal impacts of their research.340 The Partnership on AI has issued recommendations on how those leading and directing research can anticipate and mitigate any potential negative impacts.341 One important and practical consideration is having adequate documentation throughout the AI development process.342 Further, various scholars have proposed reparative approaches to AI development and redress.343

Unconscious bias of researchers, or at least a failure to actively consider bias and its mitigation, can also create problems.344 The MIT Media Lab created a system to help researchers deal with unconscious biases at different stages of a project.345 A broader and more significant solution is to deal with the lack of diversity in the AI field, including in the ranks of decision-makers as well as in the research teams working on these matters.346 The inclusion of diverse viewpoints should
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be meaningful and include people with decision-making authority; it should not be used to engage in what amounts to “participation-washing.” To get such viewpoints, a strong pipeline of people need to be trained and hired for these roles, something that groups like Black in AI, Queer in AI, and LatinX in AI are working to achieve. Firms need to retain such people, once hired, by striving to create and maintain diverse, equitable, inclusive, and accessible cultures in which such people no longer face marginalization, discrimination, or exclusion. Of course, the composition of the team designing an AI model does not necessarily alter discriminatory or biased outcomes of that model if they stem from problems in the underlying data.

An even larger issue is that only a few big technology companies are funding most of the research in question. They are also able to capture, within their companies or academia, institutions or researchers who may then be likely to work in accord with corporate aims. They can also use their dominant positions and wealth to set the agenda for what AI research the government will and will not fund, again in line with their own incentives. Some prominent researchers, like Timnit Gebru, have started their own AI research centers to deal with these issues.

347 See Mona Sloane, Here’s what’s missing in the quest to make AI fair, Nature (May 5, 2022), https://www.nature.com/articles/d41586-022-01202-3; Mona Sloane, Participation-washing could be the next dangerous fad in machine learning, MIT Tech. Rev. (Aug. 25, 2020), https://www.technologyreview.com/2020/08/25/1007589/participation-washing-ai-trends-opinion-machine-learning/. See also NIST Special Publication 1270, supra note 249 at 36 (suggesting that different kinds of diversity are important to consider in terms of power and decision-making within technology companies).
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problems; hers will focus on harm to marginalized groups.\textsuperscript{353} Congress has asked about how to foster innovative ways to combat online harm, and thus one response, in her words, is that “what truly stifles innovation is the current arrangement where a few people build harmful technology and others constantly work to prevent harm, unable to find the time, space or resources to implement their own vision of the future.”\textsuperscript{354}

Finally, it is critical that the research community keep privacy in mind. AI development often involves huge amounts of training data, which can be amassed in invasive ways\textsuperscript{355} and which is in tension with data minimization principles. As noted above in the transparency context, implementing adequate privacy protections for such data may be difficult in practice and may require creative solutions. Eventually, AI systems may be trained on much less data, as opposed to the current hunger for more, but it is unclear how long it may take for that to happen.\textsuperscript{356}

## E. Platform AI interventions

### Mitigation tools

The use of automated tools to address online harms is most often framed as an issue of detection and removal, whether before or after content is posted. But platforms, search engines, and other technology companies can and do use these tools to address harmful content in other ways. They have a range of interventions or “frictions” to employ, including circuit-breaking, downranking, labeling, adding interstitials, sending warnings, and demonetizing bad actors.\textsuperscript{357} Some platforms already use such mitigation measures, but their relative secrecy means few details are known at either a systemic or individual level about their efficacy or impact. These interventions are generally automated and thus many of them would have the same inherent flaws of AI-based detection tools, as they would still be dependent on the ability to identify particular types of
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potentially harmful content. As noted above, such content may need detection only because platform recommendation engines, powered by AI, can spread and amplify it so well. In any event, these interventions need more study, which means much more transparency about their use and effects, with due access for research.

Several major reports on online harm and disinformation discuss the potential value, pitfalls, and lack of transparency regarding various platform interventions, including reports from the Aspen Institute, the Brennan Center for Justice, the Global Disinformation Index, the Coalition to Fight Digital Deception, and the United Kingdom’s Royal Society. In addition, the Surgeon General’s advisory on health disinformation states that platforms should build in “frictions” such as suggestions, warnings, and early detection of viral content. They are also discussed at length in several academic papers.

One measure gaining traction since its introduction by Rutgers University Professor Ellen P. Goodman is the use of so-called circuit breakers or virality disruptors. This intervention involves platforms’ disrupting traffic at a certain threshold of circulation, at which point human reviewers would assess the content to ensure it does not violate the law or platform policy. Doing so could reduce the fast spread of harmful content and is akin to the steps that stock exchanges can take to curb trading volatility. While one benefit of this intervention is that it does not require content-based detection, some have proposed that AI could help determine what viral content should be slowed.
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Another set of measures subject to much discussion involves contextual labeling, interstitials, user prompts, and warnings. The point of these interventions—which would more likely be dependent on automated, content-based detection tools—is to advise or warn users about what they are about to see or post. In other words, they could protect users from potentially harmful content already circulating or reduce the chance that a given user will publish such content.

Contextual labeling is a familiar concept to the FTC. In the context of false advertising, the FTC often requires in its orders that companies avoid deception by disclosing certain facts, clearly and conspicuously, in close proximity to certain representations the companies make about their products. Assuming compliance, the value of such disclosures depends largely on whether consumers see and understand them. This is also true for contextual labeling of online content.

One recent study reviews the nascent literature on the efficacy of online content labeling, concluding that it shows promise for helping to correct or limit the impact of misinformation but that certain psychological phenomena are at play.\textsuperscript{366} The authors are much more concerned about, for example, the “implied truth effect,” whereby people believe that unlabeled content must be truthful, than the “backfire effect,” whereby people solidify their beliefs in the opposite of whatever such labels tell them. Other recent studies conclude that interstitial warnings—which appear as separate pages or pop-ups that users cannot miss and must take some action to get past—are more effective that contextual ones.\textsuperscript{367} It may be that the greater efficacy has more to do with the fact that they are a source of friction than with the particular information provided.\textsuperscript{368}

A related type of intervention is a user prompt or warning—which could be in interstitial form—that appears before a user posts or shares potentially harmful content. Several articles and studies have advocated for platforms to use them more often.\textsuperscript{369} One study involves the use of


\textsuperscript{368} See Kaiser, supra note 367 at 14.

machine learning to warn users about sharing harmful content in encrypted messaging apps while avoiding privacy and security issues in that context. While some have noted that these measures may avoid censorship concerns, of course they do not block harmful information being spread by people (or bots) with malicious intent.

Many platforms already use or have experimented with interventions beyond blocking and removing content or suspending accounts. In September 2021, Facebook disclosed its Content Distribution Guidelines, which described types of content that it demotes and the rationales for doing so. Such content includes posts with fact-checked and debunked information, with predicted but not confirmed policy violations (e.g., use of hate terms, graphic violence, or fake accounts) and with suspicious virality. Facebook had first announced it would institute policies for borderline content in 2018. In August 2021, its Instagram property announced it would show stronger warnings when users are about to post potentially offensive or harassing content. Other platforms that have indicated some use of such interventions include YouTube, which demotes some borderline content, and WhatsApp, which places a limit on the number of times content can be forwarded. Further, Nextdoor uses a “Kindness Reminder,” an interstitial that runs on machine learning, when a user is about to post something potentially harmful.

The most outspoken platform in this space is likely Twitter. In a set of “open internet” principles, the company states that “content moderation is now more than just leaving content up or taking it down. Providing users with context, whether concerning an account, piece of content, or form of engagement, is more informative to the broader public conversation than removing content while providing controls to people and communities to control their own experience is empowering and impactful. Equally, deamplification allows a more nuanced approach to types of speech that may be considered problematic, better striking a balance between freedom of speech and


372 Id.; see Jeff Allan, The Integrity Institute's Analysis of Facebook's Widely Viewed Content Report [2021-Q4], The Integrity Institute (Mar. 30, 2022) (finding that Facebook had failed to block or intervene on popular content failing basic media literacy checks), https://integrityinstitute.org/widely-viewed-content-analysis-tracking-dashboard/#other-platforms.

373 Josh Constine, Facebook will change algorithm to demote “borderline content” that almost violates policies, TechCrunch (Nov. 15, 2018), https://techcrunch.com/2018/11/15/facebook-borderline-content/.


freedom of reach. Long term, how attention is directed is a critical question.”377 Among other things, Twitter prompts users who try to retweet before reading a post or who are about to send a reply using potentially harmful or abusive text, and it adds labels to tweets with potentially misleading information.378

Some platforms and search engines also use external fact-checking organizations to determine whether to intervene with respect to potentially harmful or false materials, including election-related content or TVEC. 379 This approach has its detractors, who may point to questions about norms and standards for these organizations, whether they can scale, their impact, and the lack of transparency surrounding their use. 380 It also has proponents, who argue, for example, that platforms can leverage a robust ecosystem of international websites to make better determinations about what content to downrank or label.381 Most would agree that it needs more study.382


378 See https://perma.cc/XM9V-2S8E; https://twitter.com/TwitterSupport/status/1460715806401122305. A recent experiment in which Twitter users were prompted to reconsider before posting potentially offensive content showed some efficacy, including a decrease in later offensive posts from same users. See Matthew Katsaros, et al., Reconsidering Tweets: Intervening During Tweet Creation Decreases Offensive Content, Int’l AAAI Conf. on Web and Social Media (2022) (also describing the researchers’ use of an algorithm that relied on a large language model to determine when to intervene), https://arxiv.org/abs/2112.00773. A recent study on Twitter’s election misinformation warning labels indicate that they did not impact engagement with tweeted misinformation but can be more helpful when the label provides a strong rebuttal and uses text similar to the words in the tweet. See Orestis Papakyriakopoulos and Ellen P. Goodman, The Impact of Twitter Labels on Misinformation Spread and User Engagement: Lessons from Trump’s Election Tweets, ACM WWW ’22 (forthcoming) (February 22, 2022), https://ssrn.com/abstract=4036042.

379 See, e.g., DHS Analytic Exchange Program, Combating Targeted Disinformation Campaigns, Part Two at 25-30 (Aug. 2021) (concluding that the impact of fact-checking may be limited but that the efficacy of different methods should be studied), https://www.dhs.gov/publication/2021-aep-deliverables; CFDD, supra note 224 at 14 (questioning whether fact-checking efforts can scale and noting that platforms lack transparency about them and apply them inconsistently).

Sometimes these fact-checking efforts intersect with AI tools, such as via the use of such tools to debunk false claims, determine what content to send to fact checkers for review, develop datasets of debunked information, help match claims across encrypted messages, or develop chatbots, like one developed by a Spanish fact-checking organization to help WhatsApp users get answers to the veracity of information. Others have discussed the potential use of crowdsourcing, rather than professional fact-checkers, noting that machine learning can facilitate such efforts. At least two vendors, Logically and Repustar, have combined the use of AI and human fact-checking on social media, including for identification of election-related disinformation. Logically worked on a government project involving alerting U.S. election officials to online disinformation intended to dissuade voting; it also works with Facebook in the United Kingdom.

The Partnership for AI has done a landscape review of platform interventions, posing fundamental questions about their use, including when each type should be used, who decides, what metrics and goals should inform auditing, and how their use can be made more transparent and trustworthy. Several research reviews and studies on such interventions identified areas for further study and greater transparency, having concluded that we do not yet know what

---

384 See, e.g., Barrett, Who Moderates the Social Media Giants?, supra note 281 at 5.
387 See https://maldita.es/uploads/public/docs/disinformation_on_whatsapp_ff.pdf; https://eu.boell.org/en/2021/10/04/inside-your-pocket-grave-threat-disinformation-private-messenger-apps. Similarly, although not involving such sophisticated technology, the encrypted messaging app Line (a popular communication platform in Asia) has partnered for several years with local fact-checking organizations and allows users to report suspicious messages and receive real-time answers about whether they’re true, thus allowing for tracking of harmful content without breaking encryption. See Andrew Deck and Vittoria Elliott, How Line is fighting disinformation without sacrificing privacy, Rest of World (Mar. 7, 2021), https://restofworld.org/2021/how-line-is-fighting-disinformation-without-sacrificing-privacy/.
measures work, or work best, in what circumstances.393 One study explored how multiple types of intervention may work better than one in isolation.394 Further, University of Washington Professor Kate Starbird has explained that another challenge to the efficacy of a given intervention on one platform, such as the downranking of a YouTube video, is that the reach of that content is often driven by dynamics and engagement occurring on other platforms.395 A similar challenge is that labeling or blocking content on one platform may result in that content proliferating elsewhere, as New York University researchers found with respect to certain election disinformation addressed by Twitter.396

The promises of, challenges with, and opacity regarding present use of platform interventions tend to lead naturally to questions of design and the larger social media ecosystem. For example, Professor Ellen P. Goodman has argued for policymakers to put virality disruptors and other types of content moderation into the context of user interface design.397 Tel Aviv University Professor Niva Elkin-Koren has explored the possible use of “contesting algorithms” that would use adversarial design to mitigate some problems with AI-based content moderation, as well as a “separation of functions” for AI systems that would apply different oversight to systems collecting or labeling information than to those detecting or filtering content.398 In its report on “information disorder,” the Aspen Institute described alternative platform designs worthy of study, including two nonprofit examples that use AI algorithms: Pol.is, which works to bridge


394 See Joseph B. Bak-Coleman, et al., Combining interventions to reduce the spread of viral misinformation (May 23, 2021), https://osf.io/preprints/socarxiv/4jtvm.

395 See Kate Starbird, Twitter Post (Aug. 25, 2021), https://twitter.com/katestarbird/status/1430568134927208455?s=03. See also Mohan, supra note 234 (acknowledging YouTube’s challenge to address this issue and suggesting use of interstitials before viewers can watch “a borderline embedded or linked video”).


divided camps rather than maximizing engagement; and Local Voices Network, which helps community organizations facilitate constructive discussions.399

**Uncovering networks and actors**

Another way that platforms use AI tools to address online harms focuses not on the approach of identifying individual pieces of content but on finding the networks and actors behind them. With the aid of human intelligence about threats like criminal activity, TVEC, and election disinformation, sophisticated tools can map out patterns, signals, and behavioral indicators across many pieces of content and even across platforms.400 For example, the Social Sifter project of North Carolina State University’s Laboratory for Analytic Sciences involves using machine learning models to identify, track, and model foreign influence operations across social media platforms.401 Google’s Jigsaw and Facebook both make efforts to map and address coordinated inauthentic behavior (CIB).402 Cross-platform mapping of certain communities, like those spreading online hate, is important because their members don’t stay on one platform and move increasingly to smaller platforms featuring less content moderation.403 However, tools that capture CIB may inadvertently ensnare minority groups or others who use protective methods to communicate on social media or via messaging apps about authoritarian regimes.404

---


Amplification of trustworthy content and counter-disinformation campaigns

An indirect way to address online harms is to increase user engagement with broadly trusted sources. Platforms and others can do so by generally amplifying such sources or specifically targeting those subject to harmful content or disinformation campaigns.\(^{405}\) The State Department has expressed strong support of counter-disinformation measures, including debunking of false information.\(^{406}\) The Surgeon General has advocated for technology firms to amplify information from trusted sources,\(^{407}\) and both Facebook and YouTube have stated that they do so.\(^{408}\) Dr. Erin Saltman of GIFCT has noted that providing counter-narratives or off-ramps to better information can be especially helpful for people who may be at high risk of succumbing to falsehoods but have not yet been converted to such views.\(^{409}\) An example of this approach — one that relies in part on machine learning — is the Redirect Method, used by Moonshot and Google Jigsaw and discussed above in connection with TVEC.\(^{410}\) Jigsaw and others are also studying the efficacy of prebunking, i.e., using technological tools to inoculate people against things like radicalization, extremism, and racism.\(^{411}\) Two concerns with amplifying trustworthy content — or targeting and redirecting people to it — are who gets to decide what sources are authoritative, and to what extent will users believe them to be so.

F. User tools

Some platform design features and third-party services are or could be made available to help individuals avoid harmful or sensitive content on their own. Unlike the back-end interventions

---

\(^{405}\) While the focus of such measures is often on platforms, others advocate for the primary role of civil society organizations in counter-disinformation measures. See Kevin Shieves, *How to Support a Globally Connected Counter-Disinformation Network*, War on the Rocks (Jan. 20, 2022) (noting that some of these groups use algorithms and other advanced tools and that generally they need appropriate data access, training, and funding), https://warontherocks.com/2022/01/how-to-support-a-globally-connected-counter-disinformation-network/.

\(^{406}\) See [https://www.state.gov/Disarming-Disinformation/](https://www.state.gov/Disarming-Disinformation/).


\(^{409}\) Saltman, et al., *New Models for Deploying Counterspeech*, * supra* note 185.


described above, we refer here to tools that give users options for content control. To the extent these tools involve identifying such content beyond techniques such as keyword searches or hash-matching, it is possible, if not likely, that AI would be working in the background.

In its open internet principles, Twitter advocated for prioritizing “human choice and control” over algorithms. In 2021, its former CEO advocated for building a “marketplace” of social media algorithms, and it announced that it would allow third-party developers to build programs atop Twitter to help, for example, with promoting healthy conversations. The company has also rolled out and suggested ideas for new tools that would filter and limit potentially harmful replies and comments that users don’t want to see. One third-party app currently working on Twitter is Block Party, which attempts to filter harassing comments. Instagram, too, has introduced features to help users hide or block potentially harmful content appearing in comments or direct messages. Frustrated users of the Twitch gaming platform have created their own tools designed to limit harassment and hate in the user chat feature.

Stanford University Professor Francis Fukuyama has proposed that an answer for harms attributable to social media platforms would be an open market in which users choose between independent filtering services, rather than rely on a platform’s algorithmic determinations of what one will see. A group of experts debated this “middleware” proposal in a set of articles in the Journal for Democracy and a follow-up conference. Some expressed cautious optimism,
pointing to similar ideas in the past, but others see no viable business model, technological impediments, or problems with speech, privacy, and competition. Although middleware may be mostly an idea only, a relatively new third-party service that might qualify is Preamble, an AI-based option for Twitter that adjusts rankings in accord with users’ selections of “values providers.”

Tools that give users more control and information, along with amplifying trustworthy content and engaging in debunking and prebunking efforts, are all closely aligned with the idea of promoting digital literacy. An important element of a whole-of-society approach to countering online harms, digital literacy is the subject of many projects, policy proposals, and research. Two recent studies indicate that improving digital literacy skills shows promise against different kinds of online disinformation. Further, reports commissioned by DHS stress that building public resilience to such content may ultimately be more effective than focusing on technological solutions. One application, supported by both DHS and the State Department, is a free browser game, Harmony Square, which draws on “inoculation theory” to get people to appreciate techniques used in online misinformation surrounding elections and thus make them


423 Id.

424 See https://www.preamble.ai/about-us.


427 See DHS Analytic Exchange Program, Combating Targeted Disinformation Campaigns, Part Two at 38-43; DHS, Increasing Threat of Deepfake Identities, supra note 43 at 31. As Lawrence Krauss theorized, the internet will continue to “propagate out of control” no matter what businesses and governments do, so “becoming your own filter will become the challenge of the future.” Lawrence Krauss, Lo and Behold, directed by Werner Herzog. Chicago: Saville Productions, 2016.
better able to resist it. Some countries, including the United Kingdom, are incorporating digital literacy as part of concerted national strategies.

G. Availability and scalability

We have noted already some of the problems with the fact that only a few large technology companies are responsible for most of the AI tools within the scope of this report. For any such tool that is effective and fair, another problem with this concentration is that others who may need the tool, like smaller platforms or investigative journalists, won’t necessarily have access to it or the resources to create their own. Twitter even discusses this problem in its open internet principles, advocating for more accessibility and regretting that such technology remains in “proprietary silos” and that this fact perpetuates the domination of a few companies.

Greater access to these tools does carry risk. For example, while sharing an algorithm may not involve exposure of personal information, sharing the dataset used to create an AI model could implicate privacy concerns. Such concerns may be more acute when the sharing is with other commercial actors as opposed to vetted researchers or certified auditors. Sharing technology and information also risks cross-site censorship. Further, the more widely a detection or mitigation

---


431 See Twitter, *Protecting the Open Internet*, supra note 377 at 8.

tool is shared, the easier it will be for bad actors to exploit, meaning that dissemination should be controlled carefully.433

H. Content authenticity and provenance

Given the many difficulties with using AI or other automated means to detect harmful content, it makes sense to focus on the flip side: authentication. While authentication tools do not necessarily help with every harm listed by Congress, they can be widely used to help determine the true source of content and whether text, images, audio, or video are deepfakes (see above) or have been otherwise manipulated. Indeed, multiple federal government reports state that these tools are key for challenging foreign disinformation and deepfakes.434 Experts from the State Department and elsewhere have pointed to blockchain technology as a means of determining content authenticity.435 Authentication could also help counteract the Liar’s Dividend, a problem discussed above, in that it would be harder for public figures to claim falsely that audio or video content is fake if one could point to technological markers that it is real and unaltered.

A major collaborative effort to advance authentication tools is the Coalition for Content Provenance for Authenticity (C2PA), formed in early 2021 by merging two other coordinated efforts, the Content Authenticity Initiative (led by Adobe) and Project Origin (led by Microsoft and the BBC). The goal of this coalition is to create an “open technical standard providing publishers, creators, and consumers the ability to trace the origin of different types of media.”436 In January 2022, it released technical specifications and guidance documents.437

Of course, proving that content has not been altered and comes from its claimed origin does not prove the truth of the content itself. Further, and just like detection technology, these tools are fallible, and it would be problematic if people were either too distrustful of content that had no authenticity markers or too trusting of content that did. For example, authentication does not help

433 This issue is discussed above in the part of Section I on deepfakes. See also Sam Gregory, et al., Governing Access to Synthetic Media Detection Technology, Tech Policy Press (Sep. 7, 2021), https://techpolicy.press/governing-access-to-synthetic-media-detection-technology/; EPRS, Tackling deepfakes in European policy, supra note 43 at 59.

434 See NSCAI, Final Report, supra note 3 at 48; DHS, Increasing Threat of Deepfake Identities, supra note 43 at 31; EPRS, Tackling deepfakes in European policy, supra note 43 at 20, 65. See also Jaiman, supra note 62; Engler, supra note 62.


436 See https://c2pa.org/.

with “shallowfakes” — when malicious actors upload real and unaltered media but change the context and claim it depicts different people at different places or times.\textsuperscript{438} It is also possible that people could abuse these tools, extracting data from them and using them for surveillance.\textsuperscript{439}

As authentication tools advance, and especially as they scale, it is important to ensure that they enhance trust and freedom of expression, not harm it. Sam Gregory, Program Director of WITNESS, points out that human rights activists, lawyers, media outlets, and journalists “often depend for their lives on the integrity and veracity of images they share from conflict zones, marginalized communities and other places threatened by human rights violations.”\textsuperscript{440} Sometimes, however, whether to protect themselves or their subjects, they may need to use pseudonyms, blur faces, or obscure locations.\textsuperscript{441} We would not want authentication systems to block the resulting videos or for viewers to ignore them because they lack certain markers.

\section{I. Legislation}

Legislative efforts around the world may reflect that the only effective ways to deal with online harm are laws that change the business models or incentives allowing harmful content to proliferate. Under debate in Congress are, among other things, proposals involving Section 230 of the Communications Decency Act, data privacy, and competition. Some of these proposals give the FTC new responsibilities. Nonetheless, Congress did not seek recommendations on how to deal with online harm generally, so these proposals are beyond the bounds of this report.

The Congressional request is narrower. It asks the FTC to recommend laws that would “advance the adoption and use of artificial intelligence to address” the listed online harms. In fact, platforms and others already use AI tools to attempt to address most of those harms, but these tools are often neither robust nor fair enough to mandate or encourage their use. We look instead to the development of legal frameworks that would help ensure that such use of AI does not itself cause harm.\textsuperscript{442}

\textsuperscript{438} See Bobbie Johnson, Deepfakes are solvable—but don’t forget that “shallowfakes” are already pervasive, MIT Tech. Rev. (Mar. 25, 2019), https://www.technologyreview.com/2019/03/25/136460/deepfakes-shallowfakes-human-rights/.

\textsuperscript{439} See Sam Gregory, Tracing trust: Why we must build authenticity infrastructure that works for all, WITNESS Blog (May 2020), https://blog.witness.org/2020/05/authenticity-infrastructure/.

\textsuperscript{440} Id.

\textsuperscript{441} See id.

Congress should generally steer clear of laws that require, assume the use of, or pressure companies to deploy AI tools to detect harmful content. As discussed above, such tools are rudimentary and can result in bias and discrimination. Further, laws that push platforms to rapidly remove certain types of harmful content may not survive First Amendment scrutiny in any event, as they would tend both to result in the overblocking of lawful speech and impinge on platform discretion to determine editorial policies, concerns that do not prevent such laws in countries without that constitutional restriction. We note also that asking platforms and other private actors to make quick decisions about the illegality of content is in jarring contrast to the amount of time and deliberation that courts and agencies use to make similar decisions. On the other hand, some of these concerns are less present for certain categories like CSAM, fraud, and illegal product sales, as to which quick takedown requirements may be desirable and less controversial.

For any law that does address AI use and online harm, three critical considerations are definitions, coverage, and offline effects. First, difficulties arise in defining both technological terms and the harms to be addressed. As explained above, definitions of terms like AI and algorithm are highly problematic because of their ambiguity and breadth. Congress can employ better terminology as applicable, like Rashida Richardson’s specific proposal to use “automated

443 See, e.g., Shenkman, supra note 224 at 36; Gorwa, supra note 224 at 2-3; Bloch-Wehba, supra note 240 at 74-87; Duarte, supra note 258 at 14-15.


decision systems,” or it can attempt to avoid the issue by focusing on outcomes and impacts.447 Defining any given harm can also be problematic, however, such as when it has no existing definition in federal law, when a legal definition exists but does not translate to the online context, or when the harm itself is amorphous and subject to different meanings depending on the context. Second, the law’s scope is also crucial. What parts of the tech stack are covered? If limited to social media companies, should it distinguish between such companies based on size, and how should size be measured?448 Any law that effectively mandates automated tools could serve to benefit the few platforms that have the financial and technological means of compliance, increasing the barriers that new entrants would need to overcome.449 Congress should also consider generational changes in what people use to communicate online and avoid covering only services that a particular generation is using right now and that might diminish in popularity over time.450 Third, online harms have offline dimensions, not only because harmful events in the physical world serve as the impetus for online content but also because — as noted above in the discussion of hate speech — online content can have serious offline consequences. Legislators should thus avoid treating online harm in isolation.

As previewed above, we believe any initial legislative focus should prioritize the transparency and accountability of platforms and others that build and use automated systems to address online harms. Again, while this approach may not itself solve or reduce those harms, it would allow policymakers, researchers, and the public to understand the use and impact of those tools and provide evidence for what measures should follow.451 While some platforms provide helpful information, at this point it seems clear that only legislation will allow us to crack open the black boxes of content moderation and the nesting black boxes of AI tools powering it.

The view that we need laws relating to algorithmic transparency and accountability — particularly for social media platforms and other technology companies — typically includes calls for: (1) public disclosure of information, including policies and data on the use and impact of AI systems; (2) researcher access to additional information; (3) protections for whistleblowers, auditors, researchers, and journalists; (4) requirements for audits and impact assessments; and (5) systems for flagging violative content and for notice, appeal, and redress for

447 See Richardson, Defining and Demystifying ADS, supra note 7; Lum and Chowdhury, What is an algorithm, supra note 6; Spandana Singh, Regulating Platform Algorithms, New America (Dec. 1, 2021) (comparing current EU and US approaches to regulating platform algorithms), https://www.newamerica.org/oti/briefs/regulating-platform-algorithms/.
449 See, e.g., Bloch-Wehba, supra note 240 at 47, 87.
individuals affected by content removal or non-removal decisions.452 We agree that each of these elements would be valuable components of any relevant legislation, but we would urge Congress to carefully consider the privacy and security risks that accompany enhanced access to data.453 Two recent, noteworthy proposals for legislation are from Stanford University Professor Nathan Persily and Deborah Raji and concern mandated but controlled data access for researchers and

---


auditors, respectively. Definitions and standard-setting are also important in this area and should not be limited to technical disciplines and concepts.

We are aware of, and are encouraged by, Congressional bills that move in these directions, and we would be happy to engage with Congress on any such bills that proceed. Indeed, some of these bills provide roles for the FTC, as to which we express hope that Congress will consider addressing relevant agency resource needs in conjunction with adding any new responsibilities.

V. CONCLUSION

“Platforms dream of electric shepherds,” says Tarleton Gillespie, expressing skepticism that automation can replace humans in addressing harmful online content. Legislators and regulators with similar dreams should remain skeptical as well. Dealing effectively with online harms requires substantial changes in business models and practices, along with cultural shifts in how people use or abuse online services. These changes involve significant time and effort across society and can include, among other things, technological innovation, transparent and accountable use of that technology, meaningful human oversight, global collaboration, digital literacy, and appropriate regulation. AI is no magical shortcut.

---


455 See, e.g., Brandie Nonnecke and Philip Dawson, Human Rights Implications of Algorithmic Impact Assessments, Carr Center for Human Rights Policy, Harvard Kennedy School (Fall 2021), https://carrcenter.hks.harvard.edu/publications/human-rights-implications-algorithmic-impact-assessments-priority-considerations. Dr. Mona Sloane noted that the recent focus on audits means we need to define the term and specify its scope, or else we will “see lots of audit-washing in industry, lots of random audit-labeling in research, and no real change.” Mona Sloane, Twitter Post (Dec. 22, 2021), https://twitter.com/mona_sloane/status/1473559128253546501?t=m1tLfxFzMnF373shIKTyKg&s=03.

456 Gillespie, Custodians of the Internet, supra note 225 at 107-08.
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