Thank you for that kind introduction, and thank you for the ability to join you remotely. I believe you’ve already heard from two of our best, Bureau of Consumer Protection Director Sam Levine, and Assistant Director Serena Viswanathan. Given that, I’d like to take a few minutes and focus on a subject that I’m sure is on the minds of many people there today — our advanced notice of proposed rulemaking on commercial surveillance (“ANPR”).

Our nation is the world’s unquestioned leader on technology and the data economy. And yet we are almost alone in our lack of meaningful protections for this infrastructure. We lack a modern data security law. We lack a baseline consumer privacy rule. We lack civil rights protections suitable for the digital age. In light of those gaps, I think this rulemaking has the potential to be one of the most significant regulatory initiatives the Commission undertakes in the coming years.

Many of you know that my professional focus has been on privacy. I had the fortune to have not learned about privacy in law school. I learned about it on the job, first in the U.S. Senate, and then at Georgetown University Law Center, where I ran the Center on Privacy & Technology. For most of that time, I co-taught a course with MIT, where we paired law students and budding engineers and tasked those teams to draft privacy laws.

For me, the combination of these experiences was the world’s best education on privacy. Because I came into these experiences with the same preconceptions about privacy as anyone else. But I was then able to quickly see how those preconceptions lined up with reality, with history, and with advancing technology.

I raise all of this because I want to speak to two of the criticisms of the ANPR: First, that it reflects a dark view of our modern economy. Second, that it is too broad. In my view, these two criticisms line up pretty neatly with two preconceptions I myself had about privacy before I began working in this field. The first is the idea that privacy is a luxury. The second is the idea...
that privacy is fundamentally about data collection, specifically, taking data from people without
their consent.

I’d like to speak about each of these ideas. Then, as time allows, I’ll highlight a few of
my own priorities for the ANPR and the FTC’s privacy work more generally. And then I’d love
to take some questions.

* * *

Let’s talk about that first idea, the idea that privacy is a luxury.

This idea arguably dates back to the earliest days of modern commercial privacy in the
United States. Justice Louis Brandeis co-wrote the seminal law review article that first
crystalized that concept in the American legal system. He famously described the concept of
privacy like this in *Olmstead v. United States*:

The makers of our Constitution undertook to secure conditions favorable to the pursuit of
happiness. They recognized the significance of man’s spiritual nature, of his feelings, and
of his intellect… They conferred, as against the Government, the right to be let alone—
the most comprehensive of rights and the right most valued by civilized men.

This is an extraordinary, eloquent statement. It is a true statement. But at the same time,
you cannot hear it, particularly that last phrase — “the right most valued by civilized men” —
and not come away from it with the impression that privacy is a beautiful idea, a lofty concept
cherished by the comfortable and influential.

It doesn’t, of course, that Justice Brandeis’s 1890 article was in large part driven by
the advent of instant cameras that allowed secret photographs of Boston Brahmin weddings.
It also doesn’t help that many of our privacy laws were inspired by invasions of famous people’s
privacy.

The most famous example of this is our nation’s video privacy law, which we owe to the
fact that during Judge Robert Bork’s confirmation hearings, a journalist visited the Bork family’s
video store, got a list of all of their recent rentals, and wrote an article about it. The Bork
family’s viewing habits were quite boring, but the senators were horrified and passed a law to
prevent that kind of thing in the future.

If you pan out to a broader view of our history, however, I think that tells a very different
story. A story in which spiritual and intellectual privacy are important, yes — but also a story

---
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the prediction that ‘what is whispered in the closet shall be proclaimed from the house-tops’”).
7 Andrea Peterson, *How Washington’s last remaining video rental store changed the course of privacy law*, WASH.
washingtons-last-remaining-video-rental-store-changed-the-course-of-privacy-law/; see also Stephen Advokat,
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where privacy is and has always been a matter of safety — physical safety, job safety, a matter of basic human fairness.

Our history is rife with these examples: Consider the Pilgrims, who described being “hunted and persecuted,” “their houses beset and watched night and day.”

Consider Harriet Tubman, who, in the words of Frederick Douglass, was only able to do her work because of her ability to evade detection. Consider Marcus Garvey and Martin Luther King Jr., who were surveilled by the FBI. Or consider the countless gay men and women in the 20th century who will tell you stories about how the only way they could keep their jobs was by working very hard to keep their private lives private.

Throughout American history, privacy has not been a luxury, it has been a necessity. A basic, vital, necessity.

This pattern continues today. Women across the country are looking at their phones and struggling to figure out if that device (or the software on it) might threaten their reproductive rights. Too many people continue to be stalked through the use of stalking apps. Too many parents are struggling to understand the mental health impacts of social media on their children’s mental health. And too many working people are submitting their most vital information online for jobs, or mortgages, or a new apartment — and walking away from that with the unshakable feeling that these systems will not treat them fairly.

So there are some who say that the ANPR reflects a dark view of our modern economy — that it is too focused on what can go wrong. I think it reflects the seriousness of what’s at stake — the fact that real people are experiencing real harm from the way our personal information is gathered, kept, and processed.

* * *

That brings me to the second preconception that I’d like to challenge, the idea that privacy is about non-consensual data collection — about taking data from people. I recognize that I’m oversimplifying, but I do think that this is partly what’s behind the idea that the ANPR is too broad.

Here, again, I think history is instructive.

I mentioned that in 1890, Louis Brandeis co-wrote the seminal article that first crystalized what we would consider the right to commercial privacy. And a lot of people remember that story about Boston Brahmins being aghast at wedding paparazzi. Of course, that’s a story about data collection, specifically non-consensual data collection.
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But Justice Brandeis also described a case in which a woman hired a photographer to take her portrait. She then discovered walking down the street one day that the photographer had taken her photo and turned it into a Christmas card, for sale in a storefront window. She sued to get him to stop that. And she won.\(^1\)

Why do I share this story? Because it shows that from the very beginning of American legal thinking about privacy, privacy hasn’t been a simple question of data collection, it has also been a question of data use, secondary use, and commercialization.

In fact, I would argue that this broader conception of the right to privacy is at the heart of what we as a country have contributed to the legal understanding of privacy around the world.\(^12\)

In 1973, the federal government convened the country’s leading minds to think about what rules should apply to government-run information systems. The committee compiled a comprehensive set of recommendations called the Code of Fair Information Practices, or “the Fair Information Practice Principles,” which are also called “the FIPPs.”\(^13\)

Soon after that, in 1980, the Organization for Economic Co-operation and Development (“OECD”) took the FIPPs and endorsed them as the right framework for government and commercial.\(^14\) Many of them are codified in laws like the Fair Credit Reporting Act, the Children’s Online Privacy Protection Act, the Gramm-Leach-Bliley Act, and other American privacy statutes.\(^15\)

And if you read what the FIPPs say, you’ll immediately see that they go well beyond the question of data collection. They require that information only be used for the reasons for which it was collected. They require that information be secured. And they require the prevention of downstream misuse.

But here’s the thing, they also — unsurprisingly — get into the question of fair processing and fairness in decision-making. The FIPPs require that people have access to the data that describes them, and have the ability to correct it for errors. Why? “[T]o assure accuracy
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and fairness in any determination relating to an individual’s qualifications, character, rights, opportunities, or benefits, that may be made on the basis of such data.”

In other words, for fifty years, it has been American policy that the use of our data is just as important as its collection. And that we need to ensure that this data is processed accurately and fairly.

And so when people allege that the remote proctoring software for their professional licensing exam does not recognize their faces because they are black; when people allege that their data are being used to manipulate them into staying online far longer than they intend to be; when people allege that their information on social media is being used to target them — or avoid targeting them — for housing ads in a way that is discriminatory… none of these are harms relating to data collection; but all of these are harms that I think are rightfully encompassed in a commercial surveillance ANPR.

There’s a famous saying about the Fourth Amendment, that it protects people, not places. I think that privacy protects people, not data. And as the FTC considers rules to rein in prevalent unfair and deceptive trade practices, we would be remiss, in light of this longstanding policy, and long history, not to ask questions about all harms from unfair and deceptive practices online.

* * *

In closing, because I know we have in the room counsel for some of the country’s most prominent companies, I’d appreciate the moment to highlight a few areas that are personal priorities for me both in the ANPR and in the Commission’s work in general.

First is the question of algorithmic fairness. It used to be that only a narrow slice of your life was regulated by machine learning-driven algorithms. Now, increasingly, these black box systems are making decisions about hiring, health care, housing, and any number of critical areas of our lives.

Some say that our unfairness authority does not reach discrimination; Section 5 of the FTC Act does not mention discrimination, they say.

---

I say to them that, if you read Section 5, it also says nothing about privacy or data security. That’s because Congress did not define Section 5 on the basis of subject matter. Rather, Congress defined unfairness to block any conduct that substantially injures consumers, that is not reasonably avoidable, and that is not offset by a countervailing benefit.19 I emphatically agree with my colleagues Chair Khan and Commissioner Slaughter that discrimination could absolutely be the basis for Section 5 unfairness claim.20

Second, I am keenly interested in learning more about the potential mental health harms to children and teenagers stemming from prolonged use of social media, and potential solutions. There is now a broad body of research arguing that prolonged daily use of social media is associated with increases in depression, anxiety, thoughts of self-harm, and suicidal ideation.21 As I have explained elsewhere, this is a nuanced body of research; it is not the case that social media always hurts the average teenage user.22

However, the presence of that nuance only makes it more important that we as an expert agency collect comments on this issue and get a clear sense of what exactly is going on, particularly if children and teenagers’ data is being used to customize their experience in a way that encourages them to stay on social media longer than they themselves want. As one step in that direction, I’m pleased to report that it is now part of the FTC’s five-year strategic plan to
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explore the hiring of child psychologists and youth development experts, an idea first proposed by the House Republicans. I emphatically support it.

Third is the need to ensure that we are identifying and stopping fraud and other abusive data practices online regardless of the language in which it is conducted. There is no language exception to law enforcement. It is our responsibility as the nation’s leading consumer protection agency to find and stop fraud regardless of the language in which it is conducted; unfortunately, our ability to do that is not where it should be. I’d like to hear more about how new rules might encourage more effective enforcement by both the Commission and private firms against scams and fraud.

I am also pleased to report that from now on, the Commission will be tracking the language of the underlying illegal conduct that it is working to stop; this way, we will be able to track our success at stopping fraud in all languages. It is also now explicitly part of the Commission’s strategic plan to work to stop fraud in all languages, including Native American languages.

As we improve our own capacity to stop fraud in all languages, I will also be asking tech companies, particularly social media platforms, hard questions about what their internal capacities are to identify and take down frauds in languages other than English. I have been disappointed in many companies’ responses to congressional oversight on this issue. It is clear to me that they, like the FTC, need to do more to stop all fraud online.

Lastly, I am keenly interested in protecting Americans’ geolocation. This is work I began over a decade ago with a bill I worked on to shut down stalking apps. Unfortunately, today geolocation remains woefully unprotected – even though it is a portal to the most sensitive aspects of our lives. You may not tell even your closest friends and family that you are visiting an addiction treatment center, or a cancer treatment center, or a family lawyer. Your geolocation can reveal all of that.

The Commission has said for over a decade that this sensitive information needs to be closely guarded. I hope it is clear from the Commission’s recent actions that we will do everything in our power to protect it with our existing tools. I’d also welcome proposals for how new rules may address and prevent abuse and harmful invasions of location privacy and provide better protections in the future.

24 FTC Strategic Plan supra note 23 at 12.
I urge each of you to take the time to comment on the FTC’s commercial surveillance ANPR. We need your input. We will read it carefully and with interest.

Thank you for your time and attention. I’d be glad to answer your questions.