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Today the FTC and New York Attorney General announce a groundbreaking $170 million settlement with Google LLC and YouTube, LLC (“Defendants” or “Google”) for their violations of the Children’s Online Privacy Protection Rule (“COPPA Rule” or “COPPA”). This settlement achieves a significant victory for the millions of parents whose children watch child-directed content on YouTube. It also sends a strong message to children’s content providers and to platforms about their obligation to comply with the COPPA Rule.

Our complaint alleges that Defendants – without parental consent and in violation of the COPPA Rule – collected persistent identifiers from viewers of YouTube “channels” that they knew were directed to children, in order to serve behavioral advertising. Defendants touted YouTube’s popularity with kids, describing YouTube as “the favorite website for kids 2-12.” At the same time, however, Defendants told channel owners that YouTube didn’t have users below 13, and therefore no COPPA compliance was needed. Yet Defendants had actual knowledge that numerous channels on the YouTube platform were directed to children. Taken together, this conduct violated the COPPA Rule.

Here are the most significant aspects of the settlement:

First, it requires Defendants to pay $136 million to the FTC and $34 million to New York. The $170 million total monetary judgment is almost 30 times higher than the largest civil penalty previously imposed under COPPA. This significant judgment will get the attention of platforms, content providers, and the public.

Second, the settlement includes strong conduct relief that goes beyond the technical requirements of COPPA. Indeed, as Commissioner Slaughter notes, this relief will change YouTube’s business model going forward. Under COPPA, third parties that host and serve ads on child-directed content – but do not themselves create the content – are not responsible for making inquiries about whether the content is child-directed. This settlement now makes Defendants responsible for creating a system through which content creators must self-designate if they are child-directed. This obligation exceeds what any third party in the marketplace currently is required to do. It represents the first and only mandated requirement on a platform or third party to seek actual knowledge of whether content is child-directed.

Third, the complaint alleges two first impression applications of COPPA. First, the complaint alleges that individual channels on a general audience platform are “websites or online services” under COPPA. This framing puts content creators and channel owners on notice that we consider them to be standalone “operators” under COPPA, subject to strict liability for COPPA violations. Second, the complaint alleges that YouTube has liability under COPPA as a third party. When the Commission amended the COPPA Rule in 2013, we stated that platforms are not generally responsible for child-directed content that appears on them, unless the platform possesses actual knowledge that it is collecting personal information from users of a child-
directed site or service. As detailed in the complaint, YouTube did possess actual knowledge as evidenced by its own marketing efforts, information received from channels, and its review of channel content to curate for the YouTube Kids App.¹

This strong settlement is only one of several actions the Commission recently has taken to protect children online. In July, the Commission announced that it is seeking comment on the COPPA Rule and holding a public workshop on October 7, 2019. We initiated this workshop to seek comment on whether the Rule correctly articulates the factors to consider in determining whether a website or online service is directed to children; whether the Rule should be amended to better address websites and online services that may not include traditionally child-oriented activities but have a large number of child users; and whether the Rule should be modified to encourage general audience platforms to identify and police child-directed content uploaded by third parties.

* * * * *

Two of our colleagues dissent from today’s action. Neither of our dissenting colleagues takes issue with the filing of the complaint or the allegation that Defendants violated the COPPA Rule. Nor do they take issue with the relief we did obtain. Rather, they contend we should have obtained more in our settlement, in terms of both injunctive provisions and monetary relief.

As to injunctive relief, Commissioner Slaughter would like to see the order include a “technological backstop to identify undesignated child directed content and turn off behavioral advertising.” Putting aside the question of whether a court would require a company to invent a technology to catch violative conduct when the COPPA Rule does not require platforms to affirmatively seek actual knowledge of whether content on channels is child-directed, adding such a requirement in the order would be an empty gesture. Defendants could easily develop a half-hearted measure that would technically comply with the order and give the public a false sense of security. Moreover, such a measure likely would catch in its net channels not directed at children, therefore limiting content to other audiences while the errors are resolved.

Commissioner Slaughter appears to be concerned that use of a self-designation method under the order could become a safe harbor from enforcement, allowing Google to escape liability if the Commission were to show additional evidence of actual knowledge. However, a technological backstop could similarly be used as a safe harbor. In reality, of course, there are no such safe harbors. If the Commission were to find new evidence of actual knowledge, such as Google’s own marketing materials, it could bring a new COPPA case, as it did here.

To be clear, we agree with Commissioner Slaughter’s concern that channel creators may not have an incentive to self-designate content as child-directed. We routinely conduct sweeps of industries to determine compliance with our Rules, and we plan to conduct a sweep of YouTube channels following implementation of this order’s provisions to determine whether there are any further violations of COPPA.²

¹ YouTube Kids hosts videos for children and includes parental controls and content filters.
² In the interim, parents who remain concerned about issues not covered by COPPA, such as exposing their children to negative content on YouTube, have the option of limiting their children to the use of the curated YouTube kids app.
Commissioner Slaughter also raises a concern about foreign channel owners that may be beyond the reach of the Commission. The Commission has taken COPPA actions against numerous foreign entities, including Tik Tok, VTech, and inMobi. The Commission has additional tools with respect to foreign entities, such as warning letters copied to related U.S.-entities. These warning letters have successfully induced app stores to remove apps until they came into compliance with COPPA. In this context, a warning letter from the FTC, copied to a general audience platform such as YouTube, could help to establish the actual knowledge required for liability of the platform under COPPA.

As to monetary relief, Commissioner Chopra makes the unsupported assertion that, because the disgorgement amount does not exceed all ill-gotten gains, the penalty is too low. We agree that the penalty should be higher than a company’s ill-gotten gains, and in this case, it is.

The ill-gotten gains from the violative conduct here consist of gains from behavioral advertising on channels that contained child-directed content that Google actually knew were directed to children. The standard for proving actual knowledge in court is not speculation as to what Google must have known or should have known. Rather, the burden would be on the Commission to establish Google’s actual knowledge of the child-directed nature of each of the channels on the YouTube platform.

Commissioner Chopra makes an additional argument, that Google conducts analytics on child-directed content to enhance targeting and monetization across Google properties, and that this revenue should be disgorged. However, conducting analytics on child-directed content is specifically allowed by COPPA. Obtaining penalties in this matter based on the argument that enhancement of Google’s other products and services through analytics such as page views, time spent on a video, or algorithms for recommending videos is ill-gotten, is highly speculative.

Finally, Commissioner Chopra’s dissent does not account for the significant costs that the injunctive relief will impose on Google. The company will be required to create a system for self-designation of child-directed content and train employees about that system and about COPPA’s requirements overall. None of the other platforms – Twitter, Facebook (including Instagram), Snapchat, Apple, Amazon, Netflix, or others – are required to implement such a system. No other advertising network is required to ask child-directed content providers to affirmatively assert whether they are child-directed. This fencing-in relief comes at a significant cost.

---


4 The civil penalty in this matter also is based on an analysis of the civil penalty factors set forth in Section 5(m) of the FTC Act: the degree of culpability; any history of similar prior conduct; ability to pay; effect on ability to continue to do business; and such other matters as justice may require. 15 U.S.C. 45(m)(1)(C).
ongoing cost to Google, borne by no other company. An appropriate assessment of the deterrent effect of this order must take into account these additional costs – both tangible and intangible.\(^5\)

When deciding whether to accept a settlement, we must always consider whether the relief we are obtaining is equal to or better than what we could reasonably obtain through litigation. Our dissenting colleagues suggest that a federal district court judge would grant not just the remarkable injunctive relief staff obtained here – relief that will require Defendants to implement significant changes to their business model that exceed the specific obligations of the COPPA Rule – but also a civil penalty that is significantly higher than the $136 million the FTC obtained here, and disgorgement of hundreds of millions of dollars of ill-gotten gains (at least, per Commissioner Chopra’s calculations), and a requirement that Defendants invent and then implement a new algorithm designed to automatically identify and tag child-directed content. We choose not to gamble the protection of children now in hopes of hitting a jackpot in the future.

In short, we believe the significant monetary penalty, coupled with the far-reaching conduct relief, is almost certainly better than what we would achieve in litigation. Importantly, the relief for consumers is immediate, rather than after years of litigation. It is for this reason that we have voted for this settlement.

\(^5\) Commission COPPA actions not only have deterrent effects on the defendants but ripple effects in the industry. We recently learned that, in the wake of our settlement in the Musical.ly/Tik Tok matter, Yoti, a company that offers a third-party age verification service, received a substantial increase in requests for their services from U.S and foreign companies that seek to ensure compliance with COPPA so as to avoid FTC enforcement action. Yoti directly attributes the rapid growth in demand for its technologies to FTC enforcement and consumer demand for data privacy. See Letter from Yoti to Commissioner Christine S. Wilson (July 19, 2019), attached hereto as Appendix A.
Appendix A
Dear Commissioner Wilson -

I would like to thank you again for taking the time to meet with Julie, Tim, Lorien, and me earlier this week. I know your schedule is packed and the generosity of your time is greatly appreciated.

It was exciting to hear the alignment of goals between Yoti and your office, notably, using new privacy-centric and secure technologies to make the Internet a safer place for kids. It’s easy for technology companies to proclaim that solutions are too hard, or too expensive, or too threatening to their bottom line, and I hope that the example of Yoti and our customers can be held up as an affront to those claims.

As requested, I have compiled some data about the recent trends we’ve seen since your TikTok action in February.

Since that time, we’ve entered into three new integrations with companies in the social media/live streaming industry. Those three platforms are used by a total of 105 million people worldwide. Additionally, we’ve had conversations with a number of other companies. There is no question that there exists a sense of urgency in that industry, and I’ve heard a number of people mention the FTC and TikTok in the same sentence as a cautionary tale.

One great example of a company working hard to keep children off of its platform is LiveMe, which, like TikTok, is a live streaming company headquartered in Beijing. I’ve worked closely with their teams in both Beijing and Los Angeles to test Yoti on their platform, which is happening as we speak. It is my experience that their intentions are genuine about child safety on LiveMe.

Here is a quote from LiveMe’s Head of Global Partnerships, Blake Barrett:

“Traditional age verification is a cost-prohibitive method that few social media platforms utilize at scale. Yoti provides a more cost-effective alternative utilizing AI accurate to +/-2 years to age-verify both new and existing users. LiveMe is currently testing
Yoti as the latest line of defense for LiveMe’s community and comprises ongoing Trust & Safety initiatives to protect LiveMe users, ensuring a safer online community for all.”

Similarly, Yoti has a budding relationship with SuperAwesome. After our meeting we reached out to SuperAwesome, and the CEO, Dylan Collins, authorized us to share with you that:

- “Following the March 2019 TikTok settlement, we [SuperAwesome] have seen an 80% increase in the number of parents using our parental consent platform to grant permissions for their child’s in-game requests. This increase in parental verification is a signal that parents are becoming more aware of data collection, driven by FTC enforcement and media coverage.

- In the past 30 days (to July 19th), our [SuperAwesome’s] kid-safe ad filter has removed an average of 14 trackers each from 123 MILLION ads which were intercepted before being delivered to children’s content.

Dylan offers you the following quote, if useful to you: “[t]here is absolutely no question that the growth in adoption of kidtech has been driven by FTC enforcement and consumer demand for data privacy protections, especially for children. In fact, the FTC can quite rightly take credit for the creation of kidtech, one of the leading social impact sectors globally.”

All of us at Yoti remain committed to working with companies and regulators in the US and abroad to use our technology to make kids safer online. If I can be of any further help, please don’t hesitate to let me know.

Best regards

Adam Grayson
Growth & Partnerships - Americas
Yoti