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Welcome

We Will Be Starting Shortly



Welcome and Introductory Remarks

Bruce Hoffman
Federal Trade Commission
Bureau of Competition



Algorithmic Collusion

Session moderated by:

Ellen Connelly
Federal Trade Commission
Office of Policy Planning

James Rhilinger
Federal Trade Commission
Bureau of Competition



Algorithmic Collusion

Maurice E. Stucke
University of Tennessee College of Law
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Algorithmic Collusion

Al Deng
Bates White
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Algorithmic Collusion

Kai-Uwe Kuhn
University of East Anglia
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Algorithmic Collusion

Rosa M. Abrantes-Metz
Global Economics Group
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Algorithmic Collusion

Sonia Kuester Pfaffenroth
Arnold & Porter
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Algorithmic Collusion

Joseph E. Harrington, Jr.
University of Pennsylvania
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Algorithmic Collusion

Panel Discussion:

Maurice E. Stucke, Al Deng, Kai-Uwe Kuhn,
Rosa M. Abrantes-Metz,
Sonia Kuester Pfaffenroth,
Joseph E. Harrington, Jr.,

Moderators: Ellen Connelly & James Rhilinger



Break
10:45-11:00 am



Framing Presentation
(prerecorded)

Michael I. Jordan
University of California, Berkeley

He mm s on Competition and Consumer Protection in the 21st Centy iry
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Emerging Competition, Innovation, and
Market Structure Questions Around Algorithms,
Artificial Intelligence, and Predictive Analytics

Session moderated by:

Brian O'Dea
Federal Trade Commission
Bureau of Competition

Nathan Wilson
Federal Trade Commission
Bureau of Economics



Emerging Competition, Innovation, and
Market Structure Questions Around Algorithms,
Artificial Intelligence, and Predictive Analytics

Panel Discussion:

Robin Feldman, Joshua Gans,
Preston McAfee, Nicolas Petit

Moderators: Brian O'Dea & Nathan Wilson
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Facial Analysis Technology
Warning Signs
Joy Buolamwini

Algorithmic Justice League | MIT Media Lab
PhD, MIT Pending

Oprah Winfrey Serena Williams Michelle Obama

"a young man wearing a black shirt”

™ 1

amazon BT Microsoft
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Automated Facial Analysis Tasks

DETECT
Is there a face?
| |
YES NO
|
| |

IDENTIFY or VERIFY CLASSIFY ATTRIBUTE
Have | seen this face? What type of face?
Aml| Iooklng for this face? (age, gender, emotion, etc.)

@\ @m@ Q)

Gy

|dentify: one-to-many Verlfy one-to-one
ex. police search Is this the same face?

ﬁ exX. unlock phone, pay with face
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The Coded Gaze

Algorithmic bias creating
exclusionary experiences
discriminatory practices

/
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Gender: Female
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Silent Sweep: Over 117 Million US Adults
IN Face Survelllance Databases

One In two American adults Is
In a law enforcement face
recognition network used In
unregulated searches
employing algorithms with
unaudited accuracy.

The Perpetual Line Up
(Garvie , Bedoya, Frankle 2016)




Real-World Impact

“In two cases [Scotland Yard
Report], innocent women
were matched with men:

- lan Drury, The Daily Mail — May 15 2018

of South Wales Police’s
automated facial
recognition matches

AR

innocent people’s
biometric photos taken and stored
without their knowledge
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The Hidden Dangers
Of Facial Analysis

Joy Buolamwini
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cinl detection software for n
coding project, the robot |
programmed couldn detect my darks
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Potential Harms Index

INDIVIDUAL HARMS COLLECTIVE

ILLEGAL DISCRIMINATION UNFAIR PRACTICES SOCIAL HARMS
HIRING
EMPLOYMENT
INSURANCE & SOCIAL BENEFITS LOSS OF OPPORTUNITY
HOUSING

EDUCATION
]

CREDIT

DIFFERENTIAL PRICES OF GOODS
|

LOSS OF LIBERTY
INCREASED SURVEILLANCE SOCIAL
STEREOTYPE REINFORCEMENT STIGMATIZATION
DIGNATORY HARMS

ECONOMIC LOSS
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Gender Shades

Intersectional Accuracy Disparities in Commercial Gender Classification

230+ articles in 37+ countries on MIT Thesis Research findings

Buolamwini, J., Gebru, T. "Gender Shades: Intersectional Accuracy Disparities in Commercial
Gender Classification." Proceedings of Machine Learning Research 81:1-15, 2018 Conference
on Fairness, Accountability, and Transparency
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Gold Standard Measures of Success Mislead

75% MALE

Does your data reflect the world?



False Sense of Progress

2014

97.35%

(Taigman et al., 2014)

GOLD STANDARD SKEWS
Released in 2007

~77.5% Male

(Han and Jain, 2014)



National Benchmarks Not Immune

NIST 2015 [JB-A BENCHMARK

INTERSECTIONAL BREAKDOWN SINGLE AXIS

4.4% Darker Female 24.6% Female
20.2% Lighter Female 75.4% Male

59.4% Lighter Male
16% Darker Male
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Towards Better Evaluation

TNl | PILOR PARLIAMENTS
w |5 | 541 ~ 4 H BENCHMARK

FIRST GENDER AND SKIN
TYPE LABELED GENDER
CLASSIFICATION
BENCHMARK

54.4% Male
53.6% Lighter

RWANDA
dNYINIL

~ SENEGAL
aNYI3dIl

"h[ ](ﬂ ﬂ n &

FEMALE FEMALE

S.AFRICA
N3IA3MSE
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Testing Commercial Al Systems

How accurate are systems from IBM, Microsoft, and Face++ at
determining the gender of faces in inclusive benchmark?

Microsoft

Cognitive Services
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Overall Accuracy

Aggregate performance metrics can mask racial and gender bias

B K Y FACE*
. = =

93.7% 90% 87.9%

www.gendershades.org

OE E;' May 2017 PPB Results
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Gender Bias

All companies perform better on men than women

FEMALE FACES MALE FACES

. 89.3% 97.4%

E ] FACE*+* 78.7% 99.3%

8-21%
ERROR
GAP

FEMALE MALE

79.7% 94.4%

-||I

www.gendershades.org

May 2017 PPB Results
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Skin Type ~ Racilal Bias

All companies perform better on whites than people of color

DARKER FACES

= erax

. | - 0
Ly FACE+ 83.5%

77.6%

12-19; |

99.3%

0 ERROR
95.3% GAP
96.8%

DARKER LIGHTER

www.gendershades.org

%®

May 2017 PPB Results

An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | #ftchearingssz



Intersectional Performance

94% 79.2% 100%  98.3%

DARKER DARKER LIGHTER LIGHTER
MALES FEMALES MALES FEMALES

i® May 2017 PPB Results
P
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Intersectional Performance

99.3% 65.5% 99.2% 94.0%

I:ACEH. . I I

DARKER DARKER LIGHTER LIGHTER
MALES FEMALES MALES FEMALES

I@ May 2017 PPB Results
7
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Intersectional Performance

88% 65.3% 99.7% 92.9%

DARKER DARKER LIGHTER LIGHTER
MALES FEMALES MALES FEMALES

l@ May 2017 PPB Results
(/
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Further Disaggregation Uncovers Even
Higher Error Rates

)

TYPE | TYPE Il TYPE I TYPE IV TYPE V TYPE VI

H 1.7% 1.1% 3.3% 0% 23.2% 25.0%

TOFAcE™ 119% 9.7% 82% 13.9% 32.4% 46.5%

T=c= 5.1% 7.4% 82% 83% 33.3% 46.8%

*Commercial Error Rates Per Skin Type on Female Labeled Faces in PPB

%KQ%\\ May 2017 PPB Results
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Company Responses to Gender and Racial
Bias iIn Commercial Al Systems

IBM and Microsoft engaged researchers

All companies released new products within 7 months of
receiving audit results



Self-Reported Improvement

February 2018 Internal IBM Results

98% 96.5%  99.8% 100%

DARKER DARKER LIGHTER LIGHTER
MALES FEMALES MALES FEMALES

Self-Reported Results With .99 Treshhold
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External Follow-Up Evaluation

August 2018 PPB Results

99.4% 83.0% 99.7% 97.6%

DARKER DARKER LIGHTER LIGHTER
MALES FEMALES MALES FEMALES

Accuracy Determined Using Gender Label Returned By API
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Accuracy Doesn’t I\/Iltlgate Abuse

IBM USED NYPD SURVEILLANCE FOOTAGE
TO DEVELOP TECHNOLOGY THAT LETS
POLICE SEARCH BY SKIN COLOR

®



Regulators Mitigate Abuse

Gender Shades Research Supported Recommendations

 Require Vendors of Facial Analysis Technology To:
* Implement internal bias evaluation, mitigation, and reporting procedures
» Regularly report performance on national benchmarks
o Support independent evaluation from research community

* Require National Institute of Standards & Technology To:
* Make public demographic and phenotypic composition of benchmarks
* Report accessible intersectional performance metrics

D
/7



Regulators Mitigate Abuse

Broader Considerations

« Consent and Control: Ensure consumers have meaningful opportunity to consent or refuse
capture of face and ability to control use of face data — (Require companies like Facebook Provide
Face Purge Option)

« Transparency: Require disclosure when facial analysis technology is in use and information about
storage and use of face data

e Due Process: Provide mechanisms for redress and contestation of decisions made with or
informed by facial analysis technology

 Heightened Privacy:. Recognize that face images are identifying information, and enable
processors to determine consumers’ precise geolocation information



For More Information Contact

comms@ajlunited.org

Oprah Winfrey Serena Williams Michelle Obama

amazon a® Microsoft
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Lunch
1:00-2:15 pm



Fairness and Intelligibility In
Machine Learning Systems

Jenn Wortman Vaughan
Microsoft Research

Hearings on Competition and Consumer Protection in the 21st Century
An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | #ftchearings
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The Age of Al

NIPS Registrations
9000

8000
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Presenter
Presentation Notes
At the risk of stating the obvious: we're living in the age of AI.  Artificial intelligence is everywhere---that’s why we’re gathered here today.

We’re at the point where AI systems can recognize individual people in images and translate speech on the fly.

This plot on the right here is showing registration numbers over the year for NIPS, the top academic conference on machine learning. Last year the conference sold out, with 8000 participants registered.  This year the first round of registration sold out in less than 12 minutes.

All of this means there are some amazing opportunities and it's an exciting time to work in machine learning.  But at the same time...


New Challenges

Online Ads for High_Paying Jobs Are Targeting Do Google's unprofessional hair’ results

show it is racist?

Men More Than Women New study Leigh Alexander

uncovers gender bias
When it Comes to Policing, Data Is

When Algorithms Discriminate Not Benign

The online world is shaped by forces beyond our control, determining the ining the Q 8 9 , ﬂ m M m
stories we read on Facebook, the people we meet on OkCupid and the 1the ‘ LA flﬁ am
search results we see on Google. Big data is used to make decisions about 1s about iq g Q

health care, employment, housing, education and policing. ﬁr ﬂiﬁ g ﬂq ‘Rn (H

Amazon just showed us that 'unbiased’ jj & '4* ﬁn
algorithms can be inadvertently racist .

Technology

Google apologises for Photos app h ° ®
racist blunder M ac I n e B Ias

There's software used across the country to predict future criminals. And it's biased against blacks.

N A SPRING AFTERNOON IN 2014, Brisha Borden was running
late to pick up her god-sister from school when she spotted an

unlocked kid's blue Huffy bicycle and a silver Razor scooter. Borden
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Presenter
Presentation Notes
We're seeing that these new opportunities also raise new challenges. 
These challenges tend to receive a lot of attention in the media, usually when things go wrong.
We are hearing more and more stories about algorithmic bias or algorithmic discrimination.�These high-profile stories have highlighted how important it is to get AI right----to make sure that AI does not discriminate or further disadvantage already disadvantaged groups.


Microsoft’s Al Principles

I @, B ;& ., W\ "

/s
“

Fairness Reliability Privacy & Inclusive- TF“?{
& Safety Security ness . Future
Computed

By Whcnosci

@ Transparency

&3 Accountability

&
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Presenter
Presentation Notes
Our CEO at Microsoft, Satya Nadella, takes seriously both the value of AI and the importance of addressing the challenges that come with it.

Satya published a great piece in Slate in 2016 that outlined his principles of AI.  These later evolved into the six principles laid out in The Future Computed:  Four core principles of fairness, reliability & safety, privacy & security, and inclusiveness, underpinned by two foundational principles of transparency and accountability.


FATE: Fairness, Accountability
Transparency, and Ethics in A
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Presenter
Presentation Notes
These principles are also at the heart of the research that my colleagues and I do within the FATE research group at Microsoft Research in NYC.

The four pillars of the FATE group are fairness, accountability, transparency, and ethics.


w & B B D X e

Sensitive Al Reliability Human-Al Fairness Intelligibility &  Engineering Human
Uses of Al and Safety Collab and and Bias Explainability  Practices for Attention &
Interaction JAY Cognition

AETHER Committee

Al Ethics and Effects in Engineering and Research
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Presenter
Presentation Notes
Of course we’re not the only group within Microsoft thinking about these issues. Microsoft’s Aether Committee was established in 2016 to discuss and recommend programs, policies, procedures, and best practices on issues to do with AI, people, and society.  

The Aether committee now has working groups focused on seven topics: …


® Partnership on Al

to benefit people and society

s

aws Google @ DeepMind  B% Microsoft ~ facebook. @
N’
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Presenter
Presentation Notes
And Microsoft is part of larger efforts such as the Partnership on AI, a multi-stakeholder organization with around 70 companies and other partners involved that is dedicated to studying and promoting best practices for AI.


What are machine learning and Al?
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Presenter
Presentation Notes
Before I jump into fairness an intelligibility, let me take a step back and say a few words about what AI and machine learning are.

I know you’ve been hearing a lot about these topics over the last two days, so I’ll keep this short, but I want to make sure we’re all on the same page.


Al

Computers doing

things that we

would normally
think of as
intelligent

&
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Presenter
Presentation Notes
There are many ways of defining Artificial Intelligence, but my view is that, roughly speaking, AI is about computers doing things that we would normally think of as “intelligent.”

In some cases, this means mimicking human intelligence, as in the case of computer vision or speech recognition.

In other cases, it might mean performing tasks that humans aren’t any good at, like making quick decisions about which link a user visiting a website is most likely to click on.

[Next few slides inspired by Sebastian Nowozin’s deck]



Al

Computers doing

MACHINE LEARNING

Systems that learn from DATA and
EXPERIENCE instead of being
explicitly programmed

things that we

would normally
think of as
intelligent
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Presenter
Presentation Notes
Machine learning is a subfield of AI that is focused on systems that learn from data and experience as opposed to being explicitly programmed to behave in some way.

Machine learning algorithms search for patterns in data and use them to make predictions about the future.

Examples include spam filtering, music recommendation systems, and targeted advertising.



Al

Computers doing

MACHINE LEARNING

Systems that learn from DATA and
EXPERIENCE instead of being
explicitly programmed

things that we
would normally
think of as

. . NEURAL
intelligent NETWORKS

=
S
r .
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L
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Presenter
Presentation Notes
A neural network is one specific type of machine learning model.

In the 80s and 90s, relatively few people were working on neural networks, and they made up only a small part of the machine learning landscape.


MACHINE DEEP LEARNING

LEARNING

&
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Presenter
Presentation Notes
These days the picture has changed a bit.

Largely due to increases in computational power and the availability of huge amounts of data that enable neural networks to perform well, there is a lot more emphasis on them these days, often under the name “deep learning.”

Deep learning is most often used for tasks like speech and vision where there is a lot of structure in the data.


&
2

Types of Machine Learning

- Supervised learning: Use labeled data to learn a
general rule mapping inputs to outputs

- Unsupervised learning: Identify hidden structure and
patterns in data,; cluster data points

- Reinforcement learning: Perform a task, such as
driving a vehicle or playing a game, in a dynamic
environment, learning through trial and error


Presenter
Presentation Notes
Loosely speaking, machine learning can be broken into three categories.

In supervised learning, we use labeled data instances, such as medical scans labeled as containing a tumor or not containing a tumor, to learn a general rule mapping inputs to outputs----so mapping a new scan to either “tumor” or “not tumor.”

In unsupervised learning, the goal is to uncover hidden structure or patterns in data, perhaps by clustering similar data points together.

In reinforcement learning, the goal is to perform a task, such as driving a vehicle or playing a game, in a dynamic environment, and learning takes place over time through trial and error.


Why might a machine learning
system be unfair?

% An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | #ftchearings58


Presenter
Presentation Notes
Now that I’ve said what machine learning is, I want to spend the next few minutes giving some intuition for why it can be biased or unfair.

To do this, it’s useful to consider the machine learning pipeline.


The Machine Learning Pipeline

Feedback # Task

Definition
Dataset
Deployment Construction
Testing Model
Process Definition

&Training ,

@ Process
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A typical machine learning pipeline looks something like this.
We start by defining the task or problem that we would like to solve.
We next construct a dataset.  Dataset construction involves selecting a data source, acquiring the data, preprocessing the data, and perhaps labeling the data.
Third, we define a model. Are we going to use a linear model or a decision tree or a neural network? What is our objective function? Each of these choices is associated with its own set of implicit assumptions. 
Fourth, we train the model on the data.
We next test and validate the model…
Before deploying the model in the real world.
And finally, we gather feedback about performance in practice and use that to improve the system.
We’ll see that decisions made at every point in the pipeline can introduce bias.


Task Definition

Feedback ~ Task

Definition
Dataset
Deployment Construction
Testing Model
Process Definition

&Training ,

@ Process
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Let’s start with the definition of the task itself. 
What problem are you trying to solve?



Task Definition

A

(b) Three samples in non-criminal ID photo set S,
Figure 1. Sample ID photos in our data set.

@ (Wu and Zhang, 2016)
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In 2016 a research paper came out by a group in China who were training a face recognition system to predict who is going to commit a crime based on images of people’s faces.
This is extremely concerning for a whole suite of reasons and could lead to substantial harms for those who are misclassified. 
I would argue this is not a task that people should try to solve with machine learning.

But there are more subtle examples too. Consider the problem of gender classification (that Joy discussed earlier), predicting someone’s gender from a photo.
On the surface it might be less clear what the harms are here.
But there are a couple of potential issues. For example, if a gender classifier only predicts binary gender, it’s not going to work for people whose gender is nonbinary, and likely won’t work well for transgender people either.
In this case, it might be worth rethinking the task definition, or at least talking it over with diverse stakeholders.


Dataset Construction

Feedback ‘ Task

Definition
Dataset
Deployment Construction
Testing Model
Process Definition

&Training ,

@ Process
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Let’s move on to dataset construction.
There are several different ways that bias can arise at this stage of the pipeline.



Data: Societal Bias

Amazon scraps secret Al
recruiting tool that showed
bias against women

Jeffrey Dastin 8 MIN READ yw f

SAN FRANCISCO (Reuters) - Amazon.com Inc’s

(AMZN.O) machine-learning specialists uncovered a big

problem: their new recruiting engine did not like women.
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One is that the data source may reflect societal biases.
The world has a lot of bias in it, and usually our datasets reflect the world.

This is what happened when Amazon tried to build a machine learning-based recruiting tool.

If your data source contains mostly male resumes, and you’ve historically hired mostly men, your machine learning system is going to pick up on this.


Data: Societal Bias

Google
Translate
English Spanish French English - detected -~ ".p
He is a nurse %
She is a doctor
) o 29/5000
Translate
English Spanish French Turkish - detected ~ -
O bir hemsire *
O bir doktor
O o 26/5000

An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | #ftchearings64

Tumoffinstant translation €3
English Spanish Turkish -~ m
O bir hemsire
O bir doktor
r e < # Suggest an edit
Tum off instant translation €19
Turkish English Spanish ~
She is a nurse
He is a doctor ©
[{‘] W < # Suggest an edit

(Caliskan et al., 2017)
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Linguistic bias is also a problem.

Researchers at Princeton (including Arvind Narayanan, who will be speaking in the next session) found that translating “He is a nurse” and “She is a doctor” into Turkish, a gender-neutral language, and then back into English typically yields the stereotypical “She is a nurse” and “He is a doctor.”

I want to emphasize that these translations were not explicitly programmed, but were a result of the data the translation systems were trained on.
People are more likely to say “she is a nurse” than “he is a nurse.”
So a translation system trained on text or speech generated by people is going to prefer that translation.


R

Data: Societal Bias

B Microsoft b O signin

Translator — Text

) v X
He is a nurse. O bir hemgire.
She is a doctor. O bir doktor.
31/5000 & Sugpest an edit IRl
= ) -
O bir hemsire. She's a nurse.
O bir doktor, He's a doctor.
28/5000 & suggest an edit 0 =
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To show that I’m not just picking on Google here, I’ll point out that the same thing happens with Microsoft’s translator, for the same reasons.


Data: Skewed Sample

Gender Darker Darker Lighter Lighter Largest
Classifier Male Female Male Female Gap
=I Microsoft 94.0% 79.2% 100% 98.3% 20.8%
I BN 2 N
K FacE+ 99.3% 65.5% 99.2% 94.0% 33.8%
= I I BN
IEES 88.0% 65.3% 99.7% 92.9% 34.4%
T [ I N

(Buolamwini and Gebru, 2018)
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Bias can also arise if data is collected from a skewed source.
As one example (that we saw in Joy's talk), if we train a face recognition system on images that are mostly white men, then it will likely work well for white men, but maybe less well on other populations.


Data: Labeler Bias

More States Opting To 'Robo-Grade’
Student Essays By Computer

June 30, 2018 - 8:13 AMET
Heard on Weekend Edition Saturday

TOVIA SMITH

. . _ , : ; . . ; 67
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Yet another way that bias can arise in dataset construction is through the use of human labelers.
For example, there is a lot of research out there showing that human biases come into play when grading essays.
But some states are still using automated essay grading systems that are trained on essays graded by humans, treating the humans’ scores as ground truth.


Model Definition

Feedback ‘ Task

Definition
Dataset
Deployment Construction
Testing Model
Process Definition

&Training ,

@ Process
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Ok, let’s move on to the model definition.


Models are Mathematical Abstractions

price of house = w,; * number of bedrooms
+ W, * number of bathrooms
+ W5 * square feet
+ a little bit of noise

R ol


Presenter
Presentation Notes
A model is a mathematical abstraction of (some part of) the world.

For example, we might assume that the price of a house is a linear function of the number of bedrooms, the number of bathrooms, and the number of square feet, with a little bit of random noise or variation.

By its very nature, a model is simpler than the world, so choosing a model necessarily means making some assumptions. 
What should be included in the model and what shouldn’t?
How should we include the things we do?
And sometimes these assumptions privilege some people over others. 




Model: Assumptions

Artificial Intelligence Is Now Used to
Predict Crime. But Is It Biased?

The software is supposed to make policing more fair and
accountable. But critics say it still has a way to go.
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Consider predictive policing.
A predictive policing system may make predictions about where crimes will be committed based on historic arrest data.
One implicit assumption here is that the number of arrests in an area is an accurate measure of the amount of crime.
This doesn’t take into account that policing practices can be racially biased, 
Or that there may be historic overpolicing in less affluent neighborhoods.


Training Process

Feedback ‘ Task
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Process Definition

&Training ,
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Let’s now move on to the training process.  



Training Process

price of house = w, * number of bedrooms
+ W, * number of bathrooms
+ W, * square feet
+ a little bit of noise


Presenter
Presentation Notes
This is the stage where you optimize the parameters of your model---the weights w1, w2, and w3 in the example I showed earlier---based on your training data.
There’s some good news here.


Training Process

schedule[ ] <= .total iter:
= time.time()

= np.outer(W d C, Wd C)
. ol diag CC] =W a C
Ne
N

 K[Mone, :, _None,

oneWNone,

SKCC &Y SKCC

mask.nd]
mask
N, Theta NC))

mask

= np.einsum( , mask TNN, Theta NC)
= np.einsum( , zeta TNC, Theta NC)
= np.einsum( , zeta TCC, Psi TS)

= d + zeta SCC[:, None, :, :]
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Once you’ve settled on your dataset, your model, and your objective, the actual training algorithm is probably not going to introduce any additional bias.
We see this as a common misconception: you generally don’t have a “biased algorithm,” at least not a biased training algorithm.
The problem usually comes from the data or model or objective or these other factors we’ve discussed.


Testing Process

Feedback ‘ Task

Definition
Dataset
Deployment Construction
Testing Model
Process Definition

&Training ,
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The testing phase of the pipeline is your opportunity to check for biases and potential harms.
And problems can arise if you don’t have the right metrics in mind.



Testing: Metrics

on tutorial:
21 fairness definitions’and their politics

Arvind Narayanan
(Computer scientist, Princeton University)

Computer scientists and statisticians have devised numerous mathematical criteria to define
what it means for a classifier or a model to be fair. The proliferation of these definitions
represents an attempt to make technical sense of the complex, shifting social understanding of
fairness. Thus, these definitions are laden with values and politics, and seemingly technical
discussions about mathematical definitions in fact implicate weighty normative questions. A
core component of these technical discussions has been the discovery of trade-offs between
different (mathematical) notions of fairness; these trade-offs deserve attention beyond the
technical community.

Aem T | [P e | e o = e I R o =3 s il Kl =1 w e oo = A A A Srall=] o e e e A I e B A o e
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There are a lot of fairness metrics out there that are more or less appropriate in different contexts, and there’s actually a great tutorial on this from last year’s FAT* conference by Arvind.


Testing: Metrics
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To define these metrics, it is useful to start with the idea of a confusion matrix.
Suppose an AI system is making a binary decision, such as whether to reject or hire a candidate.
We can take any population that the algorithm was run on---say, all the men---and divide them into four groups:
Unqualified candidates who were rejected (true negatives)
Unqualified candidates who were hired (false positives)
Qualified candidates who were rejected (false negatives)
And qualified candidates who were hired (true positives)

Most of the fairness metrics people discuss can be defined in terms of the number of candidates who fall into each bucket.


Testing: Metrics

What is the probability that a

woman Is qualified given that
you choose to hire her? What
about a man?

o
D
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Qualified

SCIEe TN FN Predictive parity requires

(almost) equal values of

TP + FP
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For example, we could ask what is the probability that a woman is qualified given that you choose to hire her? What about a man?

Predictive parity requires that these probabilities be (almost) equal for the two groups.
 
You can think of this metric as assessing a form of calibration of the system. 



Testing: Metrics

What is the probability of hiring a
woman if she is unqualified?
What about a man?

o
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FP + TN
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Instead we could ask what is the probability of hiring a woman if she is unqualified?  What about a man?

False positive rate balance requires that these probabilities be (almost) equal for both groups.



Testing: Metrics

What is the probability of rejecting
a woman Iif she is qualified? What
about a man?

Unqgualified

False negative rate balance

requires (almost) equal values of

alics} FP | TP FN
N FN + TP
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Similarly, we could ask what is the probability of rejecting a woman if she is qualified?  What about a man?

False negative rate balance requires that these probabilities be (almost) equal.


Testing: Metrics

El ¥ B Donate

Machine Bias

There's software used across the country to predict future criminals.
And it's biased against blacks.
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You may have heard about some of the controversy around the ProPublica investigation a couple of years ago, which showed that COMPAS, a widely used recidivism prediction tool was, according to some metrics, racially biased.

In their audit of the COMPAS system, ProPublica considered some metrics which essentially boil down to false positive rate balance and false negative rate balance.
In other words, they asked whether COMPAS makes similar errors (in terms of both type and quantity) for black and white defendants, and, indeed, found that it does not.
Because of this, they said the system was racially biased.


Testing: Metrics

RESPONSE TO PROPUBLICA: DEMONSTRATING ACCURACY

EQUITY AND PREDICTIVE PARITY

The website ProPublica recently published a story that focused on the scientific
validity of COMPAS, raising questions about racial bias. As a result of the article and the
subsequent national attention that it garnered, Northpointe launched an in-depth
analysis of the data samples used by ProPublica. Drawing from the results of our
analysis of ProPublica’s data, Northpointe unequivocally rejects the ProPublica
conclusion of racial bias in the COMPAS risk scales.

Predictive modeling is a specialized field within statistics and the appropriate use and
interpretation of valid predictive models require a solid understanding of the
technigues and methodological nuances common to this type of work. Our detailed
review of how ProPublica conducted their analysis revealed several statistical and
technical errors such as misspecified regression models, mis-defined classification
terms and measures of discrimination, the incorrect interpretation and use of model
errors, and more. These errors led to a false conclusion of racial bias; we do not

An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | #ft::hearing581


Presenter
Presentation Notes
In response, Northpointe---the company behind COMPAS---argued that COMPAS does satisfy predictive parity, so it’s therefore fair. 

There was a lot of back and forth between people about this, and about why the system didn’t satisfy all of these metrics. 
However, it turns out that the situation is more complicated than it might appear on the surface.




Testing: Metrics

Monkey Cage

A computer program used for bail and sentencing
decisions was labeled biased against blacks. It’s
actually not that clear.

By Sam Corbett-Davies, Emma Pierson, Avi Feller and Sharad Goel
October 17, 2016

(Kleinberg et al., 2016;
Chouldechova, 2017)
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It turns out that it is mathematically impossible for a system to simultaneously satisfy predictive parity, false positive rate balance, and false negative rate balance.
Any system that satisfies two out of these properties must necessarily fail to satisfy the third.

I won’t go into more detail, but the takeaway here is that there will always be tradeoffs to consider when thinking about fairness,�and we should choose our metrics carefully.


Deployment
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Moving on to deployment, the most common issue here is that the deployment population is somehow different to the population you assumed you would have.
That is, your deployment population is different from the population from which your training and testing data were generated, or the population you had in mind when defining your model.



Deployment: Context

East Asian faces Caucasian faces
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(Phillips et al., 2011)
R

An FTC-Howard University Law School Event | November 13-14, 2018 | ftc.gov/ftc-hearings | T‘af"FTLr:I‘wa-arirlgs84


Presenter
Presentation Notes
A common example is collecting training data from people in one country, say the US, and then deploying a system in other parts of the world.

There was actually some interesting research way back in 2011 that looked at available face recognition tools and showed that the location where a face recognition system was developed had significant impacts on its performance on different populations. 

Specifically systems were substantially MORE accurate on faces from the same geographical region that the system was developed in.


Feedback
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Finally, there is the feedback stage.



Feedback Loops

Use history of drug-crime e
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More historic arrests in Black
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More policing in these areas

et

More arrests In these areas
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This is something that is discussed a lot in the context of predictive policing and hotspots.
As we’ve already discussed, predictive policing systems operate under the assumption that more arrests in an area means more crime.
This can create a feedback loop or self-fulfilling prophecy.
More officers are deployed to the neighborhoods where more crime is predicted.
This leads to more arrests, which leads to higher crime being predicted, and to even more officers being deployed here.



So what can we do?
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I’ve shown you how bias and unfairness can creep into an AI system.  What can we do about it?


Strategies to Mitigate Harms

- Prioritize fairness at every stage of the ML pipeline
- Think critically about implicit assumptions made at each stage

- Pay attention to potential biases in the data source and data
preparation process

- Check If test data matches the deployment context
- Involve diverse stakeholders and gather multiple perspectives
- Acknowledge our mistakes and learn from them
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Unfortunately there is no silver bullet, one-size-fits-all solution to bias, but there are strategies that we can take to mitigate possible harms.
- First and foremost, fairness needs to be prioritized at every stage of the machine learning pipeline. We simply cannot hope to address the problem if it is not.
- We must think critically about the implicit assumptions made at each stage. How might the model introduce bias? What about the metrics used to test the system?
- We should pay special attention to potential biases in the data source and data preparation process, since so many biases are introduced through the data.
- We should ensure that the population whose data is used for training matches the population who will use a system in practice.
- We should involve diverse stakeholders in discussions at every stage of the pipeline and gather multiple perspectives. Diverse teams have an advantage here, and this is something it’s worth considering in hiring.
- Finally, we should acknowledge our mistakes and learn from them.  When it comes to bias and fairness, perfection is not possible.  We should be willing to learn and do better next time.


Transparency vs. Intelligibility
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For the last few minutes of my talk, I want to move on from fairness to discuss another pillar of the FATE group, transparency, and its relationship to intelligibility.


What Is Transparency?

- In policy circles, transparency represents two distinct ideas
* People should be able to understand and monitor how Al systems work

 Those who deploy Al systems should be honest and forthcoming about
how and when they are being used

- In machine learning circles, the former is called “intelligibility” or
“Interpretability,” and literal transparency can work against it!
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Within policy circles, it’s common for people to use the term "transparency” in two somewhat different ways.  

First, it represents the idea that people should be able to understand and monitor how AI systems work.

Second, it’s used to suggest that those who deploy AI systems should be honest and forthcoming about how and when AI is being used. 

[…]

In machine learning circles, this first idea is usually referred to as "intelligibility" or "interpretability" and literal "transparency" --- that is, the providing information about model internals --- can actually work against it.


Transparency # Intelligibility

- Exposing ML source code doesn’t tell us much

- Exposing model internals can stop people from noticing when a
model makes a mistake because of information overload
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In particular, one way of being “transparent” would be to expose the source code used to train a machine learning model.
However, this source code would tell us almost nothing about why an AI system behaves the way it does---especially if we don’t also have access to the training data or model parameters.

Another form of “transparency” might involve exposing the internals of a model (such as all the learned parameters).  However, several research studies, including a recent study that I ran with colleagues at Microsoft, show that---at least in some situations---exposing model internals can overwhelm people with information, making them less likely to notice when a model will make a mistake.


Why intelligibility?
— Accountabillity: An applicant wants to know why she was denied a loan.

— Trust: A model deployed in a school predicts that a student is likely to
drop out. Knowing the factors relevant for the prediction could help his
teacher decide whether to believe it and how to intervene.

—Bias assessment: A model matches candidates to jobs. By
understanding characteristics of the training data, an employer may see
that female candidates are underrepresented, leading to potential bias.

— Robustness: A data scientist sees unexpected predictions from a model
she has trained. Knowing why these predictions were made could help
her debug the model.

&
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I’d argue that in most cases, it’s intelligibility, and not literal transparency, that we need.
To give you a few examples of why we might want intelligibility in an AI system….

<go through examples>
Suppose ........
In this example, intelligibility helps ………


Intelligibility via “ Simple Models”

ot
RANGE SCORE CALCULATION ;E
18-20 8 8.2
N-25 6 2 o.g
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Point Systems Generalized Additive Models

(Jung et al., 2017; Ustun & Rudin, 2015) (Lou, Caruana, et al., 2012&2013)

Classic methods: decision trees, rule lists (if-then-else),
rule sets, sparse linear models, ...
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A couple of different approaches to intelligibility have been proposed in the literature.
One approach is to design and deploy models that are intuitively “simple.”
“Simple” might mean something like a small decision tree or sparse linear model.

For example, my colleague and collaborator Dan Goldstein has some nice recent work on simple point systems that assign scores based on a small number of features, resulting in models that can be easily understood and even memorized.  He and his collaborators showed that, somewhat surprisingly, such models can perform nearly as well as more sophisticated machine learning methods for some applications.


Intelligibility via Post Hoc Explanations
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If Age <50 and Male =Yes:

If Past-Dep ion =Yes and [ ia =No and Melancholy =No, then Healthy

If Past-Depression =Yes and | ia =Yes and Melancholy =Yes and Tiredness =Yes, then Depression

If Age = 50 and Male =No:

If Family-Depression =Yes and Insomnia =No and Melancholy =Yes and Tiredness =Yes, then Depression

If Family-Depression =No and I ia =No and Melancholy =No and Tiredness =No, then Healthy

Default:

If Past-Depression =Yes and Tiredness =No and Exercise =No and 1 ia =Yes, then Depression
If Past-Depression =No and Weight-Gain =Yes and Tiredness =Yes and Melancholy =Yes, then Depression

If Family-Depression =Yes and | ia =Yes and Melancholy =Yes and Tiredness =Yes, then Depression

I

Simple Explanations of

a Single Prediction
(e.g., Ribeiro et al., 2016;
Lundberg and Lee, 2017)
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Simple Approximations

of a Full Model
(e.g., Lakkaraju et al., 2017)
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The second common approach is to design simple post hoc explanations for potentially complex models.

One thread of research in this direction looks at how to explain individual predictions by learning simple local approximations of the model around a particular data point. 

Another focuses on learning simple approximations of a full model.


Labeled Faces in the Wild

i Face Recognition in L d

mmmnmmu
wis hore & specific gad that neaded b b Hied?)

Labeled Faces in the Wild was created to provide images that
mbemedmsmd_\rhcemcnsmummﬂunmmumnedumg
where image i (such as pose, illumination, resolu-

here & specic 1ask in mind?

‘What data does each instance consist of? “Raw” data (ag. uvpr&
cossed baxd or images)? Features/afiributes? Is thers a labetarget asso-

ciated with instances? |f the instances retaled to peopis, are subpopula-
tions identified {e.g., by age, gender, stc. ) and what is their distribution?
Each instance contains a pair of images that arc 250 by 250 pix-
«ls in JPEG 2.0 format. Each image is accompanied by a label

tion, focus), subject demographic makeup (such as age, gender,
race) or appearance (such as hairstyle, makeup, clothing) cannot
be controlled. The dataset was created for the specific task of pair
matching: given a pair of images cach containing a face, deter-
‘mine whether or not the images are of the same person.'

What (other) tasks could the dataset be used for?

The LFW dataset can be used for the face identification problem.
Some researchers have developed protocols 1o use the images in
the LFW dataset for face identification.”

Has the dataset been used for any tasks already? If so, where are the
resulls 80 e can compare (8.g., Briks 1o pubishad papen)?
Pap!ﬂuuugthnsduxsﬂaﬂdlhcqnaﬁed!ﬂlmmpmmwlm
listed in hagv . Umass,

Who funded the creation ol the dataset?
The building of the LFW database was supported by a United
States National Science Foundation CAREER Award,

Dataset Composition

g the name of the person in the image. While subpopu-
lation data was not available at the initial release of the dataset, a
subsequent paper” reports the distribution of images by age, rce
and gender. Table 2 lists these results.

I3 everything Included or does the data refy on external resources?
{00 wobsites, twoods, catasets) ¥ pxternal resources, a) e thend guar-
antees hal they will el and rensin conatant, sver Bme; bj i tharne an
official archival version; ¢} 80 there Access resircsions of iees?
Everything is included in the dataset.
Are there data splits feg.
training, cevelopment, lassing: aﬂma-:rorwcl
The dataset comes with specified trainftest splits such that none
of the people in the training split are in the test split and vice
versa. The data is split into two views, View 1 and View 2. View
| consists of a training subset (pairsDevTrain.txt) with 1100 pairs
of matched and 1100 pairs of mismatched images, and a test sub-
set (pairsDev Test.txt) with 500 pairs of matched and mismatched
images. Practitioners can train an algorithm on the training set
and test on the test set, repeating as often as necessary. Final
results should be reporied on View 2 which consists
aflusubutsanbe:ﬁma_ View 2 should only be used to test

‘What are the instances? (that is, exampies; .. images,
peaple, countries) Are thera mnmmmlm? {e.g.. mavies,
usies, rafings; peaple, interactions betwoen thom; nodes, edges)

Each instance is a pair of images labeled with the name of the
The Inbeled face is the one contnining the central pixel of the
image—other faces should be ignored as “background™.

Are relationships between instances made explicit in the data (o.g.
‘social notwork links, user’movie mtings, otc.)?

There are no known relationships between instances except for
the fact that they are all individuals who appeared in news sources
on line, and some individuals appear in multiple pairs.

How many instances are these? (of each type, if approprat)?

The dataset consists of 13,233 face images in total of 5749 unique
individuals. 1680 of these subjects have two or more images and
4069 have single ones.

RS- WWW.C5 UMAss.
: <

of the final model. We recommend reporting
wﬁe(manoenu\fcw2byuﬂnglm-onemmvﬂldum
performing 10 experiments. That is, in each experiment, 9 sub-
sets should be used as a training set and the 10™ subset should be
used for testing. At a minimum, we recommend reporting the es-
timated mean scouracy, /i and the standard error of the mean:
S for View 2.

i is given by:

1
fi= }: (18]

where p; is the percentage of correct classifications on View 2
using subset i for testing. S is given as:
Sp=9_

®= s )
‘Where & is the estimate of the standard deviation, given by:

10 o ovg
JE,.,{;. @) @

Themﬂuphvwwmhuu:aduﬂmdnfnhﬂmnﬂ

LW website: hilp: via-www.ca.umass eduifw. split in order the amount of data
*Unconstrained face recogniicn:  Idestifying a person of imerest available for training and testing.

from & media coliection:

F o Aepor *hatp: sy Py ‘aca/Han.ain

MSU-CSE-14-1.pof = MSL pof

Data Intelligibility: Datasheets for Datasets

A Database for Studying Face R ition in Unconstrained E: Labeled Faces in the Wild

Training Paradigms: There are two training paradigms that Property Value
can be used with our dataset. Practitioners should specify the Database Release Year 2007
training paradigm they used while reporting results. Number of Unique Subjects 5640
Number of Wotal images 13233
« Image-Restricted Training This seting prevents the exper- Number of individuals with 2 or more images 1680

imenter from using the name associated with each image ‘\I "m"';.::m“h‘l‘ with single images mb:g )
during training and testing. That is, the only available infor- Image format TPEG
mation is whether or not a pair of images consist of the same Average number of images per person 230

person, not who that person is. This means that there would
bbe no simple way of knowing if there are multiple pairs of
images in the trainftest set that belong to the same person.
Such inferences, however, might be made by comparing im-
age simil. fi il (rather than names).
Thus, to form training pairs of matched and mismatched im-
ages for the same person, one can use image equivalence to
add images that consist of the same person.
The files panrsDevTram JAxt and pairsDevTest.ixt support
i uses of trainftest data. The file pairs.oxt in
\!"ew 2 supports the image-restricted use of training data.

» Unrestricted Training In this setting, one can use the names
associated with images to form pairs of matched and mis-
matched images for the same person. The file people.txt in
View 2 of the dataset contains subsets of of people nlung
with images for each subset. To use this di,

Table 1. A summary of dataset statistics extracted from the original pa-
per: Gary B. Huang, Manu Ramesh, Tamara Berg. and Erik Learned-
Miller. Labeled Faces in the Wild: A Database for Studying Face Recog-
nition in Unconstrained Envirommens, University of Massachusetts,
Amberst, Technical Report 07-49, October, 2007.

Demographic Characteristic Value
Percentage of female subjects 5%
Percentage of male subjects %
Percentage of White subjects 515%
Percentage of Black subjects B4T%
Percentage of Asian subjects 2.03%

Percentage of people between 0-20 years old L5T%
Percentage of people between 21-40 years old ~ 31.63%
Percentage of people between 41-60 years old  45.58%
Percentage of people over 61 years okd 212%

and mismatched pairs of images should be formed from im-
ages in the same subset. In View 1, the files peopleDev-
Train.txt and peopleDevTest.txt can be used to create ar-
bitrary pairs of mached/mismatched images for each per-
son. The unrestricted paradigm should only be used to cre-
ate training data and not for performance reporting. The test
data, which is detailed in the file pairs.txt, should be used
10 report per We d that experi

first use the image-restricted paradigm and move to the un-
restricted paradigm if they believe that their algorithm’s per-
formance would significantly improve with more training
data. While reporting performance, it should be made clear
which of these two training paradigms were used for partic-
ular test result.

What experiments were initially run on this dataset? Have a summary
of those results.

The dataset was originally released without reported experimental
results but many experiments have been run on it since then.

Any other comments?
Table 1 some dataset and Figure 1 shows
examples of images. Most images in the dataset are color, a few
are black and white.

(Gebru et al.

Table 2. Dy hic ch of the LFW dataset as measured by
Han, Hu, :ndAmllL]un.Age gender and race estimation from wncon-
strained face images. Dept. Comput. Sci. Eng., Michigan Swute Univ.,
East Lansing, ML, USA, MSU Tech. Rep (MSU-CSE-14-5) (2014).

Data Collection Process
How was the data {e.g.. harcware manual
human curation, software program, software interface/APT)
‘The raw images for this dataset were obtained from the Faces in
the Wild database collected by Tamara Berg at Berkeley®. The
images in this database were gathered from news articles on the
web using software to craw] news articles.

Wheo was involved in the data collection process? (eg., siudents,
crowdworkers) and how were they compensated (e.g.. how much were
crowdworkers paid)?

Unknown

Over f s the llected? Does the collection time-
frame maich the clwlnn hmedram of the instances?

Unknown

2018)
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Given the importance of the data used to train a model, we may also be interested in providing intelligibility around a data source.

In the world of electronics, every component ranging from the simplest resistor all the way up to the most complex microprocessor has a corresponding "datasheet" detailing operating characteristics, test results, recommended usage, and other information. 

Inspired by datasheets for electronic components, some colleagues of mine and I put forth a proposal that datasets, models, and APIs be accompanied by a datasheet that documents their creation, intended uses, limitations, maintenance, ethical and legal considerations, and so on…



Data Intelligibility: Datasheets for Datasets

- Questions cover dataset motivation, composition, collection
process, pre-processing, distribution, maintenance, legal
concerns, and ethical concerns

- Sample use cases:

» Post with public datasets to inform potential users about the
make-up and origin of the data

* Include with a company’s internal-use datasets to provide
relevant information to future users from across the company

D
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Presentation Notes
To help teams construct datasheets for their own datasets, we’ve put together a set of questions that cover the different types of information that we think belong in a datasheet. 
The questions are divided into the categories that listed here: motivation, dataset composition, the data collection process, preprocessing, distribution, maintenance, legal concerns, and ethical considerations.
Each category has about five to ten questions.

There are several use cases for datasheets.
First, they could be posted alongside public datasets to inform potential users about the make-up and origin of the data.
Second, they could be included with a company’s internal-use datasets to provide information to future internal users.
This is something that we’re hoping to pilot on a small scale within Microsoft in the near future.


No One-Size-Fits-All Solution

Audit a single
prediction
Understand
model
globally
Make better
decisions
Debug
models
Assess bias
Inspire trust

CEOs Appjfa‘:h

Data scientists Apngach
Lay people
Regulators Appg’a‘:h
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Presentation Notes
Just like with fairness, none of these approaches is a silver bullet that will solve every need.  The right approach to intelligibility will always depend on the context.

The approach that works best for a CEO making strategic decisions is likely to be different from the approach that works best for a regulator who wants to understand why an individual was denied a loan.

This in turn may be different from the what works best for a data scientist trying to debug a model.


No One-Size-Fits-All Solution

- Why Is the explanation needed? What is your goal?

- What is being explained? Prediction or whole system?

- To whom should the system be intelligible?

- Does the explainer have access to system internals?

- Does the explainer have access to the training data?

- What is the dimensionality or scale of the system?

- What type of data Iis used? Feature vectors? Text?

- Could giving away too much open up the system to manipulation?
- Could giving away too much reveal proprietary information?


Presenter
Presentation Notes
There are therefore a number of questions that people should ask themselves when choosing a method of achieving intelligibility.

We’ve already touched on a few of these: 
Why is the explanation needed, or what’s the goal of the explanation?
Do we need to explain a single prediction or a whole system?
Who is it that we want to understand the system?

[click]

But there are a whole host of other questions that go into determining which solution is right in a particular scenario, and understanding this space is an active area of research.


Takeaways

- There Iis no one-size-fits-all solution to fairness, transparency,
or intelligibility

- These principles cannot be treated as afterthoughts; they must
be considered at every stage of the machine learning pipeline

- Technology can be part of the solution, If used with care

- It Is Important to involve diverse stakeholders and gather
multiple perspectives

- We should admit our mistakes and learn from them

&
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Presentation Notes
I would like to close by reviewing a few key points that I hope you will remember after you walk away from this talk.
- First, as I’ve tried to stress throughout the talk, there is no one-size-fits-all solution to fairness, transparency, or intelligibility.
- Second, fairness, transparency, and intelligibility cannot be treated as afterthoughts.  These principles must be considered carefully at every stage of the ML pipeline.
- Third, technology can play a role in the solution.  We just need to use it with care.
- Fourth, it is important to involve diverse stakeholders with diverse perspectives, who might be more likely to notice our own blindspots.
- Finally, since there’s no perfect solution to fairness or bias or intelligibility, we are all going to make some mistakes.  The way forward is to acknowledge these mistakes and learn from them, so we can learn to build better AI systems that benefit all.


Thanks!

http://jennwv.com
jenn@microsoft.com
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Wrapping Up and Looking Ahead: Roundtable Discussion
of Key Legal and Regulatory Questions in the Field

Session moderated by:

Ellen Connelly
Federal Trade Commission
Office of Policy Planning

Benjamin Rossen
Federal Trade Commission
Division of Privacy and Identity Protection

Fasdlale
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Wrapping Up and Looking Ahead: Roundtable Discussion
of Key Legal and Regulatory Questions in the Field

Panel Discussion:

Justin Brookman, Pam Dixon,
Salil Mehra, Joshua New,
Nicol Turner-Lee

Moderators: Ellen Connelly & Benjamin Rossen
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Closing Remarks

Danielle Holley-Walker
Howard University School of Law

Hearings on Competition and Consumer Protection in the 21st Century
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Thank You
Join Us In December
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