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Abstract: 

Crowd work is a major aspect of the rising gig economy. Crowd work platforms such 
as Amazon Mechanical Turk (MTurk) and CrowdFlower have millions of ordinary 
people (i.e., crowd workers) around the world performing tasks (e.g., answering a 
survey, testing a website) to get paid. These platforms are widely used by companies, 

academic researchers, and other individuals to provide tasks for the crowd workers. 

While the literature has raised ethical issues in crowd work, little is known about 

people’s actual experiences of privacy challenges and violations in crowd work. 

Using MTurk, the most popular crowd work platform, as a concrete example, we 

conducted a survey of crowd workers’ privacy experiences with 435 MTurk workers 
from around the world. Our respondents reported their actual experiences with a 
wide range of privacy violations, such as sensitive information collection, 
manipulative data aggregation and profiling, unauthorized secondary use and 
sharing, as well as deceptive practices such as phishing and scam. To our 
knowledge, this is the first empirical study that reports actual privacy violations that 
people experienced in crowd work. We published these results in this year’s ACM 

Conference on Computer-Supported Cooperative Work and Social Computing (CSCW). 

Our follow-up work has analyzed actual tasks on MTurk and found that these tasks can 

violate crowd workers’ privacy but also other people’s privacy. For instance, some 

tasks asked crowd workers to dig out personal information of other individuals. 

Implications for policy: The privacy policies of crowd work platforms such as 
MTurk are vague from a crowd worker’s perspective. We recommend that every 
crowd work task should be required to have its own privacy policy in which it 
clearly describes who the task requester is, what a crowd worker needs to do, what 
data will be collected, shared and used for what purpose, etc. The tasks descriptions 
on MTurk provide no or vague information about these important points, 
preventing crowd workers from making informed decisions about whether to 
perform certain tasks. The crowd work platforms should also enforce measures 
(e.g., suspend the requester) when the task privacy policy is violated. 



 

    
  

   
    

  
  

  
  

 

 

   

 

 

 

 

Implications for privacy design: First and foremost, there is little or inadequate 
privacy protection in crowd work platforms. These platforms should do a better job 
at screening out malicious tasks if they are already doing some screening. These 
platforms should also warn crowd workers about tasks that might violate their 
privacy. We believe the platforms can build tools to automatically mark problematic 
tasks based on user reports/complaints as well as natural language processing and 
machine learning techniques. Similar tools can be built to inform and remind benign 
task requesters when they unknowingly or unintentionally design tasks that might 
violate people’s privacy. 

Publication: 

Xia, H., Wang, Y., Huang, Y., Shah, A. (2017), “Our Privacy Needs to be Protected at 

All Costs: Crowd Workers’ Privacy Experiences on Mechanical Turk,” Proceedings of 

the ACM: Human-Computer Interaction (PACMHCI): Volume 1: Issue 2: Computer-

Supported Cooperative Work and Social Computing (CSCW). 
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“Our Privacy Needs to be Protected at All Costs”: Crowd 
Workers’ Privacy Experiences on Amazon Mechanical Turk 
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Crowdsourcing platforms such as Amazon Mechanical Turk (MTurk) are widely used by organizations, 
researchers, and individuals to outsource a broad range of tasks to crowd workers. Prior research has shown 
that crowdsourcing can pose privacy risks (e.g., de-anonymization) to crowd workers. However, little is known 
about the specifc privacy issues crowd workers have experienced and how they perceive the state of privacy 
in crowdsourcing. In this paper, we present results from an online survey of 435 MTurk crowd workers from 
the US, India, and other countries and areas. Our respondents reported diferent types of privacy concerns (e.g., 
data aggregation, profling, scams), experiences of privacy losses (e.g., phishing, malware, stalking, targeted 
ads), and privacy expectations on MTurk (e.g., screening tasks). Respondents from multiple countries and 
areas reported experiences with the same privacy issues, suggesting that these problems may be endemic to 
the whole MTurk platform. We discuss challenges, high-level principles and concrete suggestions in protecting 
crowd workers’ privacy on MTurk and in crowdsourcing more broadly. 

CCS Concepts: • Information systems → Crowdsourcing; • Security and privacy → Human and societal 
aspects of security and privacy; • Human-centered computing → Computer supported cooperative 
work; 
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Crowd Workers’ Privacy Experiences on Amazon Mechanical Turk. Proc. ACM Hum.-Comput. Interact. 1, 2, 
Article 113 (November 2017), 22 pages. 
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1 INTRODUCTION 

Crowdsourcing typically refers to the practice of obtaining inputs or contributions to projects or 
tasks from an undefned pool of people (a.k.a., crowd workers) [21]. Crowdsourcing platforms 
such as Amazon Mechanical Turk (MTurk) have enabled an increasing number of organizations, 
researchers or other individuals to crowdsource a wide variety of tasks, such as tagging photos, 
answering surveys, transcribing audio/video fles, and creating or testing designs [11, 12, 20]. 

However, crowdsourcing may pose potential privacy risks, such as de-anonymization of crowd 
workers [27, 38]. For instance, the news media reported that MTurk was leveraged by politicians to 
mine data from crowd workers and their Facebook friends and to subsequently match their profles 
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to existing voter datasets [19]. Crowdsourcing-related phenomena such as participatory sensing 
[31], open collaboration [15], and citizen science [5, 6] have also raised privacy issues, such as 
surveillance and reputational damage, for crowd workers. Additionally, crowd workers may be 
used for activities that compromise the privacy and security of others. For example, spammers can 
use crowd workers to decipher CAPTCHAs [18]. 
Despite the growing body of literature that raises potential privacy risks in crowdsourcing, 

little is known about how crowd workers themselves experience and perceive privacy. This is 
an important question to answer because it not only can provide new insights into what kinds 
of privacy issues are actually occurring but also can inform the design of efective mechanisms 
to address these issues. To answer this question and help bridge the gap in the crowdsourcing 
literature, we conducted an online survey of MTurk crowd workers about their privacy concerns, 
experiences and expectations on MTurk. 
As an exploratory study, we chose to focus on MTurk because it is arguably one of the most 

popular crowdsourcing platforms, having a large number of crowd workers from around the world. 
To the best of our knowledge, our study is one of the frst empirical investigations of crowd workers’ 
own privacy perceptions and experiences on MTurk. In total, we had 435 valid responses from 
MTurk workers from the US, India, and other countries or areas such as Mexico, France, South 
Africa, Venezuela, and Hong Kong. 

This paper makes two main contributions. First, the study provides empirical evidence that 
privacy issues are real and afect MTurk crowd workers around the world. Specifcally, our fndings 
uncover a number of privacy concerns and experiences that MTurk workers have, many of which 
have not been reported or are under-reported in the crowdsourcing context, such as targeted ads, 
phishing, malware, scams, profling, secondary use of collected data, and stalking. The fndings 
also identify what crowd workers expect of MTurk (the crowdsourcing service provider) and task 
requesters on the platform to do to protect their privacy. Second, we discuss challenges, high-level 
privacy principles and concrete suggestions in protecting crowd workers’ privacy on MTurk and in 
crowdsourcing more broadly. 

2 BACKGROUND AND RELATED WORK 

In this section, we present how MTurk works and review the prior literature on privacy issues in 
crowdsourcing in general, as well as on MTurk in particular. We then briefy explain why our study 
flls a signifcant gap in the literature. 

2.1 How MTurk Works 
MTurk is a commercial crowdsourcing platform provided by Amazon. MTurk allows requesters 
to publish tasks (a.k.a., Human Intelligence Tasks or HITs), set the total number of workers that 
are needed for a task and the amount of compensation for fnishing the task, and specify optional 
criteria for what kinds of crowd workers can take the task (e.g., only workers who registered with 
MTurk from certain countries are eligible). Once a worker takes a task, he or she can choose to 
return it (in which case another worker can take it) or choose to fnish the task by submitting the 
required results. Once the worker submits his or her results, the requester can check the quality of 
the worker’s submission and decide whether to approve the submission and pay the worker the 
predetermined compensation. If the requester rejects the submission, the worker will not be paid. 
Additionally, the rejection will lower the worker’s overall approval rate, which is one of the quality 
control criterion frequently used by requesters to specify eligible workers who can take their task. 
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2.2 Privacy in Crowdsourcing-Related Phenomena 

Privacy has been recognized as a key challenge in the crowdsourcing literature. Durward et al. 
propose privacy as a central pillar of the ethical dimensions of crowdsourcing [13]. Halder presents 
the evolution of crowdsourcing and suggests that its use in public governance can heighten privacy 
risks and challenges [17] (e.g., using Ushahidi [56], a crowdsourcing platform primarily designed 
for social activism, during political campaigns or in response to natural disasters). The literature 
on crowdsourcing with smart phones (a.k.a., mobile crowdsourcing [10]) has also raised privacy 
issues such as location tracking [56]. 
Privacy has also started to draw attention in the literature of other crowdsourcing-related 

phenomena such as open collaboration and citizen science. Forte et al. identify several privacy-
related threats in open collaboration platforms such as Wikipedia. These threats include surveillance, 
loss of employment, harassment, safety threats, and reputational damage [15]. Bowser et al. suggest 
that citizen science projects (e.g., Zooniverse) where ordinary citizens voluntarily contribute to 
scientifc research (e.g., identifying the species of animals from images) without any payment could 
pose privacy risks, such as revealing a volunteer’s location, compromising her personally identifable 
information (PII), and using her data for other purposes [5]. Unlike the above platforms, our platform 
of interest (MTurk) is a general-purpose crowdsourcing platform where a multitude of workers 
can perform a broad range of tasks for monetary compensation. Thus, understanding the privacy 
experiences and concerns of MTurk workers could inform the design of many crowdsourcing 
systems and their supporting policies. 

2.3 Privacy Risks for Crowd Workers 
It is typically believed that task requesters and crowd workers are anonymous to each other 
[27]. However, recent work has demonstrated that a crowd worker can be de-anonymized. For 
instance, Lease et al. report that MTurk can compromise its crowd workers’ privacy through 
data triangulation: since a worker’s MTurk ID is shared with all other Amazon services, the 
corresponding Amazon shopping profle can be found by searching the MTurk ID [38]. Kandappu 
et al. show that by using a sequence of surveys on a crowdsourcing platform (CrowdFlower), 
requesters can deliberately and gradually uncover crowd workers’ identities [28]. 
The desire to provide and receive quality responses on MTurk motivates greater information 

disclosure, thus creating additional privacy concerns [30]. Social transparency is defned as “the 
availability of social meta-data surrounding information exchange” [54]. In the context of crowd-
sourcing, social transparency is relevant to how much information requesters and workers know 
about each other, and how much workers know about each other when completing collaborative 
tasks. In a study of social transparency on MTurk, Marlow and Dabbish found social transparency 
between requesters and workers may afect how much efort workers put into the task and thus 
the quality of their submissions [40]. For example, the more demographic information requesters 
reveal to workers, the more efort workers put into the tasks [40]. In another experiment on MTurk, 
Huang and Fu found that more social transparency among paired crowd workers can lead to better 
task performance [22]. However, they also note that more social transparency and thus more 
information sharing raises privacy concerns [22]. 

2.4 Crowdsourcing for Malicious Purposes 
Previous work has also suggested methods by which crowdsourcing can be used for unethical 
purposes. For instance, Harris warns that unethical requesters could feasibly manipulate the 
crowd into performing questionable actions, divulging confdential information, and deciphering 
CAPTCHAs on the requester’s behalf for little compensation [18]. In addition to these analyses of 
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conceptual risks, empirical studies have demonstrated that these risks may be realized. For instance, 
Lasecki et al. ask MTurk crowd workers to code behavioral videos, highlighting the possibility that 
crowd workers may learn and reveal other people’s sensitive information [35]. Lasecki et al. also 
show that MTurk workers can be manipulated to perform malicious tasks, such as extracting or 
identifying someone’s credit card number or handwriting characters [36, 37]. While these studies 
show that crowd workers can inadvertently impinge upon others’ privacy via MTurk, our study 
suggests that MTurk workers themselves sufer from privacy threats and violations. 

To summarize, these invaluable studies demonstrate that 1) today’s crowdsourcing systems are 
susceptible to privacy violations against crowd workers, and 2) task requesters can use crowd 
workers for activities that violate others’ privacy and security. However, little is known about how 
crowd workers themselves perceive and experience privacy in crowdsourcing and on MTurk in 
particular. Our study aims to bridge this gap by investigating crowd workers’ privacy perceptions 
and experiences on MTurk. 

3 METHODOLOGY 

We conducted an online survey of MTurk crowd workers about their privacy concerns, experiences, 
and expectations on MTurk. The study was approved by the Syracuse University IRB ofce. Our 
survey had a diverse sample (N=435) of MTurk crowd workers from around the world. 

3.1 Survey Flow and Qestions 
The survey was written in English and hosted on Qualtrics, an online survey platform. We frst 
showed respondents the consent form for this study. Inspired by a prior study [47], before our 
respondents entered the survey we also emphasized that detailed responses would support our 
analysis and improve MTurk workers’ future experience. While we did not specify how much 
detail we required, we stated that respondents who provide detailed experiences and insights could 
receive an extra 50-cent bonus in addition to the one-dollar compensation for fnishing the survey. 

The survey included a set of open-ended questions for our respondents to describe their experi-
ences with MTurk. For instance, we asked them what they like about this crowdsourcing platform 
and what they think should be improved. We then asked them whether they have any privacy 
concerns about MTurk, and if so, what those concerns are. We asked similar questions about their 
privacy expectations on MTurk. We then asked our respondents if their privacy had ever been 
compromised on MTurk and to provide concrete examples. If they had no such experiences, we 
asked them to provide any experience of this kind that they had heard about. Finally, we asked 
about our respondents’ demographics, such as gender and age, as well as their history of performing 
MTurk tasks. 

3.2 Respondent Recruitment 
We recruited respondents from MTurk that had a 95% or higher approval rate. Because the majority 
of MTurk workers are from the US and India [12, 48], we used a stratifed sampling strategy to 
obtain a diverse sample. Specifcally, we presented our survey as three tasks with the same questions. 
For the frst survey task, we constructed the task so that only crowd workers from the US could 
answer it. Similarly, for the second survey task, we only allowed respondents from India to answer 
it. For the third survey, we only allowed respondents from a country/area other than the US or 
India to answer it. This stratifed sample allowed us to explore whether certain privacy concerns, 
experiences or expectations are unique to crowd workers in a specifc geographic area or applicable 
across diferent areas. The three survey tasks were conducted in parallel on MTurk from June to 
August in 2016. 
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To ensure the quality of responses included in our analysis, we adopted best practices [46] 
to screen out duplicate respondents. We also checked each response to make sure that it was 
meaningful. For example, we fltered out responses with consistent answers of "n/a" or "no." 
Through this quality check, we removed ten responses from the US, 19 from India, and two from 
the other countries and areas. In the end, we had 435 eligible respondents. The average completion 
time of our survey was 25 minutes. We gave the 50-cent bonus to 18 respondents for their very 
detailed responses. 

3.3 Respondent Demographics 
Out of the 435 total eligible respondents, there were 194 from the US, 181 from India, and 60 from 
other countries/areas such as Australia, Brazil, Hong Kong, and Venezuela. With regard to gender, 
41% were female, and 59% were male. The average age of our sample was 34 years (Median=32, 
SD=9.7). The three subsamples within our larger participant pool had similar age distributions 
(median age 31 or 32), but the US sample had a larger percentage of female respondents (US: 53% 
female) than the other two samples (India: 29% female, and other countries: 35% female). 
We also asked our respondents about their experiences with performing MTurk tasks. The 

majority of our respondents had substantial experience with MTurk both in terms of the history 
and the frequency of performing MTurk tasks. Regarding how long they have worked on MTurk, 
only 3.4% of respondents said less than one month, 33.6% said one month to one year, 31.5% said 
one year to three years, and 31.5% said more than three years. More specifcally, 58.2% and 81.8% of 
respondents said more than one year from the US and India, respectively; 71.7% of the respondents 
in other areas had between one month and one year of experience with MTurk. In terms of how 
frequently they performed MTurk tasks, 54.3% of respondents completed one task per day, and 
34.9% completed multiple tasks per day. The three specifc subsamples exhibited similar frequencies 
of self-reported task completion. 

3.4 Data Analysis 
We conducted a thematic analysis of the answers to our open-ended questions. Thematic analysis is 
“a method for identifying, analyzing, and reporting patterns (themes) within data” and is commonly 
used to analyze qualitative data [7]. 

First, we immersed ourselves in the data by reviewing it multiple times with an eye toward the 
kinds of privacy issues being expressed. We then wrote simple descriptive notes on these privacy 
issues and engaged in several rounds of discussion. 

Next, we open coded the data in an inductive fashion. Codes emerged and were selected through 
an iterative process and discussion between the coders. Some codes were dropped because they 
appeared to occur once, such as the code of “privacy concern about being targeted by terrorism.” 
Some codes were collapsed because they appeared to represent two highly similar concepts, such 
as concerns about “spamming ads” and “targeted ads.” 
We then explored the connections between codes and identifed about 20 recurring themes, 

such as de-anonymization, profling, spam, scams, platform security, malware, secondary use of 
data, requester-worker confrontation, unlinkability, and task screening. These themes were not 
necessarily mutually exclusive. For example, some respondents’ discussion of requesters collecting 
personal email addresses were related to their concerns about sensitive information inquiries, de-
anonymization, and spamming. Finally, we reviewed the candidate themes by reading corresponding 
responses to check whether they coherently represented the underlying themes. 
Once we converged upon a fnal set of themes encompassing the privacy issues present in our 

dataset, two researchers coded distinct subsets of the participants’ responses according to these 
themes. The researchers also coded each response as expressing concern or experience (or both). 
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While our survey explicitly asked for concerns and experiences in separate questions, thematic 
analysis dictates that questions do not shape the interpretation of responses [7, 8]. A third researcher 
then gathered a random sample of these responses and coded them independently to ensure quality 
and agreement in the coding process. Upon comparing the former researchers’ coding to that of the 
third independent researcher, we achieved a Krippendorf’s alpha value of about 0.83, suggesting 
very good inter-rater reliability [33]. 

After identifying the set of privacy issues, we chose to organize them primarily based on a 
well-known taxonomy of privacy proposed by Daniel Solove [52]. The taxonomy was originally 
developed to assist courts and policymakers in identifying and clarifying privacy harms, as a 
concrete understanding is necessary to defend privacy rights against other interests (such as 
security) [52]. It has subsequently proven useful to structure privacy engineering guidelines. For 
example, Spiekermann and Cranor derive support from Solove’s taxonomy in defning engineers’ 
responsibility to build access control and risk management into privacy-enhancing systems, as 
well as explaining end users’ conception of privacy breaches [53]. Marsh et al. suggest using 
the taxonomy to inform risk-beneft analyses that organizations may conduct when adopting 
new technologies. Specifcally, they argue that its focus on privacy harms ensures privacy impact 
assessments account for how new technology afects the organization, individual, and our society 
[41]. With its emphasis on privacy violations, this framework allows us to understand the similarities 
and diferences among privacy issues, to focus on the underlying activities (e.g., collection vs. 
processing), and to determine future improvements that target these activities. 

The taxonomy includes four categories of “socially recognized privacy violations”: information 
collection, information processing, information dissemination, and invasions [52]. Accordingly, we 
used the same four categories, plus a ffth category, “deceptive practices,” to classify the privacy 
issues reported by our participants. This ffth category was added to accommodate issues such as 
phishing, malware, and scams that did not neatly ft within the original taxonomy yet related to 
each other in their deceptive nature. To ensure rigor in our classifcation of these issues within the 
taxonomy, two independent researchers coded each issue using all fve categories. We achieved a 
Krippendorf’s alpha value of 0.77, suggesting good inter-rater reliability [33]. 

4 FINDINGS 

In this section, we present the main fndings of our study, focusing on the various privacy issues 
that our respondents reported including their actual experiences and/or conceptual concerns with 
these issues. In addition, we present respondents’ privacy expectations on MTurk as well as a 
comparison between respondents from the US and India in terms of their concerns, experiences, 
and expectations. 

4.1 Privacy Issues Related to Information Collection 

Information collection in our study context refers to the collection of information about MTurk 
workers via MTurk tasks. Our respondents highlighted three specifc privacy issues related to 
information collection: inquiry of sensitive information, providing information for free, and targeted 
ads. 

Inquiry of sensitive information. This privacy issue involves tasks that request sensitive 
information about MTurk workers, such as their identities, religious views, and fnancial information. 
This was a common privacy issue our respondents experienced. For example, one respondent 
recalled a task that requested a photo of his health insurance card: 

“To participate in the task, I had to upload a picture of my health insurance card. The purpose of 
the study was to fnd out what people hated about having or getting a health insurance. But I 
feel like I had to give up very sensitive information.” (US, R16) 
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This respondent considered that his health insurance card contains very sensitive information 
about him. However, in the end, he confessed that he did provide such information because the task 
paid $25. In a way, the respondent decided to trade his sensitive information for money. Scholars 
have suggested that people often disclose their information because of immediate gratifcations 
(e.g., monetary gain) even if they say they value their privacy [1]. Prior research has also shown 
that many crowd workers do work on MTurk to make ends meet [25]. Therefore, these workers 
might be more infuenced by the immediate monetary gain to share their sensitive information. 
This example also raises another important question - is a picture of the worker’s insurance card 
really necessary for the purpose of the study? If yes, the task should clearly explain why. If no, the 
task should not request it. 

Some respondents were asked about their caste, which is considered a piece of highly sensitive 
information in India: 

“A few tasks do ask about caste of the individual. Some of them are really done with cruel intention 
to hurt the individual psychologically.” (India, R88) 

This respondent felt uncomfortable when being asked about her caste and suspected a malicious 
intention. In her view, asking about caste, such a piece of sensitive information, could even cause 
psychological damage to individuals. 

Respondents from other countries also experienced sensitive information inquiries. For instance, 
a respondent talked about a task that requested his browsing history: 

“There was this one HIT that required me to upload my browser history. I deleted most of the 
history and proceeded to upload it, only to fnd that the HIT couldn’t even [sic] submitted.” 
(Venezuela, R39) 

This respondent felt his browsing history was confdential information, motivating him to 
sanitize the history before submitting it. This case demonstrates that if workers have privacy 
concerns about a task, they may apply strategies to protect their privacy, such as manipulating the 
data. However, from the requester’s perspective, such data might be less detailed or useful. More 
broadly, this implies that crowdsourcing systems need to protect workers’ privacy if they want to 
maintain the quality of crowd contributions. 

Providing information for free. Our respondents also disliked providing their information 
without getting paid. For instance, one respondent heard about other workers encountering this 
issue, but he avoided it himself: 

“There’s a particular requester that pops up from time to time that always promises an amount 
of money...I’ve never fallen for it but I’ve read other accounts by people who have. They have 
pages and pages asking for personal info and then they reject the HIT anyway and never even 
pay.” (US, R28) 

This is a telling example that a requester could game the MTurk system to exploit workers 
and collect their information for free. It also highlights the power imbalance on MTurk where 
requesters arguably have the upper hand. Whether a MTurk worker or his or her submission is 
qualifed is judged solely by the requester. Therefore, a worker may provide a large amount of 
personal information via a task but could still be deemed unqualifed for the task. 

Targeted ads. Targeted advertising refers to the practice of tracking people’s online activities 
to build profles of individual users and to provide ads based on these user profles. Tracking 
people’s online activities can be considered a form of (extensive) information collection. Some 
respondents reported encountering targeted ads after conducting certain MTurk tasks. For instance, 
one respondent said: 
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“I have done tasks before where you had to click an outside website. Afterwards I noticed some of 
the same ads I had previously seen on that site when browsing on my own. Seemed to me I had 
been targeted for ads specifcally from doing that task.” (US, R164) 

These tasks were likely designed to make the respondent form some kind of profle based on what 
the tasks asked them to do (e.g., visiting a particular site). Another respondent reported a similar 
experience but also felt his reputation was endangered: 

“It was an advertisement work. We need to view the ads with 18+ content in a site given. The 
purpose was to increase the viewers of the ads so that they can earn money. However, after that 
work done whenever I browse the Internet, the ads comes up. It was actually very irritating 
because my brother used to use my laptop.” (India, R137) 

This task made the respondent click and view adult ads, increasing the click-through rate of the 
ads and in turn providing advertisers with more revenue. By performing this task, the respondent 
also appeared to be interested in adult content, which led to similar ads following him across the 
Internet. This may make others think he actually has such an interest. In other words, the task 
tricked the respondent into forging a false image of himself, which may beneft the advertisers but 
could hurt his Internet experience and even his reputation. 

4.2 Privacy Issues with Information Processing 

Information processing refers to the practices of using, storing or manipulating data that has 
already been collected [52]. In our study context, it refers to how MTurk or requesters handle the 
data collected from workers. Our respondents shared their concerns about and/or experiences with 
de-anonymization, data aggregation, profling, unauthorized secondary use, and insecurity in data 
processing. 

De-anonymization. Workers’ MTurk IDs can be linked to their Amazon accounts, which can 
then potentially de-anonymize their real identities, as one respondent noted: 

“The anonymity of the user isn’t quite so anonymous because Amazon uses the same ID for 
shopping accounts so it is quite easy to pull up name, location and other info that can pinpoint 
an individual. It’s unnerving.” (US, R48) 

Another respondent was aggravated that his real email address was revealed to the requester by 
Amazon: 

“I had my personal identity revealed to a requester because I used the contact form through 
AMT. I fgured Amazon would use their system to send the e-mail with a generated e-mail 
from the Amazon domain, but they showed my real e-mail directly to the requester! I still can’t 
comprehend how Amazon allows this and they’re the ones directly responsible for giving the 
information!” (US, R46) 

Amazon should consider changing its policy and corresponding technical implementations to 
make MTurk IDs unlinkable to other Amazon accounts and hide workers’ personal information 
(e.g., email addresses) from requesters. 

Data aggregation. Data aggregation means combining diferent information that a MTurk 
worker has provided. For example, one respondent spoke about the risk of combining diferent 
information about an individual together: 

“People ask question here and there...like sexual preferences, racial views, gender views, income, 
all [sic] many other private things. One at a time is not much, however add them up and someone 
knows you better than your wife.” (US, R53) 

As this respondent pointed out, each individual piece of his information might not seem signif-
cant, but the aggregate of these pieces of information can reveal sensitive details about him. In 
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addition, these sensitive details can then be used to build profles of individual workers for various 
purposes. 

Profling. Profling refers to building a dossier of an individual for certain purposes (e.g., pro-
viding targeted ads). Many respondents were concerned that gradually revealing their personal 
information across multiple tasks over time could allow for the combination of these pieces of 
information with their MTurk IDs, in turn enabling requesters to profle individual workers. For 
instance, a respondent explained: 

“It concerns me that it’s very possible that the aggregate of all the surveys I’ve completed, if linked 
together through my MTurk ID, could be used to build a profle on me, and used for whatever 
purposes.” (Venezuela, R39) 

While this respondent did not explicitly specify who might have the capability to combine all the 
information a worker has provided to diferent tasks with his or her MTurk ID, at least in theory 
both requesters (who had multiple tasks that a worker had completed) and Amazon could do this. 

Unauthorized secondary use. Unauthorized secondary use is the practice of using information 
collected about an individual for a purpose other than its original purpose without the individual’s 
authorization [51]. In our study context, it means requesters use workers’ data collected via MTurk 
tasks for a diferent purpose. The secondary use is done by the original requesters rather than 
other people. Several respondents shared their experiences with unauthorized secondary use. For 
instance, one respondent talked about her experience with a task that surprised her afterwards: 

“The requester asked you to take a series of photos of yourself doing diferent tasks, like smoking 
a cigarette, sweeping etc. I did not think too much about it and completed the task. Six months 
later, I heard that the requester was using these photos in some type of art exhibit. I felt violated 
and lied to. I hated having my picture out there.” (US, R154) 

This respondent did not know her photos would become public or be used for an art exhibit 
until six months after fnishing the task. This is clearly an unauthorized secondary use of her data 
and violated her privacy expectations. While MTurk’s policy prohibits fraudulent tasks, it does 
not require tasks to specify how the collected data will be used. This lack of requirement creates a 
hotbed for potential privacy violations. 

Insecurity. Insecurity means the lack of security in information processing - for example, 
insecure storage of collected information [52]. Some respondents felt anxious because they had 
provided too much personal information to various tasks on MTurk; hence, if the platform gets 
hacked, their sensitive information may be compromised. For instance, one respondent explained 
his concern about the security of MTurk: 

“I worry that if someone hacks some research surveys on MTurk, personal information may be 
compromised. There are some surveys which are regarding personal habits and about things like 
adult work, if this get leaked, it would defnitely afect my reputation in the society.” (India, R87) 

He was not only concerned about the leak of his sensitive information but also how such leakage 
could place him in a bad light. 

4.3 Privacy Issues with Information Dissemination 

Information dissemination refers to propagating or sharing information that has been collected [52]. 
Our data set primarily reveals concerns about unauthorized sharing. 

Unauthorized information sharing. Unauthorized information sharing, in our study context, 
means that workers’ information is shared by requesters to other parties without the workers’ 
awareness and consent. For example, one respondent suspected that requesters may share or sell 
workers’ email addresses collected from MTurk tasks: 
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“It’s very usual they ask you too for your e-mail. Maybe they will never use it, but I don’t 
know...they are a company, and we know company can earn money sharing private information, 
as the emails are.” (Spain, R23) 

Targeted ads (discussed above) can also be considered a type of unauthorized information sharing 
when workers do not know that their actions during a task (e.g., visiting a site) may be shared 
with third parties interested in providing targeted ads. This issue of unauthorized information 
sharing speaks to the information asymmetry on MTurk [14] where workers may not be aware of 
requesters’ intent or practices. 

4.4 Privacy Issues with Invasion 

Invasion means intrusion into people’s private lives, “disturbing their tranquility or solitude” [52]. 
It can be informational (e.g., spamming) or physical (e.g., stalking). Our respondents shared their 
experiences with spamming, stalking, and requester-worker confrontations. 

Spamming. Many respondents reported instances in which tasks asked for their email addresses 
and they were subsequently bombarded with spam messages. This represents a violation of the 
right to be let alone, a prominent conception of privacy [59]. For instance, one respondent shared 
his experience with spamming as a result of doing a MTurk task: 

“Also one time I did a HIT for an app. The app was actually interesting but it needed my email to 
get the app. I put a burner email in there. It won’t stop sending emails to that burner email and 
it’s really annoying.” (US, R126) 

While some other respondents suspected that doing certain tasks triggered spam emails, this 
respondent had clear evidence that the task led to spam emails. 

Stalking. Stalking is another type of invasion, and it involves “repeated, persistent, unsolicited 
communications or physical approaches to the victim” [43]. Many respondents suspected that they 
might be stalked because they did some MTurk tasks. For instance, one respondent explained: 

“I regretted when I started to realize it was probably some creep who wanted pictures of women. 
Not knowing who got my picture and my address is very scary. They could be stalking me or 
trying to fnd me.” (US, R5) 

According to her recollection, she shared both her picture and her address, which could be used 
to identify and even stalk her. This kind of story suggests that MTurk tasks that are online may 
backfre in workers’ ofine lives. 

Requester-worker confrontation. Confrontations between requesters and workers could 
occur online and/or ofine. While no respondent reported their own experience of this issue, many 
shared such stories that they heard. For instance, one respondent told us about a dramatic fght 
between a requester and a worker that he had heard: 

“It was a Turker who got rejected and he contacted the requester and I suppose things got a 
little heated. The requester then used his email address to fnd his Facebook account and leave 
harassing comments there, as well as on his Twitter account.” (US, R86) 

This kind of confrontation is often triggered by a requester rejecting a worker’s task submission. 
On MTurk, requesters often specify a minimum approval rate of workers who can do the task. 
Rejection of a worker’s submission would not only disable the worker from receiving the payment 
for the current task but also worsen the worker’s overall approval rate, deteriorating the worker’s 
prospect of performing other MTurk tasks. This story also highlights how what happens on MTurk 
can spill over into other realms of a worker’s online experiences (e.g., Facebook and Twitter). 
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4.5 Deceptive Practices: Phishing, Malware and Scams 
Deceptive practices refer to tasks designed by malicious requesters that could harm workers, for 
instance, stealing valuable information from their computer. These practices include phishing, 
malware, and scams. Unlike the issue of insecurity which is about the security of a crowdsourcing 
platform, these deceptive practices focus on the malicious behavior of the requesters. 

Phishing. Phishing is a type of fraudulent practice that tricks people into visiting a fake site 
that looks similar to the genuine site so that the users will divulge their sensitive information (e.g., 
passwords) to the malicious actors. Phishing is often done by crafting emails that seem to come 
from reputable or reliable sources. Several respondents described their experiences with phishing 
on MTurk. For example, one respondent explained tasks that lead to fake log-in screens: 

“Requesters will put up jobs that are actually phishing. So when workers click, they get to a fake 
log-in screen and end up having their account and linked payment account compromised.” (US, 
R86) 

Similar to common phishing attacks, both log-in credentials and sensitive fnancial information 
can be compromised, and victims may sufer fnancial losses. 

Malware. Malware is software designed to harm computers. Our respondents shared their 
experiences of doing MTurk tasks that asked them to download or install software that turned out 
to be malware. For instance, one respondent talked about falling for such a trap on MTurk: 

“I downloaded a .ASP fle when I frst started MTurk. For a measly $.50 I had to spend 3 days 
trying to get rid of a virus. In the end I wiped out my hardrive and bought a new copy of Windows 
and started from scratch because I couldn’t get rid of it. That’s $100 for a hard drive $125 for 
software and 3 days without a computer so I could make $.50!!!!!!” (US, R104) 

While this respondent later said that he reported the incident to MTurk, which had then solved 
the problem, it is still concerning that this kind of malicious tasks occurred on MTurk in the frst 
place. These malicious tasks are clear violations of the MTurk policy, which says, “HITs that require 
Workers to download software that contains any malware, spyware, viruses, or other harmful code 
- is an example that violates Amazon Mechanical Turk policies” [3]. However, the policy does not 
seem to forbid tasks from requiring workers to download (legitimate) software. Therefore, the 
policy puts the burden on workers to identify problematic software, which is challenging to do. For 
instance, another respondent shared an experience that highlights this challenge of judging the 
legitimacy of software prior to downloading/using it: 

“I encountered tasks that provide a link to another page and the tasks require to use an experimental 
app to install on the cellphone not knowing if it is a bad program that is going to steal personal 
info.” (Mexico, R2) 

These real incidents suggest that more proactive measures by MTurk to flter out this kind of 
malicious task are imperative. 

Scams. Scams are instances of fraud where requesters conceal their real purposes or break their 
promises. For example, one respondent explained how his PayPal account got hacked as a result of 
doing a MTurk task masqueraded as a legitimate task of network testing: 

“A requester declared his purpose: ‘Visit a research website and leave it open [No interaction 
required] - a network survey.’ The task requested that we do a HIT about network testing and to 
leave out the screen...After the HIT, I started losing my money on PayPal...I think our privacy 
need[s] to be protected at all costs.” (South Africa, R18) 

This example highlights another aspect of the power imbalance of MTurk where it is challenging 
for workers to know the real intent of a task (or its requester) and can fall for various scams 
masqueraded as legitimate tasks. 
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ConcernConcern (%) Experience (%) Both (%) 
| Experience (%) 

Information Collection 23.7 28.5 6.7 23 
Sensitive info inquiry 21.6 25.5 6.7 26 
Providing info for free 0.5 0.2 0.0 0 
Targeted ads 2.5 5.7 1.1 20 

Information Processing 30.1 8.0 4.1 51 
De-anonymization 12.9 4.4 2.3 53 
Data aggregation 4.1 1.6 1.1 71 
Profling 1.8 0.0 0.0 N/A 
Unauthorized secondary use 14.5 2.3 0.5 33 
Insecurity 12.2 2.1 0.2 11 

Information Dissemination 14.5 2.3 0.5 20 
Unauthorized sharing 14.5 2.3 0.5 20 

Invasion 8.3 11.0 0.9 8 
Stalking 4.8 3.2 0.5 14 
Confrontation 0.2 0.0 0.0 N/A 
Spamming 4.1 8.5 0.9 11 

Deceptive Practices 9.7 6.9 1.6 23 
Phishing 4.1 4.1 1.4 33 
Malware 3.9 3.9 0.7 18 
Scams 4.1 2.1 0.5 22 

Table 1. The frequencies of diferent privacy issues. The first column lists the specific privacy 
issues grouped into five categories: information collection, processing, and dissemination as well as 
invasion and deceptive practices. The second column concern shows the percentage of respondents 
who expressed their concern about a particular issue. The third column experience shows the 
percentage of respondents who reported having experienced a particular issue. The fourth column 
both shows the percentage of respondents who reported having a concern about and having a 
personal experience with a particular issue. The fifh column concern | experience shows for those 
respondents who reported having experienced a particular issue, what is the percentage of them 
who also reported having a concern about that issue. 

4.6 Frequencies of Diferent Privacy Issues 
To understand how common these particular privacy issues were among our respondents, we 
calculated the frequency of each issue. More specifcally, Table 1 shows the percentages of respon-
dents who reported having a concern about an issue, having a personal experience with an issue or 
reporting both. The table also includes a conditional percentage: the percentage of respondents 
reporting having experienced a specifc issue, who also reported concerns about that issue. We also 
counted the frequencies of the fve categories: information collection, processing, and dissemination, 
as well as invasion and deceptive practices. For instance, if one respondent expressed her concern 
about at least one of the constituent issues of information collection, we counted her as having the 
concern about information collection. 
As we can see from Table 1, the two categories encompassing the most frequently reported 

concerns were information processing (30.1%) and collection (23.7%), whereas information collection 
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(28.5%) was the most frequently experienced category. At the level of specifc issues, the issues for 
which the greatest number of respondents reported concerns were sensitive information inquiry 
(21.6%), unauthorized secondary use (14.5%), unauthorized sharing (14.5%), de-anonymization 
(12.9%), and insecurity (12.2%); the most frequently experienced issues were sensitive information 
inquiry (25.5%) and spamming (8.5%). These issues should be MTurk’s priorities to address. 
We also explored the association between having a concern about a privacy issue and having 

a personal experience with the issue (i.e., by calculating concern | experience). A higher value of 
concern | experience means that having experienced an issue is associated with a higher likelihood 
of having a concern about the issue. For example, 71% of the respondents who reported having a 
personal experience with data aggregation also raised privacy concerns about this issue. In contrast, 
a lower value of this percentage (e.g., insecurity) implies that the issue may not have registered as 
a concern in workers’ mind even if they have experienced it. Given the various privacy issues our 
respondents reported, how did they think their privacy should be protected on MTurk? 

4.7 Crowd Workers’ Privacy Expectations on MTurk 

When asked whether they have any privacy expectations on MTurk, 82% of respondents expressed 
some expectation(s). 

Privacy expectations for MTurk. Our respondents mentioned many expectations for MTurk, 
including not sharing or misusing their information (25.5%), maintaining a secure platform (17%), 
helping them maintain their anonymity/pseudonymity (12.9%), ensuring their MTurk activities are 
unlinkable (4.4%), and screening for requesters and tasks (2.8%). For instance, a respondent said 
that he had provided very sensitive information to MTurk, and he therefore expects Amazon to 
keep the data private and safe: 

“I have an expectation to privacy with MTurk because we gave MTurk our social security numbers 
and other super sensitive material such as this. Honestly? I really expect Amazon not to fash it 
around like mad.” (US, R29) 

Privacy expectations for requesters. Our respondents also had expectations for the requesters, 
including not sharing workers’ data to third parties (14.3%), not collecting sensitive information 
from workers (9.2%), and not using workers’ data for a diferent purpose (6%). 
For instance, one respondent felt requesters should not ask about his birth date, home address, 

phone numbers and email: 
“I expect the requesters not asking for date of birth or the place we reside. These are very sensitive 
information as far as me concerned. Seeking mobile numbers and email ID also should be stopped.” 
(India, R21) 

Consent and control for crowd workers. Some respondents felt that they need better em-
powerment in protecting their privacy. 2% of all respondents explicitly expressed their expectation 
that they need to provide consent before their data can be used or sold. For instance, one respondent 
explained: 

“I expect for my information to not be sold or used by third parties that I have not given consent 
to.” (US, R152) 

Similarly, 3% of respondents explicitly stated their expectation to have control over their data. 
For example, one respondent expected to control when requesters can use his data: 

“I expect that my private information remains such, except in situations where I willingly give it 
to requesters for use.” (US, R13) 

The key for consent and control is that workers themselves are the ones who make data sharing 
and usage decisions. 
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No privacy expectation. While most of our respondents had some privacy expectations on 
MTurk, 78 (18%) respondents had no such expectation, and their explanations were either because 
they trust MTurk/Amazon’s brand and security (15.5%), or because they distrust MTurk or any 
MTurk requesters or anybody to protect their privacy (2.5%). 
For the respondents who trust MTurk/Amazon, they saw no privacy issues or had no privacy 

expectations because they believed that MTurk/Amazon would do the right thing to protect them. 
For instance, one respondent explained: 

“Amazon is a name of trust. They are going well in a right way. I feel so secured on using MTurk. 
So I didn’t have any privacy expectation on MTurk.” (India, R163) 

However, some respondents either did not trust Amazon or they did not trust any parties will 
protect their privacy. For instance, one respondent was vocal about his lack of trust: 

“None. I don’t trust anybody with my privacy. I simply don’t reveal what I don’t want to.” (Italy, 
R66) 

4.8 Crowd Workers in US vs. India 

Since most MTurk workers reside in the US and India [12, 24], we explored the diferences between 
the responses of our respondents in these two countries. This US-India comparison was in part 
inspired by the prior literature that suggests that privacy perceptions and behaviors may vary 
across diferent countries [26, 29, 39]. However, we chose not to include our respondents from 
other countries in this country-based comparison because we had very few respondents from each 
country/area other than US and India. 

Overall, more than two-thirds of US respondents shared some privacy concerns (67%), experiences 
of privacy losses (67%), and privacy expectations (81%) on MTurk, as compared to lower percentages 
of Indian respondents reporting privacy concerns (56%), experiences (51%), and expectations (60%). 
The two samples also shared the same list of most frequently mentioned privacy concerns (e.g., 
sensitive information inquiry and insecurity) and experiences (e.g., sensitive information inquiry 
and spamming). While the US sample almost always had a higher percentage of respondents 
reporting concerns or experiences about an issue, the diferences between the two samples were 
not statistically signifcant according to Chi-Square tests. 
With regard to privacy expectations, “no unauthorized sharing” was the most cited privacy ex-

pectation for both US (46.9%) and Indian (39.5%) respondents. However, 24.9% of Indian respondents 
said they did not have any privacy expectations on MTurk because they trust MTurk or Amazon, 
as compared to a signifcantly lower percentage for their US counterparts (6.2%) according to a 
Chi-Square test (p-value < .0005). 

5 DISCUSSION 

Our study uncovers real incidents in which crowd workers’ privacy was violated on one of the 
largest crowdsourcing platforms, MTurk. These incidents point to various privacy issues. De-
anonymization on MTurk [38] and worker-requester confrontations on Wikipedia [15] have been 
shown in the prior literature. However, other issues we identifed, such as profling, phishing, 
malware, and stalking, have seldom or never been discussed in the crowdsourcing context. 

Our fndings also show that these privacy issues are not just conceptual concerns that people may 
have or potential threats that could materialize, but rather something that our respondents from 
around the world had already experienced themselves on MTurk. These privacy issues are real and 
have resulted in signifcant consequences for workers on MTurk such as losses of sensitive/personal 
information, reputation, and fnancial assets. Some of these issues such as targeted ads may only 
afect the workers who were profled and targeted by ads, while other issues such as malware may 
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afect people beyond the workers who were originally tricked (e.g., the compromised computers 
might infect other computers). In this case, workers are a means or “commodity” [2] to achieve a 
vicious goal. Furthermore, these issues seem to be endemic to MTurk/workers in general rather 
than to workers only in certain countries or areas. While our study focuses on MTurk, these issues 
may present in other crowdsourcing systems. 

The top two privacy issues that our respondents experienced were sensitive information inquiry 
and spamming. Clearly, MTurk should prioritize these issues. The most frequent concerns were sen-
sitive information inquiry, unauthorized secondary use, unauthorized sharing, de-anonymization, 
and insecurity. Our respondents’ privacy expectations also mostly centered on these issues. Prior 
literature on information disclosure has shown that people’s privacy concerns can afect their 
intention to disclose information (e.g., in online shopping sites) [50]. As we saw in our study, if a 
worker has privacy concerns about a task, he or she may make a more privacy-preserving but less 
detailed and potentially less useful submission (e.g., a worker cleaned most of his browser history 
before submitting the history). Quality of crowd work is crucial in crowdsourcing. This result 
suggests that addressing workers’ privacy concerns is also important because that may encourage 
workers to provide more detailed submissions, potentially enhancing the quality of their work. 

Prior literature has shown that cultural diferences could afect people’s intention and behavior 
of information disclosure [26, 39]. However, we did not observe a signifcant diference between 
the responses of our respondents in the US and those in India. The only exception was that more 
than 20% of our respondents in India did not report any privacy expectations on MTurk whereas 
only about 6% of the respondents in the US held the same view. We suspect that it may be related 
to the fact that more Indian respondents expressed their trust in and gratitude to MTurk than 
their US counterparts. We also notice that this fnding is in line with a prior study which found 
that US MTurk workers are more concerned about online privacy in general than their Indian 
counterparts [29]. Next, we discuss the challenges for privacy protection in crowdsourcing. 

5.1 Challenges for Privacy Protection in Crowdsourcing 

Many challenges stem from the fact that it is difcult to monitor and flter out problematic re-
questers/tasks. This is due to the difculty of automatically detecting malicious or privacy-invasive 
tasks, as well as a large number of requesters and tasks in a crowdsourcing platform such as MTurk. 
What is worse, the responsibility or burden of detecting problematic tasks seems to rest mainly 
on the shoulders of crowd workers. It can be challenging and costly for workers to uncover the 
real intent of a task. Part of the problem is due to the information asymmetry between requesters 
and workers, because the former may not (truthfully) reveal the purpose of a task. While MTurk’s 
policies prohibit tasks with malicious intent and allow workers to report problematic tasks, crowd 
workers often need to actually perform the task in order to determine its real intent. Sometimes, 
the consequences may not occur or become known immediately after the task - for instance, using 
workers’ uploaded pictures for a diferent purpose. Thus, crowd workers almost have to accept 
these tasks before realizing they are problematic. The reactive nature of current policies is obviously 
not ideal. 

It is also concerning and even ironic that crowd workers are the ones who are supposed to detect 
and report the problematic tasks because they are arguably in a weaker position on MTurk or 
in a crowdsourcing ecosystem more generally. Crowd workers are often treated as an invisible 
API call on a crowd work platform such as MTurk, and they have to face the risks of working 
without payment, short task expiration time, arbitrary rejection, and unresponsiveness [49]. Crowd 
workers are also seen as a computational service, being bound by duty and payment at the will of 
the requesters who are prioritized by a crowd work platform such as MTurk [25]. Furthermore, 
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they are commoditized in a sense that no social protection or any employment beneft would cover 
them [4]. 
Crowd workers and requesters are often in an imbalanced power relationship in which the 

latter have the arbitrary dominion to qualify or reject the former’s work [25, 49]. In addition, 
there is an information asymmetry between crowd workers and requesters where workers can 
have limited information about requesters and their tasks, whereas requesters are empowered to 
collect and know more information about workers [14]. Scholars have suggested that balancing 
the power dynamics and information asymmetry in crowd work can beneft both crowd workers 
and requesters [45]. For example, Turkopticon has become a popular tool for MTurk workers to 
rate requesters and counter the power imbalance [25, 49]. Online forums such as TurkNation have 
become a popular site for MTurk workers to communicate and unionize [42, 60]. Crowdsourcing 
platforms should consider incorporating these features into the platforms. 

A sizable portion (about 40%) of our respondents did not express any privacy concerns on MTurk. 
While we did not have data to directly explain this result, we suspect two reasons which could 
be investigated in future research. First, some MTurk workers might be unaware of the potential 
privacy risks or issues that the majority of our respondents experienced. This lack of awareness can 
also make them vulnerable to problematic tasks and requesters. The challenge then becomes how 
to inform or educate them to raise their privacy awareness when privacy protection is not their 
immediate task or goal. Second, this reported lack of concern might also refect crowd workers’ 
diferent valuations of privacy and working strategies on MTurk. Given that MTurk is a competitive 
labor market where crowd workers try to get work, some crowd workers might adopt a strategy 
that seeks to earn more work at the expense of knowingly exposing themselves to privacy risks. 
While people are often uncomfortable with the monetization of their personal information [9], 

Acquisti suggests that people may still disclose their information for the immediate gratifcation 
of monetary gain [1]. In a pay-to-work crowdsourcing platform such as MTurk, crowd workers 
might overemphasize the immediate gratifcation of monetary payment by doing a task while 
underestimating the potential future consequences. Given these challenges, how can MTurk better 
protect crowd workers’ privacy? 

5.2 Protecting Worker Privacy in Crowdsourcing 

The privacy issues we identifed along the lines of information collection, processing, and dissemina-
tion as well as invasion and deceptive practices are arguably not unique to MTurk or crowdsourcing 
but could occur in computer systems more generally. How can designers of crowdsourcing systems 
anticipate and address these privacy issues? High-level privacy principles such as Fair Information 
Practices (e.g., notice and consent) [16] have been used to guide privacy protection in computer 
systems in general and specifc application domains such as ubiquitous computing [34]. We believe 
that these principles can beneft MTurk and crowdsourcing in general. Below we discuss both 
high-level principles and concrete ideas to mitigate the specifc privacy issues we found on MTurk. 
It is worth noting that the principles are not platform dependent and the ideas can potentially be 
implemented by other crowdsourcing platforms. 

Issues related to information collection. To address issues such as inquiry of sensitive in-
formation, providing information for free, and targeted ads, crowdsourcing systems should apply 
privacy principles such as collection limitation, proportionality, notice and purpose specifcation. 
Collection limitation means that “There should be limits to the collection of personal data and any 
such data should be obtained by lawful and fair means” [44]. Following this principle, crowdsourcing 
platforms and requesters should consider what kinds of worker data are really necessary to collect 
and how the data can be collected properly. Similarly, proportionality states that “any application, 
system, tool or process should balance its utility with the rights to privacy (personal, informational, 
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etc.) of the involved individuals” [23]. To achieve proportionality, crowdsourcing requesters should 
be mindful about what worker data to collect in order to balance the utility of the collected data 
with the workers’ privacy. A concrete idea of implementing these principles can be to provide 
requesters with an assessment tool that can allow requesters to list the goal of the task and the 
kinds of data to be collected, and automatically mark any sensitive data (e.g., address) so requesters 
can evaluate whether that data is really needed. 
The principle of notice states that “privacy policy statements [should be] clear, concise, and 

conspicuous to those responsible for deciding whether and how to provide the data” [55]. More 
specifcally, the principle of purpose specifcation states that the purpose of certain data practices 
(e.g., collection) should be clearly specifed prior to data collection [44]. Following these principles, 
the description of a crowdsourcing task should clearly specify the purpose of the task. As we saw in 
our data, workers’ privacy concerns or experiences may prevent them from contributing detailed 
data (e.g., cleaning one’s browsing history before submitting), afecting the quality of crowdsourced 
work. Clear descriptions of why certain data is needed for the purpose of a task can mitigate these 
concerns and encourage workers to provide detailed data. For instance, prior literature has shown 
that clear descriptions of why a personalized system needs certain user data makes users more 
willing to share their data [32, 58]. 

A concrete idea of implementing notice and purpose specifcation is to design a privacy policy 
template for crowdsourcing tasks that clarify their data practices, such as what data will be collected 
and how the data will be used or shared and for what purposes. For example, to address the issue 
of providing information for free (especially for paid crowdsourcing), the task description should 
clearly describe any screening component used to select qualifed workers, what data will be 
requested during the screening, and how that data will be handled (e.g., will the data be deleted 
immediately) especially when a worker is not selected to perform the tasks and receive payment 
after the screening. Crowdsourcing platforms can incorporate the privacy policy template directly 
into the task template for requesters. For crowd workers, tools can be designed to identify what 
(sensitive) information may be collected based on the task description so workers can make informed 
decisions about whether to work on the task or not. 

Issues related to information processing. To address issues such as data aggregation, pro-
fling and unauthorized secondary use, privacy principles such as purpose specifcation, data 
minimization and use limitation would be useful. Data minimization states that “Before deployment 
of new activities and technologies that might impact personal privacy, carefully evaluate them for 
their necessity, efectiveness, and proportionality: the least privacy-invasive alternatives should 
always be sought” [55]. Applying this principle in crowdsourcing means that data aggregation 
and profling, which involve collecting and combining multiple pieces of information about an 
individual worker, should be cautiously examined for their necessity with regards to the purpose 
of the crowdsourcing tasks. An example of a concrete idea is a tool that could provide workers 
with an overview of what information they have disclosed to a requester over multiple tasks, or 
to all MTurk tasks over time. This would not only provide more transparency to the tasks but 
also provide useful information that could prompt workers to think more about their disclosure 
decisions and whether to submit answers to a task. Use limitation means “Personal data should not 
be disclosed, made available or otherwise used for purposes other than those specifed” [44]. This 
principle directly addresses the issue of unauthorized secondary use. The privacy policy template 
presented as a concrete idea for notice and purpose specifcation is applicable here as well. 
To address the issue of de-anonymization, the principles of anonymity and unlinkability are 

helpful. Anonymity means people’s real identities cannot be identifed [57]. Unlinkability means two 
activities or interaction steps of the same user cannot be linked together [57]. For crowdsourcing 
in general, these principles mean that a crowdsourcing platform should hide workers’ personally 

Proc. ACM Hum.-Comput. Interact., Vol. 1, No. 2, Article 113. Publication date: November 2017. 



113:18 H. Xia et al. 

identifable information (PII) from requesters and prohibit linking a worker’s pseudonymous ID to 
his/her PII. For instance, MTurk should (1) hide workers’ real names and email addresses when 
they message requesters (e.g., using an anonymous email address generated by MTurk) to avoid 
potential spam; and (2) make MTurk IDs unlinkable to accounts of other Amazon services such as 
shopping and Amazon Web Services (AWS). 

To address the issue of insecurity (in crowdsourcing platforms), the security principle is invaluable. 
The principle of security states that “Personal data should be protected by reasonable security 
safeguards against such risks as loss or unauthorized access, destruction, use, modifcation or 
disclosure of data” [44]. To apply this principle, crowdsourcing platforms should adopt or implement 
state-of-the-art security measures such as security protocols (e.g., HTTPS), authentication, access 
control, and encryption of worker data. This is particularly crucial for paid crowdsourcing platforms 
such as MTurk where monetary compensations are involved and workers’ fnancial information is 
stored and used. 

Issues related to information dissemination. To address issues such as unauthorized sharing, 
the principles of purpose specifcation and onward transfer are relevant. As discussed before, 
purpose specifcation ensures that the purpose of a crowdsourcing task is plainly stated so that 
workers can make a more informed judgment about whether certain data practices (e.g., data 
sharing) are appropriate. Onward transfer means that “Personal data should not be transferred to a 
third party if it does not ensure an adequate level of protection” [16]. An example concrete design 
idea is to build a tool for workers to identify and visualize potential information fows based on 
task descriptions. 

Issues related to invasions. To mitigate issues such as spamming, stalking and confrontation, 
the principles of purpose specifcation, use limitation, and enforcement/redress are useful. Purpose 
specifcation and use limitation would expect requesters to clarify why workers’ contact infor-
mation (e.g., email address) is collected and how it will be used. In the crowdsourcing context, 
the principle of enforcement/redress means that efective privacy protection must include recourse 
mechanisms for workers to make complaints, which would then be investigated and resolved; 
verifcation mechanisms for crowdsourcing platforms and requesters to demonstrate that their 
privacy protections of worker data are implemented as they claim; and remedy mechanisms that 
crowdsourcing platforms are obliged to apply when problems arise (e.g., when requesters stalk or 
confront workers) [16]. Similar to MTurk, crowdsourcing platforms in general should have a policy 
for requesters in terms of what they can and cannot do, should allow workers to report problematic 
tasks/requesters and have a procedure to investigate and resolve reported issues. The platform 
should enforce its policy and hold violating requesters accountable. 

Issues related to deceptive practices. To mitigate issues such as phishing, malware and 
scams, the principles of security and enforcement/redress are helpful. It would be benefcial for 
crowdsourcing platforms to proactively monitor and flter out potentially problematic tasks and 
requesters. For example, a concrete idea is to design tools that use Natural Language Processing 
(NLP) techniques to parse and analyze the description of a task or the actual task (e.g., survey 
questions) to detect potential privacy risks (e.g., asking for sensitive personal information, use of 
collected data in a public or inappropriate fashion). Based on workers’ reports of problematic tasks as 
ground truth training data, the tool could gradually build models to predict the privacy invasiveness 
of a task and inform workers. If a task involves visiting/using an external site or downloading a 
piece of software, the tool could leverage security analysis techniques (e.g., static/dynamic analysis 
of the software in a sandboxed environment) to proactively analyze the site or software. Similar 
to app markets (e.g., Google Play, Apple Store), crowdsourcing platforms that host various tasks 
should take the responsibility of examining the validity or riskiness of tasks before workers work 
on them. 
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5.3 Implications for the CSCW Community 

Crowdsourcing has become an active research area in CSCW. Kittur et al. suggest that how to 
protect crowd workers’ privacy should be one of the key research questions in crowdsourcing 
research [30]. Crowd workers are often treated as an API call [49], as a computational service [25], 
or as a commodity [2]. These conceptualizations highlight the imbalanced power dynamics [25] and 
information asymmetry [14] between crowd workers and requesters. Our study provides novel and 
rich empirical evidence that many MTurk workers’ privacy has actually been violated and details 
how their privacy was violated. These results can inform the design of future privacy-friendly 
crowdsourcing systems. 

In addition, crowdsourcing platforms such as MTurk have increasingly become a popular venue 
for academic researchers including those in the CSCW/HCI feld to easily and quickly collect 
research data. While academic researchers are likely to think about the ethics of their research and 
have obtained ethics (e.g., IRB) approval, it is still important to remind researchers like ourselves to 
be mindful about the privacy implications of the research we conduct on MTurk, such as the data 
we collect and the proportionality of data collection and usage. In short, data practices should be 
proportional and justifable to the scientifc value or purpose of the research. Many respondents 
mentioned that some research tasks (e.g., surveys) asked them very sensitive information. While 
these research tasks may need to collect sensitive data for the very purpose of the research, these 
data practices should be made readily clear to the workers so they will not be surprised. We advocate 
that it is academic researchers’ responsibility to set a good example (e.g., adopting a privacy policy 
or a privacy-enhancing tool if MTurk does not enforce them) for how crowd workers’ data should 
be collected and managed. If academic researchers adopt these privacy-preserving practices, that 
may help create privacy-friendly social norms on MTurk so requesters in general will consider 
adopting them. 

5.4 Limitations and Future Work 

Our study is one of the frst to investigate how crowd workers themselves think about and experience 
privacy in crowdsourcing and on MTurk in particular. As such, it is exploratory in nature and 
has many limitations. First, our fndings are based on self-reported responses to a series of open-
ended survey questions. While we have collected a large and diverse sample of crowd workers’ 
privacy concerns, experiences, and expectations in the survey, interviewing crowd workers can be 
valuable in future research to complement our fndings by providing richer data regarding workers’ 
experiences. Second, our study focuses on MTurk, arguably one of the most popular crowdsourcing 
services. However, we do not claim our fndings can be generalized to all crowdsourcing systems 
because there are other types of crowdsourcing, for instance, those that do not involve monetary 
incentives. Studying various types of crowdsourcing services would be another promising direction 
for future research. Finally, we did not explicitly ask our respondents whether the problematic 
tasks they experienced were from organizations, academic researchers, or other individuals. Future 
research can study this factor as it can shed light on the kinds of requesters that need more 
supervision and guidance. 

6 CONCLUSION 

Crowdsourcing platforms such as MTurk are empowering millions of Internet users around the 
world to perform tasks or contribute to research for payment. However, crowd workers’ privacy 
can be at risk. Our study provides a novel perspective from the workers themselves in terms of how 
they think about and experience privacy on MTurk. Our fndings uncover many privacy-related 
issues (e.g., phishing, malware, scams) that have actually occurred on MTurk. These fndings not 
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only highlight the insufciency of current privacy protection on MTurk but also inform future 
crowdsourcing policies and designs to better protect crowd workers’ privacy. We will end by 
quoting a MTurk worker from our study: “our privacy needs to be protected at all costs.” 
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