August 20, 2018

Joseph J. Simons  Rohit Chopra  Maureen K. Ohlhausen
Chairman  Commissioner  Commissioner

Noah Joshua Phillips  Rebecca Kelly Slaughter
Commissioner  Commissioner

Re: Competition and Consumer Protection in the 21st Century

Dear Chairman Simons and Commissioners:

The undersigned 16 groups are pleased to submit this comment regarding the FTC’s upcoming series of public hearings examining competition and consumer protection in the 21st century.

As it considers how to advance competition and consumer protection in the 21st century, the FTC must first and foremost grapple with emerging challenges presented by enormous technology companies that have rapidly expanded in size and power. Many of the services offered by these tech giants are dependent on data-driven practices that harm consumers—and society as a whole—in a multitude of ways. The tech giants also have grown so large that, hungry for further expansion, they have been able to expand rapidly both horizontally and vertically, edging out competition and further entrenching their power. Of particular concern to our communities, harms perpetrated and missteps made by tech giants disproportionately harm individuals in historically disadvantaged communities.

Tech giants have become unwieldy in size and influence, and consumers effectively cannot avoid interacting with them.

Tech giants have grown in size and power at a breakneck pace. The top five publicly traded companies in the U.S. are all tech companies, and together they now make up more than 11 percent of the S&P 500 index—nearly double what they represented in 2013.1 Google has become one of the largest and most influential data-driven digital advertising companies in the world, and in many ways sets the agenda for how marketers engage with the public. YouTube in particular—used by 73% of

American adults,\(^2\) with a booming product placement economy and net ad revenue approaching $4 billion in the U.S. alone\(^3\)—has forever changed how marketing is done around the world. Meanwhile, Facebook has billions of monthly users worldwide,\(^4\) including 68% of adults in the U.S.,\(^5\) and Facebook’s data collection model is so vast that it is able to track and collect an alarming amount of data even on Internet users who do not have accounts.\(^6\) Amazon now has 310 million active user accounts,\(^7\) 49% of the U.S. e-commerce market,\(^8\) and an accumulation of economic power not seen since the Gilded Age.

These technology companies have been instrumental in realizing many of the benefits of the Internet, including 21st century democracy and social movements. Today, thanks to the power of the Internet—often leveraged by tools provided by these tech giants—not only do we build communities in cities and neighborhoods; we also build communities that leap across deserts and oceans, that cross borders and are not defeated by time zone shifts and language barriers. It is difficult to imagine the most successful movements of the past decade without the power of the Internet.

But as these tech giants have grown, expanded partnerships with other services, and become integrated with everyday communications, they have become an unavoidable part of consumers’ lives. Not only does this limit the opportunities presented by the Internet, it amplifies societal vulnerability to harms perpetrated by tech giants. Consumers now find that they effectively have no choice but to use services provided by—and share their data with—a handful of these large companies. For example:

- When selecting a smartphone, consumers must choose one with an operating system provided either by Google or Apple—and due to their higher price point,
Apple phones are much less available to low-income consumers. This cost disparity drives many low-income consumers to Android-powered devices, subjecting them to greater tracking by Google and less privacy-enhancing encryption defaults.9

- On the web, consumers cannot avoid being tracked by Google’s pervasive analytics and advertising networks.10
- In some instances, employers require employees to have accounts through tech giants such as Facebook.11
- A Facebook account is also increasingly necessary for consumers who wish to access sites, services, and information connected to Facebook.12
- Amazon is putting local retailers and booksellers out of business, limiting offline options for consumers to purchase certain goods.
- Amazon also is positioning itself as the platform through which cities, counties, and schools purchase office and classroom supplies, library books, electronics, and more, leaving retailers with little choice other than to become sellers on the platform in order to reach government buyers.13

---


10 According to one report, Google Analytics is present on 56% of all websites. W3Techs, Usage Statistics and Market Share of Google Analytics for Websites, https://w3techs.com/technologies/details/ta-googleanalytics/all/all (last visited Aug. 19, 2018).


Google’s and Amazon’s cloud computing services power a huge portion of online sites and tools, meaning consumers often share their data with these companies even when they are not aware.

And once a consumer has established an account with a tech giant, it can be extremely difficult to leave the platform because of the amount of information the individual has created and stored using the service—information that often is not made portable to enable the consumer to take it elsewhere. Powerful network effects also keep users from leaving even when they want to. Many of these tech giants reinforce the network effects problem by limiting or altogether precluding interoperability as it relates to their services, and strive to construct walled gardens that ultimately will shrink, rather than expand, people’s opportunities in their daily lives. Even when fed-up users do manage to leave tech giants’ platforms, they often lack a way to request that companies delete data about them, or verify that deletion has taken place.

**Tech giants repeatedly have failed to protect and respect internet users’ data, precipitating a multitude of consumer harms.**

Many of these tech giants have had ongoing conversations with civil rights, civil liberties, and public interest groups, but nevertheless they have repeatedly failed to respect and protect data relating to millions—and at times billions—of consumers. For example, despite repeated assurances to regulators, the public, and advocates that it would protect consumer privacy, Facebook revealed last year that data miners, chief among them Cambridge Analytica, successfully used its platform to learn private information about many more than 87 million Facebook users. Facebook also recently revealed that “malicious actors” had exploited search tools on its platform to harvest profile details of most of its two billion users. Despite Google’s past promises to stop scanning the inboxes of Gmail users for information to target marketing, it was reported in July that the company continues to let hundreds of third-party companies scan the inboxes of millions of Gmail users, doing little to police what those third parties do with users’ information. Google also revealed that it still tracks users’ location through use.

---


of its services even after users have disabled the “Location History” feature.\textsuperscript{17} Meanwhile, Amazon’s has aggressively used consumers’ data to undercut its competitors,\textsuperscript{18} and has begun supplementing its vast stores of data with information collected from its own brand of surveillance products (in at least one instance resulting in a personal conversation being recorded in someone’s home and sent to people on their contact list).\textsuperscript{19} In 2018, Amazon has also been plagued with worker strikes and boycotts.\textsuperscript{20}

Of particular concern to our communities, missteps by tech giants disproportionately harm individuals in historically disadvantaged communities. Black and Brown users also tend to over-index on social media platforms, including on Facebook, Instagram and WhatsApp (both owned by Facebook), and YouTube (owned by Google).\textsuperscript{21} This leaves Black and Brown communities more susceptible to harms flowing from misuses of consumer data on those platforms. People who are low-income, teenagers, and people of color also rely more on their smartphones than others as their primary device to use online sites and services—meaning they may share detailed information about their whereabouts, their contacts, and their communications with tech giants that provide mobile operating systems and applications.\textsuperscript{22}

Tech giants also have sometimes used consumers’ and communities’ data—often without explicit consent—in ways that harm our communities by facilitating the targeting of ads and content in biased ways, potentially excluding entire communities from certain opportunities. Facebook made assurances in 2017 to tackle discriminatory advertising on its platform after facing public outrage and pressure from advocates regarding its “ethnic affinity” advertising clusters, but the Washington State Attorney


\textsuperscript{20} Chavie Lieber, Amazon employees are using Prime Day to push for better working conditions, Vox, July 16, 2018, https://www.vox.com/2018/7/16/17577614/amazon-prime-day-strike-boycotts.


General found that it was still possible to exclude people from seeing advertisements based on protected class membership. In addition, Facebook collects a sweeping amount of data that can serve as proxies for race and be used to construct a detailed picture of users’ private lives, including geo-location, group membership, cultural interests, and many others. When used by marketers and third-party mining companies, details relating to these proxies have been used to perpetuate predatory marketing practices. The systematic targeting and exclusion of communities can also be a byproduct of algorithmic content and ad distribution that optimizes for cost-effectiveness and user “engagement,” which can lead to distribution that is discriminatory in impact, if not intent.

Many of the practices of tech giants are harmful to society as a whole, and consumers are calling for change.

In addition, the public is increasingly critical of many additional ways in which the practices of tech giants may be harmful to society, including:

- **Supporting the dissemination of propaganda, misinformation, and disinformation.** Social media platforms spread a large amount of false user-generated information, including state-sponsored propaganda, careless or low-quality reporting, and false information designed and intended to undermine democracy. As false information proliferates, consumers are rapidly losing trust in journalism.

---


26 David McCabe, *Facebook Finds New Coordinated Political Disinformation Campaign*, Axios, July 31, 2018, https://www.axios.com/facebook-finds-misinformation-campaign-4c5910b3-021a-45b7-b75c-b1ac80cbce49.html; Dipayan Ghosh & Ben Scott, *Disinformation Is Becoming Unstoppable*, Time, Jan. 24, 2018; April Glaser & Will Oremus, *The Shape of Mis- and
• **Amplifying hate speech.** Social media platforms also provide fast and efficient avenues for hateful and racist rhetoric and calls to violence to be spread.\(^{27}\) Tech giants have made some progress recognizing and removing hate speech, but the problem persists, including in places grappling with ethnic strife, political violence, or other conflict.

• **Driving political polarization.** By promoting hyper-partisan content more likely to stimulate user engagement, tech giants that offer algorithmic content distribution are exacerbating political polarization.\(^{28}\)

• **Devastating local and small retailers.** When services offered by tech giants supplant functions previously served by local and small businesses, the effects can be devastating. For example, Amazon is widely considered to be the single greatest threat to brick-and-mortar retailers everywhere.\(^{29}\) According to one estimate from the Institute for Local Self-Reliance, Amazon was responsible for 150,000 net job losses by the end of 2015.\(^{30}\) And in response to a survey of small


- **Damaging public health.** Tech giants generate revenue by maximizing use of their products in any way they can, including by intentionally designing products to be addictive and inescapable.\footnote{Center for Humane Technology, The Problem, http://humanetech.com/problem/ (last visited Aug. 19, 2018) (explaining that operators of online services competing for users’ attention are constantly learning how better to “hook” their users, and designing products intentionally to addict users).} This leads to a cascade of other problems, including heightened rates of depression, suicide, and sleep deprivation among young people.\footnote{Recent studies have linked the use of platforms like Facebook, Snapchat, and Instagram to depressive symptoms in young adults caused by negatively comparing oneself to others on social media platforms. Brian A. Feinstein, et al., \textit{Negative Social Comparison on Facebook and Depressive Symptoms: Rumination as a Mechanism}, 2 Psych. Pop. Media Culture 161 (2013). http://psycnet.apa.org/record/2013-25137-002. Experts have also found that teens who spend three hours a day or more on electronic devices are 35 percent more likely to have a risk factor for suicide and 28 percent more likely to get less than seven hours of sleep. Jean M. Twenge, \textit{Have Smartphones Destroyed a Generation?}, The Atlantic, Sept. 2017, https://www.theatlantic.com/magazine/archive/2017/09/has-the-smartphone-destroyed-a-generation/534198/.}  

- **Stifling competition.** Tech giants have grown so large so quickly that they have completely overtaken vital institutions and industries, leaving little room for anyone to compete who is not an already-established dominant corporate actor. These companies have gained their dominance in part through anti-competitive practices such as acquiring emerging competitors and taking advantage of the power of network effects to cement their positions.\footnote{See Lina M. Khan, \textit{Amazon’s Antitrust Paradox}, 126 Yale L. J. 564 (2017) (explaining anticompetitive aspects of Amazon’s structure and conduct, including a willingness to forego profits and an extremely aggressive expansion strategy); Joel Kotkin, \textit{Godzillas: How a Few Monster Tech Firms are Taking Over Everything from Media to Space Travel and What it Means for the Rest of Us}, Daily Beast, Feb. 9, 2014, https://www.thedailybeast.com/how-a-few-monster-tech-firms-are-taking-over-everything-from-media-to-space-travel-and-what-it-means-for-the-rest-of-us.}  

- **Amassing stores of consumer data that could be susceptible to breach or abuse.** Tech giants are building massive troves of consumer data, intensifying the threat of consumer financial injury in the event of a major breach. Large consumer
databases also are more likely to contain information about consumers’ closely guarded secrets—secrets that, if revealed, would be devastating to consumers.\textsuperscript{35}

Consumers are outraged and consistently are calling for greater oversight and accountability of tech giants.\textsuperscript{36} Consumers should be able to trust that when they go online, their information will not be used to harm them. Employees of the tech giants themselves are also unhappy. According to a survey of 2,000 tech workers who recently left their companies, sexism, racism and bullying is pushing diverse talent out of the tech industry, with many former employees describing the culture as toxic.\textsuperscript{37} And recently the employees of tech giants have begun organizing against the deployment of surveillance, artificial intelligence, censorship, and drone technology.\textsuperscript{38}

The FTC can and should do more to address harms perpetrated by the actions of tech giants.

The Commission must do more to protect consumers from the harmful behaviors of tech giants. Tech giants have been allowed to grow to their current size and power due to a relative lack of scrutiny and oversight by regulators, but regulators can step in now to help correct the course. The Commission should wield its competition authority with strength, leverage violations of existing consent decrees to obtain meaningful equitable relief for consumers, and interpret its authority to prohibit unfair and deceptive trade practices to protect consumers, communities, and society as a whole.


\textsuperscript{36} According to a March 2018 poll conducted by Reuters/Ipsos, only 41 percent of Americans trust Facebook to obey laws that protect their personal information, 66 percent trust Amazon, and 62 percent trust Google. Chris Kahn & David Ingram, \textit{Americans Less Likely to Trust Facebook than Rivals on Personal Data: Reuters/Ipsos Poll}, Reuters, Mar. 25, 2018, https://www.reuters.com/article/us-usa-facebook-poll/americans-less-likely-to-trust-facebook-than-rivals-on-personal-data-reuters-ipsos-poll-idUSKBN1H10K3.


from the wide range of harms perpetrated by tech giants. The Commission must look with a careful eye not only at the largest companies, but also the ecosystem that supports and perpetuates the harmful data-driven practices on which tech giants thrive, including data brokers and consumer reporting agencies.

Conclusion

The Commission’s examination of these topics through public comments and a series of hearings constitutes an important first step. As the Commission proceeds, we encourage the Commission to examine the above issues, and above all to consistently center in this proceeding questions about how harms flowing from the outsized influence of today’s tech giants disproportionately impact historically disadvantaged communities.

Respectfully submitted,
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