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I. INTRODUCTION 

Recent years have seen the emergence and proliferation 
of Internet-of-Things (IoT) devices. However, many of them 
are found to contain security vulnerabilities that adversaries 
could exploit remotely to launch high-profile attacks [1]. 
For example, the Mirai botnet compromised a few hundred 
thousand Internet-connected cameras, before it launched a 
distributed denial-of-service (DDoS) attack on a DNS provider 
used by Twitter and Reddit, causing widespread disruption 
on these major platforms [2]. As the total number of IoT 
devices is projected to reach a billion in the next five to ten 
years [3], attacks from insecure devices are likely to cause 
higher damages. 

These problems have led to some effort from the industry 
to create security standards among manufacturers of IoT de­
vices [4]. Additionally, one consumer advocacy group offers 
security evaluations of devices, in the hope of helping buyers 
make more informed decisions [5]. For both manufacturers 
and consumers, however, such momentum for security efforts 
remains to be seen. One reason is the lack of incentives 
to adopt security practices. For the manufacturers, security 
features could lead to higher costs [6], which often trans­
late into higher prices for consumers. For consumers with 
potentially insecure and vulnerable devices, improving device 
security, such as regularly downloading any available firmware 
upgrades, takes extra effort [7]. If a device is compromised and 
used to attack other services online, as in the case of the Mirai 
botnet, few manufacturers or owners suffer significant losses 
from the attack. 

To mitigate this lack of incentives, we propose a policy that 
regulates the manufacturers and/or consumers of IoT devices. 
Specifically, we require the manufacturers to enforce min­
imum security standards for their devices — for instance, 
setting strong passwords or encrypting the network traffic — 
to reduce the probability of being compromised. Alternatively, 
we fine owners of IoT devices which are compromised and 
used to attack other services on the Internet, in the hope that 
consumers will favor more secure devices and thus drive less 
secure ones out of the market. 

II. METHODOLOGY 

One challenge we face is whether to regulate the manu­
facturers, the consumers, or both, as well as how to regulate 
them. If we require the industry to enforce minimum security 
standards, the cost of production is likely to increase. What 
kinds of security standards should we impose? How much 
would the cost of production increase? How would this rise 
in cost affect the device prices, the consumers’ purchase 

decisions, and the manufacturers’ profits? On the other hand, if 
we fine the consumers, device security is likely to play a bigger 
role in purchase decisions. How much should the penalty be? 
How would different levels of fines affect the manufacturers’ 
profits and the overall risk of compromised devices? 

These questions are hard to answer, especially when the 
manufacturers and consumers display non-uniform behaviors. 
For example, manufacturers have varying degrees of financial 
means and technical expertise. Even if we impose the same 
minimum security standards, the extra cost is likely to vary 
across device makers. For the consumers, a fine may discour­
age risk-averse buyers from insecure devices, but it may have 
limited effect on risk-tolerant consumers who believe their 
insecure devices are unlikely to be compromised. In general, 
if we consider such complexities when designing the policy, it 
would be difficult to isolate the key interactions between the 
manufacturers and consumers and provide meaningful policy 
guidance. 

To this end, we propose a simplified model, where one 
Seller tries to sell identical Devices of the same type to a 
population of Buyers interested in the product. We assume 
that Seller knows some aggregate statistics about Buyers’ 
behaviors, such as their willingness to regularly update the 
firmware. We also assume that Seller treats every Buyer in 
the same way, and each Buyer makes purchase decisions 
independently. 

The goal of Seller and Buyers is to maximize their utility. 
Formally, we define Seller’s utility, uS , as follows: 

uS = (p − c) Pr[uB ≥ 0] (1) 

where p is the price of Device set by Seller, and c is the cost as 
a result of the minimum security standards. In today’s setting, 
c = 0, but as we impose a higher level of minimum security 
standards, c will increase for Seller. In addition, Pr[uB ≥ 0] 
is the fraction of Buyers who decide to purchase Devices at 
p; for each of these buyers, the utility is positive for the given 
p. We define Buyer’s utility, uB , as follows: 

uB = v − p − h − l (2) 

where v is Buyer’s own valuation of Device, h is Buyer’s 
hygiene — i.e., effort to secure Device — and l is the expected 
loss if Device is compromised. Two factors, in particular, affect 
l: the fine due to any compromise and the probability of 
compromise. As such, we define l as: 

−c−hkl = ye (3) 

−c−hkwhere y is the fine, e is the probability of compromise, 
and k defines the effectiveness of Buyer’s hygiene effort. 
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Fig. 1. How Seller’s utility changes with different standards of minimum 
security, as reflected by c, the cost associated with these security standards, 
when we vary the penalty, y imposed on Buyer. 

Currently, y = 0 as consumers are not penalized if their device 
is compromised. If 0 ≤ k < 1, Buyer is less effective than 
Seller in securing Device; if k ≥ 1, Buyer is at least as effective 
as Seller. We use an exponential function when defining the 
probability of compromise, because when c = 0 and h = 0, 
there is no minimum security standards for Seller, and Buyer 
does not follow hygiene practices; hence the probability of 
compromise is 100%. In contrast, as c and h increase, both 
Seller and Buyer put in effort to secure the device; thus the 
probability of compromise is close to zero (but never reaching 
zero). 

III. VALIDATING THE MODEL 

Of all the parameters in the model, our proposed policy 
changes only c and y. In particular, if we impose minimal 
security standards on device makers, then Seller’s c will 
increase from the current level of zero. On the other hand, if 
we fine consumers whose devices are compromised and used 
for attacks, Buyer’s y will also rise from the current level of 
zero. 

To see how changing y and/or c affects the utilities of 
both parties, we run simulations to validate our simple model.1 

First, we simulate a policy that requires the manufacturers to 
implement some minimum standards of security but which 
does not impose any fines on consumers. As shown in Figure 1, 
as c increases while y = 0, uS monotonically decreases. This 
observation is consistent with our intuition. The cost due to 
minimum security standards increases Device’s price; Buyers 
are thus less likely to make the purchase. 

Using the model, we further explore another policy that 
fines consumers but which does not require minimum security 
standards from device makers. As shown in the figure, increas­
ing y while c = 0 leads to a drop in uS . As expected, Buyer is 
less likely to purchase Device that lack any minimum security 
standards, due the risk of compromise and the possibility of 
getting fined. However, when y > 0 and c = 0, uS is not 

1In our simulation, we assume that k < 1 with more than 50% probability. 
We will not discuss the case where k ≥ 1 with 100% probability, as Buyer 
is more effective in securing Device than Seller. Implementing any security 
features, i.e. increasing c, always results in a lower uS regardless of y values. 

the highest at any given value of y. Rather, Seller achieves 
maximum uS when c increases to a certain value, although 
any further rise in c reduces uS again. In other words, if 
we penalize Buyers, Seller can achieve a higher utility if 
it voluntarily enforces just the right amount of security 
standards. Security standards that are too low add to Buyer’s 
risk of being penalized, whereas excessive security standards 
result in a higher price and lower willingness to buy. 

IV. NEXT STEPS 

Our initial observation of the interplay among y, c, and uS 
is consistent with our intuition and thus offers a preliminary 
validation of the model. However, we are yet to determine if 
our model is still accurate in more general cases. For instance, 
we can change the values of v and k to simulate consumer 
segments with different valuations of Device and different 
effectiveness of hygiene practices. It is an open question 
whether the behaviors in Figure 1 will also be observed 
for these consumer segments. Moreover, our current model 
assumes a single seller with a single type of device. Having 
multiple sellers and devices in the model, while more realistic, 
will introduce competition among sellers. Under this setting, 
it remains to be seen whether the introduction of fines on 
consumers will still incentivize device makers to voluntarily 
adopt some levels of security standards. 

We stress that imposing minimum security standards on 
manufacturers and/or fines on consumers is one of the many 
policies that could potentially mitigate the risk of insecure 
IoT devices. We plan to extend our model to simulate other 
similar policies. For instance, rather than have consumers pay 
a penalty if their devices are compromised, we can allow 
consumers to purchase an insurance. We will determine if fines 
or insurances are more effective in incentivizing consumers to 
buy more secure devices. Alternatively, instead of requiring 
minimum security standards for device makers, we can certify 
devices that have achieved these standards. Similar to how 
nutritional labels inform consumers of the risks of unhealthy 
ingredients, device certification informs consumers of the risks 
of using insecure devices. Again, it is an open question which 
option — whether imposing minimum security standards or 
certifying devices — can more effectively lead to an overall 
increase in device security in the industry. 

In addition to using models, we plan to conduct empirical 
measurements to observe human behaviors under different 
policies. As the first step, we will measure how much con­
sumers are willing to pay for devices of various levels of se­
curity (i.e., varying c) under different levels of perceived risks 
(i.e., effectively varying y). Similar to previous studies [8], 
we will ask subjects in a laboratory setting to purchase IoT 
devices with the variables above. Our hypothesis is that, for 
each IoT device, if we tell the subjects the level of security 
and the implication on their privacy, they are likely to purchase 
more secure devices at higher prices than if we hide the risk-
related information (i.e., y = 0). We plan to measure how 
much extra subjects are willing to pay for security across 
different types of IoT devices (e.g. smart light bulbs versus 
home security cameras, which have more privacy-related risks 
than light bulbs). Our hope is that the price premium will 
be consistent with the observation in Figure 1, especially for 
devices with higher perceived risks. 
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