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10 Takeaways about Connected Car Privacy
& Security
This Wednesday, June 28th, the Federal Trade Commission (FTC) and

the National Highway Traffic Safety Administration (NHTSA) are

hosting a joint workshop “to examine the consumer privacy and

security issues posed by automated and connected motor vehicles.”[1]

The agenda for the event includes remarks from officials from both
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agencies as well as keynote speeches and panel discussions from

various experts and stakeholders in the field.[2]

I have been invited to participate in the third panel of the workshop,

which is focused on the privacy issues surrounding connected vehicle

technology. The panels are meant to be free-flowing discussions, so no

one will be delivering prepared remarks. But in preparation for the

general discussion, I have made an attempt to boil down my own

research on these matters into 10 key takeaways about connected car

privacy and security issues.

1. Avoid “silver-bullet” thinking: The most important thing to

remember in discussions about connected car security and privacy is

that no silver-bullet solutions exist to these concerns. Policymakers

should avoid top-down technological mandates and instead focus on

encouraging collaborative, multifaceted, multi-stakeholder initiatives

and approaches to enhance connected car security and privacy.[3]

2. Security and privacy are relative terms with evolving

benchmarks: While we may be able to achieve some rough consensus

about baseline security and privacy protections, the reality is that

these issues are in a constant state of flux and that many other values

are also in play. Compared with static systems, security within

dynamic, interconnected systems is far more complicated because

adversaries and the nature of threats are constantly evolving.[4]

3. Security and privacy objectives can sometimes come into

conflict: Information-sharing and ongoing feedback between various

parties will be a crucial way to assess and correct security

vulnerabilities. But that may open the door to the sharing of more

information about drivers/owners. In turn, government-mandated

security requirements would be problematic because they could create

backdoors and give an advantage to adversaries (including hostile

governments).[5]

4. Consider the full range of values and trade-offs in play: Those

trade-offs include not only cost and convenience factors, but the

potential for more sophisticated and tailored features in our vehicles.

While privacy and security are important values, if they come at the

expense of improved products and services, it could undermine

consumer welfare in various ways (i.e., diminished competition, fewer



choices, higher prices, etc). It would be even more problematic if

regulation undermined the potential for new technologies to help

reduce vehicle accidents and fatalities.[6] For example, a 2015 Boston

Consulting Group study found that more widespread adoption of

advanced driver assist system technologies could help avoid

approximately 28 percent of all motor vehicle crashes in the US and

prevent about 9,900 fatalities per year, resulting in savings of more

than $250 billion in societal costs each year.[7] Policymakers should

conduct a thorough benefit-cost analysis of any proposed regulations

to determine how these various issues are valued by the public or

could be diminished by inefficient interventions.[8]

5. Think more broadly about potential “solutions”: Solutions to

privacy and security matters must be layered, multifaceted,

collaborative, flexible, and responsive to changing circumstances. In

this sense, the search for “solutions” has no final destination; we will

have to constantly devise new methods to deal with new threats.

6. Preemptive, top-down privacy and security mandates would be

unwise: Regulation of this dynamic sector is likely to back-fire.

Regulation won’t likely be able to keep up with either new threats or

public demands for new and better features. Regulation could also

curtail new forms of innovation and competition.[9] Blanket, one-

size-fits-all policy prescriptions tend not to work well in fast-moving

technology sectors.

7. “Soft law” governance should prevail over “hard law”

approaches: What this means in terms of the role of policy is that all

roads lead back to “soft law” approaches and ongoing

multistakeholder collaboration in particular. Various informal

governance mechanisms are evolving that are supplanting traditional

regulatory approaches to new technological innovations.

8. Industry-established best practices are already in place and set

a very high bar: The automotive sector has already established an

impressive set of privacy and security best practices. Created in

August 2015, the Auto Information Sharing and Analysis Center

(ISAC), whose membership covers 99% of all light-duty vehicles,

allows real-time information-sharing and cross-industry coordination

in response to new vulnerabilities.[10] The industry also developed a

comprehensive set of “Privacy Principles for Vehicle Technologies and



Services,” formulated by the Association of Global Automakers and

the Auto Alliance in November 2014.[11] Private standards and

certification bodies, such as the Society of Automotive Engineers

(SAE) and the Institute of Electrical and Electronics Engineers (IEEE),

also play an important role. The IEEE, for example, “has developed

information security standards that address specific areas such as

encryption, storage, and hard copy devices.”[12]

9. “Regulation” can mean more than preemptive administrative

mandates. Related to the previous point, third party validators can

also be effective “regulators” and serve as a check on compliance with

industry best practices and standards. Litigation and the threat of

industry liability will also help regulate of corporate behavior when

things go wrong.[13] The automotive sector already attracts

significant litigation activity when compared to other sectors, and that

trend is certain to continue. [14] Meanwhile, the Federal Trade

Commission already possesses broad “unfair and deceptive practices”

authority to investigate problematic corporate behavior and to hold

companies to the promises they make to consumers.[15] And the

National Highway Traffic Safety Administration has sweeping recall

authority to pull dangerous products off the market once problems are

discovered.[16] When combined with the fact that “manufacturers

have powerful reputational incentives at stake here, which will

encourage them to continuously improve the security of their

systems,” the potential for effective self-regulation is high.[17] No

automaker wants the bad publicity that accompanies car “hacks” or

deficient code that leads to problematic outcomes. Innovators in this

arena have a great incentive to understand and quickly deal with

these issues because the future of their brands is at stake. Finally,

insurance companies already help encourage better safety and

security practices over time and will continued to do so for connected

cars.[18]

10. Consumer education can help: One of the most constructive

roles that government officials can play is to — along with industry

and various stakeholders — help educate the public about privacy and

security risks associated with new connected car technologies. The

FTC already partners with several other federal agencies to provide

OnGuardOnline, a website that offers wide-ranging security, safety,

and privacy tips for both consumers and businesses.[19] The FTC also

has created a YouTube page featuring informational videos on these



issues.[20] As part of its 2015 staff report on Internet of Things issues,

the FTC said it “will develop new consumer and business education

materials in this area” in coming months and years.[21] NHTSA also

educates car owners on about a number of risk factors, including

distracted and drowsy driving, seat belt safety, speeding concerns, tire

safety, and more.[22] These same education approaches could be

repurposed to address connected vehicle concerns. Such consumer

awareness efforts can bolster those already being crafted by industry

and nonprofit groups focused on improving connected car security

and privacy.
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