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ABSTRACT 
Online Behavioral Advertising (OBA) is pervasive on the In­
ternet. While there is a line of empirical research that studies 
Internet users’ attitudes and privacy preferences of OBA, lit­
tle is known about their actual understandings of how OBA 
works. This is an important question to answer because peo­
ple often draw on their understanding to make decisions. 
Through a qualitative study conducted in an iterative man­
ner, we identify four “folk models” held by our participants 
about how OBA works and show how these models are either 
incomplete or inaccurate in representing common OBA prac­
tices. We also discuss how privacy tools can be designed to 
consider these folk models. In addition, most of our partici­
pants felt that the information being tracked was more impor­
tant than the web trackers themselves. This suggests the po­
tential for an information-based blocking scheme rather than 
a tracker-based blocking scheme used by most existing ad-
blocking tools. 
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INTRODUCTION 
Online Behavioral Advertising (OBA), or targeted advertis­
ing, is prevalent on today’s Internet [36]. OBA is “the practice 
of tracking an individual’s online activities in order to deliver 
advertising tailored to the individual’s interests” [11]. A com­
mon practice of OBA is that first-party sites (i.e., sites that 
a user visits voluntarily) rely on third-party entities (e.g., ad 
networks) to track a user’s browsing activities across websites 
and to provision ads targeted at the user [26]. OBA can bene­
fit both advertising companies (e.g., increasing click-through 
rates and prices of ads [4]) and Internet users (e.g., provid­
ing ads that better match their potential interests [27, 39]). 
However, since OBA involves online tracking and profiling 
of users, it has raised significant privacy issues [38, 27, 39]. 
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Prior studies have found various user attitudes and percep­
tions of OBA (e.g., [38, 27, 39, 23, 33]). For instance, Ur 
et al. note that people find OBA “creepy and scary” be­
cause of its online tracking practices, but sometimes people 
also find OBA “smart and useful” [39]. As such, individual 
users seem to have varying acceptance of OBA depending on 
the context [10, 40, 28]. However, most of these studies ei­
ther (1) did not study people’s understandings of how OBA 
works (e.g., [38, 22]) or (2) investigated people’s perceptions 
of OBA after the researchers explained OBA (e.g., [23, 33, 
10, 40, 28]), therefore it is not clear to what extent ordinary 
Internet users actually understand how OBA works now what 
their understandings are. 

Drawing from the literature on mental models, we examine 
people’s understandings of how OBA works. Psychologist 
Kenneth Craik pioneered the concept of mental models, de­
scribing “the mind constructs ‘small-scale models’ of reality 
that it uses to anticipate events, to reason, and to underlie ex­
planation” [12]. Since then, the notion of mental models has 
been further developed. For instance, Phil Johnson-Laird, an 
influential scholar of mental models defines them as “psy­
chological representations of real, hypothetical, or imaginary 
situations” [17]. Mental models have also been studied exten­
sively to understand how people comprehend various things 
such as language and music [15]. In addition, “mental models 
affect people’s reasoning” [17] and people draw from their 
mental models to make various decisions [17, 18]. For in­
stance, people’s mental models of how thermostats work in­
fluence the ways in which they control these devices [42]. 

The mental model approach has also been applied in the do­
main of privacy and security (e.g., [1, 3, 9, 41, 8, 24, 29, 13]), 
but has not been systematically used in the context of OBA. 
Rick Wash conducted an interview study to examine people’s 
mental models of home computer security [41]. He notes, 
“to understand the rationale for people’s behavior, it’s impor­
tant to understand the decision model that people use” [41]. 
Drawing from prior literature (e.g., [35, 2]), he uses the term 
folk models to denote mental models that can be incorrect rep­
resentations of reality but are used by people in practice [41]. 

Our work was in part inspired by Wash’s study [41]. We 
aim to uncover people’s folk models of OBA, regardless of 
whether these models accurately represent the reality of OBA. 
We note that mental models can encompass more than a pic­
ture of how things work [15], but here we use folk models to 
denote people’s understanding of how OBA works. There is 
little work that touches on this question, and our study aims to 
fill the gap. We believe that understanding people’s folk mod­
els of OBA is important because these models can influence 
people’s behavior or decisions regarding OBA, for instance, 
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how they control or manage OBA. Furthermore, privacy tools 
for OBA can be more effective when they incorporate peo­
ple’s folk models, for example, by helping people recognize 
privacy risks (e.g., third-party tracking) and adopt counter­
measures (e.g., blocking third-party trackers). 

We inductively developed four folk models of OBA held by 
our participants through a qualitative study conducted in an it­
erative manner. In addition to a pilot study with eight people, 
we conducted two rounds of semi-structured interviews with 
another 21 Internet users from different U.S. states and cities. 
These models differ in terms of the following: who tracks 
Internet users’ information; where the tracked information is 
stored; and how targeted ads are selected or provisioned. 

Similar to Wash’s study [41], our qualitative research does not 
support claims that can be generalized to all Internet users, 
but it instead aims to uncover folk models that people have 
about OBA and that can inform future privacy-enhancing de­
signs for OBA. In the sense of theoretical sampling [25], the 
discovered folk models are held by real people but the study 
says little about how common or statistically representative 
these models are in the general population. 

To guide future privacy tools for OBA, we also asked par­
ticipants’ opinions about what tools or features they desire 
in order to help them protect their privacy in the context of 
OBA. While most OBA tools focus on trackers, most of our 
interviewees felt that the information being tracked is more 
important than trackers. This result suggests the potential for 
an information-based blocking scheme rather than a tracker-
based blocking scheme used by most existing ad-blocking 
tools such as Ghostery. 

This paper makes two main contributions. First, we uncover 
different folk models of OBA that ordinary Internet users 
have. These models have implications for privacy designs and 
public policies of OBA. Second, we identify people’s desired 
features of privacy-enhancing tools for OBA. These features 
should be incorporated into future privacy tools. 

RELATED WORK 
Our work was mainly inspired by prior research on people’s 
attitudes and perceptions of online tracking and OBA, as well 
as people’s mental models of privacy and security. 

People’s Attitudes and Perceptions of OBA 
There is a line of empirical research that examines people’s 
attitudes towards OBA mostly via surveys. Several surveys 
have shown people’s objection of online tracking and OBA. 
For instance, Turow et al. polled 1000 Internet users in the 
U.S. and found that 87% of them did not want advertisers 
to track them online [38]. Similarly, McDonald and Cranor 
found that 64% of their survey respondents considered tar­
geted ads to be “invasive” [27]. Another survey found that 
one major reason why the respondents disliked OBA was 
because of online tracking and subsequent analyses of that 
tracked data [32]. 

However, Ur et al.’s interview study has painted a more nu­
anced picture. They found that many of their interviewees 
considered OBA “creepy and scary” because of its online 

tracking practices, but sometimes people also found targeted 
ads “smart and useful” [39]. This study also suggested peo­
ple’s acceptance of OBA may vary depending on the context. 

A number of subsequent survey studies focused on people’s 
context-based preferences of OBA [10, 40, 28]. Leon et al. 
found that the data retention period and scope of data use sig­
nificantly affected their respondents’ willingness to share data 
for OBA [23]. Chanchary and Chiasso found that people’s 
OBA preferences differ by the first-party sites they visit [10]. 
Melicher et al. combined their participants’ browsing histo­
ries and interview data in identifying additional situational 
factors such as the types of information being tracked and the 
frequency of visiting first-party sites that can affect people’s 
attitudes towards online tracking [28]. Wang et al. surveyed 
both American and Chinese Internet users and found that both 
user groups had different OBA preferences based on the type 
of first-party sites, despite the fact that the former had more 
privacy concerns over OBA than the latter [40]. 

While these prior studies offer invaluable insights into peo­
ple’s perceptions of OBA, most of these studies (e.g., [23, 33, 
10, 40, 28]) provided a detailed explanation of OBA before 
examining people’s preferences of it. In contrast, four prior 
studies asked people’s perceptions of OBA before explaining 
OBA [38, 27, 39, 22] and two of them did not ask about peo­
ple’s understandings of how OBA works [38, 22]. The other 
two studies touched on this question but did not yield mental 
models that represent people’s understandings of OBA [27, 
39]. Ur et al.’s study focused on people’s attitudes towards 
OBA rather than their understandings of OBA [39]. The re­
maining study investigated people’s beliefs about OBA [27] 
but differed significantly from our study. 

More specifically, McDonald and Cranor provided their sur­
vey respondents four diagrams depicting different configura­
tions of first- and third-party cookies in OBA and asked the 
respondents to select the configuration which was not pos­
sible [27]. Unlike their approach, we sought to discover 
people’s folk models of OBA without providing any a pri­
ori models or pictures to constrain or influence their thinking. 
We have discovered folk models (e.g., browser-based mod­
els) that differ from the models they provided in their study. 
We will present our folk models in the results section. 

In addition, few studies have touched on people’s understand­
ing of online tracking and OBA. Rader conducted an on-
line experiment and found that most participants were aware 
that sites like Google or Facebook can collect information 
about their users’ activities on them (e.g., what pages they 
visit or what links they click) [33]. This is a case of first-
party tracking. Ur et al. asked their interviewees the ways 
in which ads are tailored to them. The two most common 
methods mentioned were based on users’ browsing histories 
and web searches [39]. Another survey study found that peo­
ple have various understandings of the type of data (e.g., per­
sonal information or location) web trackers can track online 
[10]. Some of these perceptions were incorrect, e.g., people 
thought online tracking was malware and online tracking di­
rectly involved local browsing history [28]. Our work differs 



from these studies in that we focus on people’s folk models 
of OBA rather than exploring them in passing. 

Overall, the extant literature does not provide a clear picture 
of the folk models people have about how OBA works. Our 
study aims to fill this gap. 

People’s Mental Models of Privacy and Security 
The mental model approach has been employed by a number 
of researchers to investigate people’s understandings of the 
Internet [37, 19]. Thatcher and Grey’s work utilized drawing 
as a means of understanding people’s mental models [37]. 
Their work revealed several typical understandings of how 
the Internet works, such as considering the Internet as a cen­
tral database, or as a modular structure network [37]. Our 
study adopted a similar drawing task to solicit people’s un­
derstandings of OBA. 

Kang et al. observed that people’s mental models of how 
the Internet works can be very different, and these mod­
els were partially influenced by people’s technical knowl­
edge [19]. The researchers suggested that users with more 
technical knowledge tend to have a more sophisticated men­
tal model, but the level of technical knowledge barely affects 
users’ security and privacy practices [19]. 

Researchers have also used the mental model approach to in­
vestigate users’ perceptions related to their privacy and se­
curity. Camp proposed five possible mental models that can 
be used to explain people’s understandings of computer risks, 
including models of physical safety, medical infections, crim­
inal behavior, warfare activities, and market failures [9]. As­
gharpour et al. conducted a card sorting study and found 
that computer security experts and non-experts have differ­
ent mental models of computer security [3]. For instance, 
experts associated passwords with a criminal model whereas 
non-experts thought of a physical safety model [3]. Wash’s 
work on people’s mental models of threats towards their 
home computers suggested eight folk models, including four 
virus-centered models and four hacker-centered models [41]. 
Bravo-Lillo et al. used a mental model approach to under­
stand computer users’ psychological processes and reactions 
toward computer warnings [8]. They were able to identify 
different perceptions of novice and advanced users and to ob­
tain insights in improving computer warnings [8]. Most re­
cently, Naiakshina et al. studied people’s mental models of 
the security of mobile messaging tools and found that people 
overestimated the capabilities of attackers [29]. 

The above studies shed light on people’s mental models of 
the Internet and privacy and security risks. However, peo­
ple’s mental models of OBA still remain unclear. Our study 
aims to address this gap by inductively analyzing people’s 
understandings of how OBA works. 

Our primary research question is what folk models people 
employ in practice about OBA, for instance, regarding the in­
formation flow in OBA. This was in part inspired by Helen 
Nissenbaum’s theory of contextual integrity which presents 
a framework to determine privacy violations based on the 
norms and appropriateness of information flow in a particular 

context [30]. A secondary research question is what privacy-
enhancing features or tools people desire for OBA. Answers 
to both questions will inform future privacy designs for OBA. 

METHOD 
We designed and conducted a qualitative study in an itera­
tive manner to understand people’s folk models of OBA. This 
study was approved by the IRB. We started with a pilot study 
to test the interview script and explore people’s understand­
ings of OBA. We then conducted a first-round of interviews 
to develop initial folk models, followed by a second-round of 
interviews to further verify the models. 

Pilot Study 
Drawing from prior research examining people’s attitudes 
and perceptions of OBA [38, 27, 39, 23, 33, 10, 40, 28], we 
developed a list of interview questions that investigate peo­
ple’s understandings, attitudes, and experiences of OBA. To 
assess the quality of these questions, we pilot tested this in­
terview protocol with eight family members and friends dur­
ing January and February, 2016. The pilot results suggest 
that they understood the questions albeit most of them did 
not understand how OBA works. For instance, most of them 
did not know that third-party entities (e.g., ad networks) are 
likely involved in OBA. These pilot study participants’ un­
derstandings of OBA were covered by the four folk models 
developed in the subsequent two rounds of interviews. For 
instance, many of them held the connected-first-party model. 

The pilot results also suggest that they varied in their opinions 
of OBA after we explained the concept and that they differed 
in their interests in learning more about OBA and/or using 
tools to control OBA. In order to further identify their under­
standing of OBA (i.e., mental models) and their preferences 
of OBA, we added a drawing task and a card sorting task. 

First-Round Interviews 
We revised the interview protocol based on the feedback from 
the pilot study. Next, we describe the updated protocol. 

Questions about Internet usage 
We began our interviews with questions about interviewees’ 
demographics such as age, gender, and occupation. We then 
asked about their background in using computers and the In­
ternet, e.g., “What do you usually do when you browse the 
web? What devices do you use to browse the web?” We 
also asked about their usage of web browsers, e.g., “Do you 
know that you can change your browser settings? Do you 
know what a browser extension/add-on is? Do you save any 
of your account information in your browser? What kind of 
information do you save?” 

We then asked them to sort 18 cards, each containing an in­
formation item (e.g., name or home address), based on their 
comfortableness with saving the data into their browser. This 
card sorting task was designed to assess their perceived sen­
sitivity of different information. Most interviewees put the 
information items into two or three clusters based on their 
perceived sensitivity, for instance, social security numbers as 
highly sensitive and religion as mildly or moderately sensi­
tive. Since these card sorting results mostly corroborate the 



findings reported in the prior literature (e.g., [23, 20, 40]), we 
removed this task from the second-round of interviews. 

Mental models of OBA 
Next, we asked about interviewees’ attitudes toward and in­
teractions with online ads, e.g., “Do you notice that there are 
ads on websites? Do you generally click on ads?” 

Similar to the use of hypothetical scenarios in Wash’s mental 
model study [41], we presented a hypothetical ad scenario in 
which a user first looks for shoes in Amazon.com and a few 
hours later he or she visits Facebook and sees other shoe ads 
there. This scenario was designed to represent common OBA 
practices that interviewees can easily understand since Ama­
zon and Facebook are popular sites that people visit. We then 
asked them to draw what they think happened in this scenario 
on a piece of paper and to explain their drawing. This draw­
ing with think-aloud task explored interviewees’ own under­
standings of how OBA works before we offered our definition 
and explanation of OBA. These drawings visualized the inter­
viewees’ folk models of OBA (i.e., their own theories of how 
OBA works). 

We followed up with additional questions about their knowl­
edge and understanding of OBA and web trackers, e.g., “Have 
your heard of targeted ads? Do you know how targeted ads 
work? Have you ever heard of web trackers? What do you 
think web trackers are, who they are and what they do?” 

Then we offered the same explanation of web trackers to each 
interviewee. Specifically, we explained that the sites they 
visit voluntarily are first-party entities, and that web trackers 
are typically third-party entities which track user information 
and can provide ads targeted to the user based on the col­
lected user data (e.g., browsing activities, page visits). We 
then answered any questions that interviewees had about web 
trackers. We also asked them “What do you think trackers are 
collecting when they are tracking you? What’s more impor­
tant to you, the trackers or the data is being tracked?” 

Privacy-enhancing tools for OBA 
Finally, to help inform future privacy design for OBA, we 
asked interviewees questions about their desired features in 
helping them deal with web trackers, e.g., “If there was a 
magic tool that can do anything, what types of features would 
you like this tool to have pertaining to web trackers?” 

We asked these questions after explaining OBA with the ra­
tionale that if interviewees did not have a correct understand­
ing of OBA, they may miss features that they would need 
or want. For instance, similar to what we found in the pilot 
study, many participants in this round of interviews were not 
aware that web trackers are often third-party entities. These 
participants requested the privacy tools to provide more in­
formation about OBA, including the third-party trackers in­
volved. If we asked these tool-related questions before ex­
plaining OBA, these participants would not know the ex­
istence of third-party trackers and thus are unlikely to ask 
for corresponding tool support. However, asking these tool-
related questions before explaining OBA might discover that 
people having different folk models desire different privacy 

features. Therefore, we asked these tool questions both before 
and after explaining OBA in the second-round interviews. 

Second-Round Interviews 
We analyzed the first-round interviews and developed four 
folk models that our participants had about how OBA works. 
Similar to the iterative methodology used in Wash’s mental 
model study [41], we conducted a second-round of interviews 
with new participants to check the validity of these models 
by seeking “negative” examples [31] that are not covered by 
these models. 

There were two major updates of the interview protocol in 
this round. First, we removed the card sorting task. Second, 
we asked the questions related to privacy tools both before 
and after explaining OBA. In other words, we updated the se­
quence of study components: questions about Internet usage, 
questions about mental models (with the same hypothetical 
scenario), questions about privacy tools, our explanation of 
OBA, and the questions about privacy tools (second time). 

Participant Recruitment 
We recruited prospective participants from a university cam­
pus, shopping malls, public libraries, and online communities 
(e.g., Craigslist). We also used snowball sampling, i.e., ask­
ing participants to refer our study to their contacts [5]. We 
deliberately selected participants in order to create a diversi­
fied sample in which participants have various demographic 
characteristics and occupational backgrounds. 

From March to May 2016, we recruited and conducted our 
1st-round of interviews with 14 participants from an urban 
area in the Eastern US. These interviews were face-to-face. 
From July to August 2016, we recruited and conducted our 
second-round of interviews with seven additional participants 
from another urban area in the Eastern US and two urban 
areas in the Western US. These interviews were conducted 
online using services such as Skype. Participants showed 
and explained their drawings in the interviews and sent their 
drawings to the researchers afterwards. Each interview took 
about one to two hours and was compensated $10. 

It is worth noting that our sample is not statistically represen­
tative of the general Internet user population, but it is diverse 
in terms of participants’ age, geographic locations and occu­
pations. Similar to Wash’s study [41], we do not believe our 
sample is particularly special. There are probably other peo­
ple similar to our participants in the general population. In 
addition, we did not observe any significantly new findings, 
particularly regarding people’s understandings of how OBA 
works, from our second-round of interviews. This suggests 
theoretical saturation [16] and thus we did not conduct any 
more interviews. 

Data Analysis 
We audio recorded all interviews upon participants’ permis­
sion, and then transcribed the audio recordings. We then con­
ducted a thematic analysis [7], a common approach for ana­
lyzing qualitative data. 

First, we read through all the interview transcriptions mul­
tiple times to immerse ourselves in the data. Second, two 
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Table 1. Participants used three factors in reasoning about OBA and constructing their folk models. 

Folk model Who tracks info Where info stored How ads selected or provisioned 

Browser-pull 
1st-party-pull 
Connected 1st-party 
3rd-party 

Browser 
Browser 
1st-party 
1st-party 

Browser 
Browser 
1st-party 
3rd-party 

Browser pulls ads 
1st-party sites pulls ads 
1st-party sites share data directly and pull ads 
1st-party shares data with 3rd-party, 3rd-party pulls ads 

co-authors coded one interview together at the sentence level 
to develop a code book. 

Then, the two coders coded the same subset of interviews in­
dependently using the code book. When they encountered 
concepts not covered by the existing code book, they added 
new codes accordingly. Once finished, the two coders com­
pared, discussed and converged the codes into an updated 
code book of 210 unique codes, such as, “Internet experi­
ence,” “attitudes toward OBA,” and “PETs features.” We 
wrote the codes on post-it notes and created an affinity di­
agram to group these codes into nine themes: background, 
misconception, advertisement, specific information concerns, 
privacy-enhancing technologies, mental models, privacy and 
security practices, privacy expectations, and web trackers. 

Finally, we read the associated interview quotes to ensure the 
coherence within each theme. Based on our review, we ad­
justed the inappropriately grouped codes and the affinity di­
agram accordingly. Both rounds of interviews were captured 
in this diagram. 

RESULTS 
In this section, we report the results from the 21 interviews, 
focusing on our participants’ folk models of how OBA works 
and their preferences of privacy tools for OBA. 

Participants 
The ages of the 21 participants ranged from 19 to 67, with 
an average of 34. Six participants were female and 15 were 
male. They were from a wide range of locations, including 
large and small cities in the states of New York, Pennsylvania, 
California and Washington. Various occupations such as uni­
versity staff, college students, software engineers, business 
professionals, retired workers, a mechanical engineer and a 
waitress were represented among the participants. 

All of our interviewees use computers and the Internet on a 
daily basis. Two of them use the Internet less than 2 hours 
a day, the rest of them use the Internet more than 7 hours 
a day. The primary purposes of using the Internet include 
checking emails, using social media, doing research for their 
jobs, contacting friends and families, and reading news. In 
addition, 19 of our interviewees had heard about targeted ads. 
Some of them voluntarily talked about their experiences of 
targeted ads. Four interviewees said that they have heard of 
web trackers, but only one understood what a web tracker is. 

Folk Models of OBA 
We provided our interviewees a detailed scenario to under­
stand their thoughts about how OBA works and how infor­
mation flows. The interview results suggested that our par­
ticipants’ understandings of how OBA works mainly differed 
by three factors: who tracks users’ information; where the in­
formation is stored; and how ads are selected or provisioned. 
Based on these three factors, we identified four major mod­
els. Table 1 summarizes the factors that our participants used 
to reason about OBA and construct their folk models. Ta­
ble 2 summarizes participants’ folk models as well as their 
attitudes toward web trackers and OBA. 

Browser-Pull Model 
Five interviewees held this model. They believed that all 
tracking is done by the browser, which would pull from ad­
vertisers relevant ads that target user data/profiles stored lo­
cally by the browser. In this model, the web browser plays the 
primary role in OBA. For instance, P5 thought that the web 
browser monitors and detects his browsing patterns and pulls 
ads based on those patterns. He also believed that all tracked 
information is saved in his local computer. 

Table 2. Participants’ folk models and attitudes of trackers and OBA. 

ID Folk model Accept trackers Accept OBA 

P1 3rd-party Yes Yes
 
P2 Connected 1st-party No Yes
 
P3 3rd-party Yes Yes
 
P4 3rd-party No No
 
P5 Browser-pull No Yes
 
P6 Connected 1st-party No No
 
P7 Connected 1st-party No No
 
P8 3rd-party No No
 
P9 Browser-pull No No
 

P10 1st-party-pull Yes Yes
 
P11 Browser-pull Yes Yes
 
P12 1st-party-pull Yes Yes
 
P13 Browser-pull Yes Yes
 
P14 Connected 1st-party No No
 
P15 Browser-pull No No
 
P16 1st-party-pull Yes Yes
 
P17 3rd-party Yes Yes
 
P18 Connected 1st-party No Yes
 
P19 3rd-party Yes Yes
 
P20 3rd-party Yes Yes
 
P21 1st-party-pull Yes Yes
 



Figure 1. Browser-pull model: an example from P9. When a user 
searches for a pair of shoes on Amazon, the web browser will save the 
search information. The web browser has contracted with Amazon. 
When the user visits Facebook, the browser will pull the saved infor­
mation and display ads for Amazon on the user’s Facebook page. 

“The system is set up to notice your patterns and to pull in­
formation that seems relevant to you...I’m just thinking [the 
information] is [transmitted to] my computer.” (P5) 

P9 had a similar view as illustrated in his drawing (see Fig­
ure 1) in which the browser tracks his online activities and 
has contracted with Amazon to ship their ads. He explained, 

“I’m searching on Amazon and looking for shoes, web 
browser tracks my activity, and, you know, I’m just thinking 
that Amazon and ads are contracted with web browser, and 
browser just ships ads. There’s when I’m on Facebook, the 
ads just pops up.” (P9) 

P15 also held this model but also felt that he can control the 
browser’s tracking through the browser settings. He said, 

“I think it is all based on your Internet options what you al­
low. I think it is the browser that allows this...No matter what­
ever browser I’m on...I can go to the Internet options and 
mess around the way it looks into my information.” (P15) 

The essence of this model is that the web browser is key – the 
browser tracks users’ activities, saves their information on the 
local computer, and selects and displays the relevant ads. Be­
cause the browser is on users’ computers, some participants 
holding this model (e.g., P15) also had the perceived agency 
to limit or control OBA through the browser settings. 

First-Party-Pull Model 
Four interviewees held the first-party-pull model. Similar to 
the browser-pull model, participants of this model also be­
lieved that all tracking is done by the browser. However, 
unlike the browser-pull model, people of this model thought 
that first-party sites (e.g., Amazon or Facebook) rather than 
the browser pull relevant ads based on the user’s data/profile 
stored in the browser. In this model, both the web browser 
and first-party websites play active roles in OBA. 

Figure 2. First-party-pull model: an example from P10. When a user 
searches for a kayak on Amazon, the browser will save the search infor­
mation in a browser cookie. The browser will find other sites that also 
sell kayaks. Later, the user visits Facebook, which will pull these sites 
from the browser and display them on the user’s Facebook page. 

For instance, P10 explained the use of cookies and the re­
trieval of targeted ads by the first-party sites, as shown in his 
drawing (see Figure 2). In this example, when he searches 
for kayaks on Amazon, the browser will save the search in­
formation in a browser cookie. Then, the browser will find 
other sites that also sell kayaks. When he visits Facebook 
later, Facebook will pull these sites that sell kayaks from the 
browser and display them on his Facebook page. Here again, 
the first-party site (Facebook) pulls the relevant ads. In addi­
tion, P10 believed that first-party websites can only access the 
cookies from the last website that the user visited. P12 shared 
a similar model but described his theory in a more technically 
sophisticated way, highlighting the use of the HTML meta 
tag on first-party sites (e.g., eBay or Facebook). He believed 
that these websites are designed in a way (with similar meta 
tag structures) so that they can directly access all of the user’s 
browsing/searching history and cookies in order to select tar­
geted ads. 

“So this is the eBay webpage, and in your meta-tag you’re 
gonna have embedded information that not only pulls up the 
information from your cookie and consent your account to 
automatically login...but it also contains advertising tracking 
data...And then if you log into, for instance, Facebook, if they 
have a similar meta-tag structure they can access the search 
data from this tracking cookie, so that this controls the same 
search criteria.” (P12) 

P16 is a web developer with technical knowledge of the In­
ternet. His drawing (see Figure 3) illustrated that the browser 
stores the user’s Amazon activities in its local cache; then 
Facebook pulls that user information from the cache, bids ads 
with that user information, and finally displays the targeted 
ads on the user’s Facebook page. He was our only participant 
who mentioned ad bidding, which suggests that he had more 
knowledge about the online ad ecosystem than other partic­
ipants. However, he was not aware of third-party tracking 



Figure 3. First-party-pull model: an example from P16. He searches 
shoes on Amazon, then the browser stores the action in the cache; later, 
he visits Facebook, which then goes to its advertising server, and bids ads 
with the cached user information using a bidding algorithm. Facebook 
then displays the ads on his Facebook page. 

in OBA. After he described his mental model, we explained 
OBA to him and asked about his feelings of OBA again. He 
was surprised to learn that often third-party entities (e.g., ad 
networks) track users’ online activities for OBA purposes and 
his concerns about his information and privacy remained the 
same. He said, 

“I never thought it is third party. It matters to me since I’m 
not sure how they can use my information legally and the pur­
poses. But I think I feel the same, because before I know this, 
I’m still worried about my information and privacy.” (P16) 

P16’s example is rather telling because we would normally 
assume that technically savvy users would know how OBA 
works. But, that was not the case. This is somewhat sur­
prising because even web developers like him who seemed to 
have knowledge about ad bidding (a rather advanced under­
standing of online ad systems) did not know about common 
online tracking done by third-party entities. 

Other less technically savvy participants also held this model 
albeit with less details. For instance, P21 thought that the 
browser records his activities on Amazon and then Facebook 
pulls his information from the browser. However, unlike P10 
and P16, he did not know the technical specifics of how 
Facebook can actually access his information stored by the 
browser. He commented, 

“Chrome gets all my transaction from Amazon, and for some 
reason, Facebook can access this information.” (P21) 

While these participants provided different levels of techni­
cal details in their explanations, the underlying theory is the 
same. In this model, the browser still plays an important role 
in tracking users’ browsing activities and storing this infor­
mation locally. But, first-party sites (e.g., Facebook) rather 
than the browser select relevant ads based on the user profile 
stored in the browser. This means, unlike the browser-pull 
model, the browser cannot single-handedly deliver the tar­
geted ads. Instead, first-party sites select ads that they think 
are relevant to users. 

Connected-First-Party Model 
Five interviewees believed that first-party websites (e.g., 
Amazon and Facebook) are directly connected and collabo­

rate with each other. In this model, users’ data is tracked and 
stored by each first-party site that they visit. Different first-
party websites are connected, exchanging the user data that 
each of them tracks and saves. As such, first-party websites 
form a kind of a collaborative network and play the main role 
for delivering targeted ads. 

For instance, P18 believed that first-party sites have shared 
resources between them so they can share their user informa­
tion stored in their databases. 

“It definitely goes into the database on Amazon, and then it 
will probably, I guess there is some kind of shared resource 
between them, so it will basically go into the database on 
Facebook, then shows on my page.” (P18) 

P7 shared the idea and also explicitly mentioned a partnership 
between Amazon and Facebook, which makes the informa­
tion sharing possible. 

“Amazon and Facebook have some type of partnership and 
so Amazon gives them certain information and are able to lo­
cate certain people for specific products and advertise certain 
products to certain people for whatever they’re looking for.” 

P6 went further and suggested that Amazon sells her data to 
Facebook, as shown in her drawing (see Figure 4). She said, 

“Amazon has decided to work in conjunction with Facebook, 
this is my personal belief and transferred all of my data about 
my shoe experience and gave it to Facebook, to say ’Hey, 
she likes shoes.’ And now Facebook is going to get bulk dol­
lars from other shoe companies because now I know about 
other places beside or other shoe types beside the one I just 
bought...I think amazon sells that to Facebook.” (P6) 

P6 emphasized the economic or business model in her un­
derstanding. Her drawing shows that Facebook gives money 
to Amazon (with one dollar sign) for her data that Amazon 
shares and Facebook receives more money from other shoe 
companies (with two dollar signs) to serve their ads on her 

Figure 4. Connected-first-party model: an example from P6. When 
she searches shoes on Amazon, Amazon saves the search information. 
Amazon sells the data to Facebook (indicated by a dollar sign at the 
bottom left of the Facebook box). Facebook then gets more money from 
“other shoe” companies (two dollar signs) to show the shoe ads on her 
Facebook. The CEOs of Amazon and Facebook under the sun would not 
share her data if it is not for money. 



Facebook page. As such, P6 believed that money drives the 
connection between Amazon and Facebook. She disapproved 
an alternative explanation in a witted fashion and articulated 
money as the driving force behind this connection. 

“I don’t see why Amazon would do this because I don’t see 
like the CEO of Amazon and the CEO of Facebook hanging 
out under the sun as best friends smiling...so there’s got to be 
a reason...the biggest lubricant I ever come across is money, 
or at least some kind of gain of some sorts.” (P6) 

The key of this model is that first-party sites are directly con­
nected and they share user data with each other in order to 
select targeted ads. According to this model, the connected 
first-party websites enable OBA, regardless of the reasons for 
their connections (e.g., a partnership or user data purchases). 

Third-Party Model 
Seven interviewees held this model. In this model, people 
believed that first-party sites track and collect user data then 
contribute the data to a third-party entity, and then the third-
party entity leverages the user data it has (presumably from 
different first-party sites) to select relevant ads for users. As 
such, various first-party websites and third-party entities are 
involved in OBA, according to this model. 

Some participants believed that there are third-party entities 
involved but they knew almost nothing else about these third-
party entities, for instance, who they are or whom they belong 
to. For example, P4 drew a big bubble that she called an 
“Internet space” that stores and provides user data to different 
sites such as Facebook (see Figure 5). But, she cannot tell 
what this Internet space is or who controls it. 

“I don’t know, it must be like some Internet thing, Internet 
space I don’t know, and somehow it just goes to like Facebook 
and whatever else there is out there.” (P4) 

P19 drew a more detailed graph, illustrating the existence 
of some database that all companies such as Amazon and 
Google share (see Figure 6). But, he knew nothing else about 
this database. 

“I don’t really know. I guess there should be some sort of 
database in the middle, then not only Amazon and Facebook, 
but also other companies, have access to it, keep injecting 
new information to it. It’s more of a shared space, or common 
space for all companies who are involved in this ecosystem.” 

P19 also questioned how Amazon and Facebook match the 
same user. He hypothesized the use of cookies, which include 
a user’s IP address. He also doubted first-party sites (Amazon 
and Facebook in our scenario) are directly connected. This is 
an important difference from the connected-first-party model 
in which first-party sites are directly connected. 

P17 also believed there is a central database and he thought it 
is dominated by Google. 

“There must be some central database or data center...I think 
it’s like Google. Google has something like this, like many big 
companies have this kind of data center. But it is dominated 
by Google. In the example you mentioned, there is no Google 
involved, so I guess it is third party.” (P17) 

In this case, he suggested that large companies like Google 
represent the third-party entities. This understanding was 
fairly accurate since Google indeed represents a major web 
tracker and serves targeted ads across the Internet [36]. 

Like P6 who had a connected-first-party model, P1 also fo­
cused her understanding on the economic aspects. However, 
P1 believed that those third-party entities rather than the con­
nected first-party sites make the ads ecosystem work. 

“These guys [third parties] have an agreement with Amazon, 
they are like, ’Oh, I’m just going to take information from 
this guy’. Facebook gets money by displaying the ads sent by 
these guys [third parties]...this branch [third parties] allows 
that to happen. So in a way it is a neutral third party.” (P1) 

In her view, the third-party entities connect Amazon and 
Facebook, collect and store users’ data, and then send tar­
geted ads to Facebook. 

Regardless of whether these participants knew who the third-
party entities are or represent, they shared the key understand-

Figure 5. Third-party model: an example from P4. When a user 
searches shoes on Amazon, Amazon collects the user’s data and then 
transmits the data to an Internet space. This Internet space sends ads to 
Facebook, which will display the shoe ads on the user’s Facebook. 

Figure 6. Third-party model: an example from P19. All companies 
share a common database. When a user searches shoes on Amazon, 
Amazon sends that information to the shared database. Other compa­
nies such as eBay and Google also contribute user information to this 
database. When the user visits Facebook, the site obtains user data from 
this database to select relevant ads. 



ing that these third-party entities rather than the first-party 
sites that users visit voluntarily make the OBA work. Both 
user tracking and selection of targeted ads are done by these 
third-party entities. According to this model, first-party sites 
are not connected directly but are bridged through third-party 
entities. 

Misconceptions and Speculations of OBA 
During our interviews, we also observed participants’ recur­
ring misconceptions and speculations about OBA. We use the 
word “misconceptions” to denote our participants’ inaccu­
rate understandings of web trackers and what trackers collect, 
mainly from a technical standpoint. Typical misconceptions 
our participants had include: trackers are hackers, and track­
ers are viruses. Wash’s home computer security study has 
uncovered several hacker-based and virus-based mental mod­
els [41], however, his participants did not report considering 
web trackers as hackers or viruses. Furthermore, we use the 
word “speculations” to represent our participants’ views that 
are technically possible but their applications for OBA are not 
clear. Common speculations our participants made include: 
trackers access local files on a user’s computers, and trackers 
resides locally on users’ computers. 

Misconception: trackers are hackers 
Some interviewees identified trackers as hackers, people with 
malicious intentions. For instance, P2 believed that web 
trackers can hack into his online accounts. 

“They say it’s a secure site and you got to login, but of course 
I login with the same password that I always use...I’m sure 
that those web trackers can hack in there too.” (P2) 

P2 seemed to confuse web trackers with hackers that aim to 
break into people’s accounts and steal their personal data. 

Misconception: trackers are viruses 
Considering trackers as computer viruses was another com­
mon misconception among our participants. For instance, P4 
expressed her belief that her anti-virus software will protect 
her from trackers. 

“Thank God for Norton because sometimes it comes up oh 
so and so just attacked you or something, so I don’t even pay 
attention because I figure that will save me.” (P4) 

These participants seemed to misconstrue web trackers as 
computer viruses designed to attack their computers. 

Speculation: trackers access local files 
Some participants thought that trackers can access files stored 
on their local computers. For instance, when asked whether 
he would be interested in a tool that can block trackers, P5 
expressed his lack of interest in such a tool because there is 
very little on his computer that he worries about. He men­
tioned, “Even things that are around my desktop, besides my 
resume and cover letters and that’s about it.” His explana­
tion reflected his overestimation of the capabilities of track­
ers in which they can access (arbitrary) files stored locally on 
his computer. P5 also believed that trackers can log his typ­
ing, saying “everything you type in can technically be down­
loaded.” While tracking users’ typing is technically possible, 

we are not aware of any reports of this kind of tracker behav­
ior in practice. 

Speculation: trackers reside locally on user computers 
Some participants indicated that trackers can not only be 
something in the browser but also reside locally on their com­
puters. For instance, P5 said “I think it’s in the web browser. I 
also think there’s something on your computer.” But he could 
not elaborate what he meant by “something” on his computer. 

Privacy-Enhancing Tools for OBA 
To inform future design of privacy tools for OBA, we asked 
our interviewees questions about tools or features that can 
help protect their privacy in the context of OBA. 

Trackers vs. the information being tracked 
Existing ad blockers such as Ghostery are structured by track­
ers. When a user visits a website, the ad blocker shows a 
list of trackers on the site that the user can selectively block. 
However, these tools do not show what type of information 
each tracker tracks. In addition, prior research has shown that 
ordinary Internet users do not recognize the names of most 
trackers (e.g., BlueKay) with few exceptions being household 
names such as Google [22]. Furthermore, our card sorting re­
sults support the prior literature (e.g., [23, 20, 40]) that peo­
ple perceive different levels of sensitivity for different infor­
mation items (e.g., home address is perceived more sensitive 
than educational level). Given these observations, we won­
dered whether the information being tracked is more recog­
nizable and thus more useful to users than the trackers. There­
fore, we asked our participants “what is more important to 
you, the tracker or the information being tracked?” 

All but one interviewee answered that the information being 
tracked is more important. For instance, P1 cared more about 
the information being tracked because this information can be 
used to make assumptions about her. 

“I would say what is being tracked. I guess they use the infor­
mation to build out their profile, I guess it is a little strange 
using the information they collect to make assumptions about 
me, what type of person or Internet user.” (P1) 

P7 provided a different justification, arguing that the tracked 
information can be used to identify individuals. 

“I mean the biggest thing is the information. I mean track­
ers are replaceable, but information is not because that’s a 
specific set of info per person.” (P7) 

P8 was the only participant that did not perceive the infor­
mation being tracked to be more important than the trackers 
because he valued and wanted to know both. 

“What information is being collected for sure, but I also want 
know who is collecting it. I want to say both, because, you 
know, I would want to know who that person, or the entity is, 
how they are gonna use that information.” (P8) 

Desired privacy features for OBA 
When asked about their expectations of a magic tool that can 
help protect their privacy regarding OBA, our participants 
suggested many features. 



Block tracking. A commonly desired feature is to block track­
ing. For instance, P17 would like to automatically block 
trackers based on his preferences. P16 desired a feature that 
allows him to select the type(s) of information that he wants 
the trackers to track or not to track. 

Interestingly, when we asked participants’ experiences with 
online ads, some participants reported using ad blockers to 
block ads but they did not relate these ad blockers to web 
trackers. This might be because they are called ad blockers 
rather than tracker blockers. 

Transparency. Several interviewees were also interested in 
knowing more about trackers and their behaviors. For in­
stance, P1 commented, 

“it is a scary technology, but maybe if I have a better under­
standing of how it connects with companies or something like 
that. Maybe I can see like the scope of web trackers? Like 
how many people it affects, how many places my information 
is going.” (P1) 

P1 hoped to know detailed information about the scope and 
effect of tracking. In addition, P19 was interested in knowing 
what data is being tracked by whom and for what purposes. 

In our second-round interviews, we asked this privacy tool-
related question both before and after we explained OBA. 
P18 held a connected-first-party model and requested addi­
tional privacy tool support after our OBA explanation, which 
made him realize the existence of third-party trackers. He 
then suggested the tool to provide detailed information about 
third-party trackers and their behaviors. 

Effortless to use. In addition to concrete features, many inter­
viewees emphasized the tool should be effortless to use. P10, 
for instance, expressed that he would only use such a tool if 
it only needs a one-time setup for all websites. 

“This is per website or do I do it one time and it does it for 
every website? That was my first thing cause I don’t want to 
have to do it per website.” (P10) 

This is understandable because privacy protection is often not 
people’s primary or direct task. Therefore, they would not 
want to divert from their main task to spend too much time 
in using a privacy tool. For example, automatic blocking of 
tracking as suggested by P17 would satisfy this criterion. 

DISCUSSION 
Drawing from the literature on mental models and particu­
larly Rick Wash’s work on folk models of home computer 
security [41], we examine Internet users’ understandings of 
how OBA works through a qualitative study including a pilot 
study and two rounds of semi-structured interviews. 

We discover four folk models of how OBA works. The 
browser-pull model assumes that all tracking is done by the 
browser, which would pull from advertisers relevant ads that 
tailor to the user data/profile the browser stores locally. In this 
case, the browser is the “middleman” between the first-party 
site and advertisers. The first-party-pull model presumes that 
all tracking is still done by the browser, but first-party sites 

pull relevant ads based on the user data/profile stored in the 
browser (e.g., cookies). In this case, first-party sites decide 
which ads to show. The connected-first-party model posits 
that different first-party sites directly share and even sell user 
data that they collect and one first-party site can use another 
first-party site’s user data to pull relevant ads directly from ad­
vertisers. In this model, first-party sites directly interact with 
each other and with the advertisers. Lastly, the third-party 
model assumes that first-party sites first track and collect user 
data then contribute the data to a third-party entity, then this 
third-party entity uses the user data it has (presumably from 
different first-party sites) to select relevant ads. This model is 
closer to common OBA practices than other models but it is 
still not detailed enough, e.g., some participants hardly knew 
anything about the third-party entities. 

As discussed in the related work section, our work is one 
of the first studies that investigate people’s mental models 
of OBA. The body of literature on mental models of privacy 
and security rarely touches on the topic of online tracking or 
OBA, for instance, Wash’s study focuses on home computer 
security [41]. The extant research on people’s privacy percep­
tions of OBA does not focus on people’s understanding and 
mental models of OBA. The notable exception is the work 
of McDonald and Cranor in which they provided their survey 
respondents four diagrams of OBA, focusing on who have 
access to users’ cookies [27]. They then asked their respon­
dents which diagram is unlikely to happen [27]. In compari­
son, our folk models emerged from our interviews rather than 
pre-defined by us. Our folk models differ from their cookie-
centered models [27] because ours are based on three factors: 
who tracks user information, where the tracked information is 
stored, and how the targeted ads are selected or provisioned. 

Why Folk Models of OBA Matter 
The folk models uncovered by our study are novel, but why 
do they matter? There are several reasons why they matter. 

User education 
All four folk models are either inaccurate or incomplete. Sim­
ilar to Camp’s suggestions that risk communication should be 
designed based on non-expert mental models [9], we believe 
that it would be useful to customize user education of OBA 
based on the folk models. 

In our second round of interviews, some of our intervie­
wees changed their attitudes towards OBA because of our 
explanation of OBA. For instance, some participants of the 
connected-first-party model were surprised to learn that their 
information can be tracked or even sold by third-party en­
tities. Therefore, their attitudes towards OBA were changed 
from neutral to negative. Knowing a user’s current folk model 
can tailor the education to reduce the knowledge asymmetry 
between the user and the OBA practices. 

Previous studies have suggested that technically savvy users 
have more accurate or sophisticated mental models than their 
less technically savvy counterparts (e.g., [19]). However, we 
did not observe a clear relationship between technical knowl­
edge and folk models. Somewhat surprisingly, our arguably 
most technically savvy participants P16 and P18, two web 



developers, held the 1st-party-pull model and the connected-
first-party model, respectively. Both of them were not aware 
of third-party trackers. This is important because even tech­
nically savvy users can have inaccurate or incomplete models 
and need user education to gain a more accurate picture of 
OBA. 

Attitudes towards OBA 
Capturing people’s folk models can help understand people’s 
attitudes towards OBA. We observed some associations be­
tween the two. 

Interviewees of the browser-pull model had different attitudes 
toward tracking and OBA. These participants believed that 
the browser tracks and stores their data. Interviewees who 
were aware of different browser settings (e.g., clear browser 
history and cookies) tended to be positive about OBA because 
of their perceived ability to control tracking by setting the 
browser options. In contrast, those who did not know about 
browser settings tended to be critical of OBA. 

Interviewees of the first-party-pull model generally accept 
OBA because they only expected first-party sites to access 
their information in order to select relevant ads. They had lit­
tle concern because they generally trusted the sites that they 
visit voluntarily. However, they were unaware of the exis­
tence and impact of third-party tracking. 

For interviewees holding the connected-first-party model, 
they were generally not against online tracking because they 
thought their data is only shared between first-party sites that 
they trust. However, they did not appreciate the idea of first-
party sites selling their information between each other. They 
understood that this is one of the main business models of the 
Internet, but they still disliked it. 

Participants of the third-party model all included third-party 
entities in their explanations. However, their descriptions of 
third-party entities varied significantly, ranging from a clear 
idea of a specific organization to a vague notion of an “Inter­
net space.” Their attitudes toward OBA also varied. We did 
not observe any significant patterns in this group. 

User behavior 
The literature of mental models suggest that these models can 
influence people’s reasoning and decision making (e.g., [17, 
18]). We also encountered some examples of certain folk 
models affecting people’s behavior in our study. For example, 
some participants of the browser-pull model rely on browser 
settings to control online tracking because they believed that 
web tracking and OBA are carried out by the browser. An­
other example is that P18 of the connected-first-party model 
requested a transparency feature that provides detailed in­
formation about third-party trackers only after we explained 
OBA. This suggests that people of different folk models may 
need different privacy features (particularly educational fea­
tures) that tailor to their (lack of) understanding. 

Implications for Design and Policy 
Our results have a number of implications for privacy designs 
and public policies of OBA. 

First, as mentioned before, future privacy tools for OBA 
could highlight different information to cater to people with 
different folk models. For example, for people having the 
connected-first-party model, the tools can emphasize that 
third-party entities can be tracking and sharing their online 
activities. In addition, governmental policies or industry best 
practices could require or encourage privacy policies of web 
tracker companies to include simple but visual representa­
tions of how they work in the OBA ecosystem, similar to the 
way that our interviewees drew their folk models. 

Wash argued that technologies should be designed to work 
with people’s mental models even if these models are incor­
rect because it is more difficult to educate users about the 
correct mental model [41]. We agree with this viewpoint to 
some extent. For instance, while the browser-pull model does 
not capture the common OBA practice, researchers have pro­
posed privacy-preserving, client-based OBA systems, resem­
bling the browser-pull model [6]. However, we still believe 
there are benefits to educate people about OBA practices that 
are common on the Internet. For instance, people holding the 
browser-pull model might think they can control or stop OBA 
by just setting their browser options. Therefore, that folk 
model could discourage them from adopting more effective 
privacy tools such as ad blockers that can block third-party 
trackers. 

Second, popular tools such as Ghostery and AdBlock are ca­
pable of blocking third-party trackers. These tools list the 
trackers on a site and allow people to block them selectively. 
However, most of our interviewees felt that the information 
being tracked is more important than the trackers themselves. 
This is a significant finding because it suggests that a com­
pletely different blocking scheme, one based on the type of 
information being tracked, might be perceived more useful 
by Internet users than the status quo, a tracker-based block­
ing scheme. In other words, the tools can be structured by 
the information being tracked rather than by a list of trackers. 
In addition, these tools can allow users to block tracking of 
certain types of information. Alternatively, future tools can 
support both schemes. 

Emerging technologies, such as OpenWPM [14], Sunlight 
[21] and ReCon [34] are promising in identifying or infer­
ring what information is being tracked by a tracker and the 
purpose of tracking to some extent. They pave the way for 
information-based blocking tools. On the policy front, we 
advocate that web trackers and ad networks should clearly 
explain what information they collect and why they collect 
them in their privacy policies and preferably in a machine-
readable format. This could enable future privacy tools that 
automatically analyze and compare the behaviors of different 
trackers and the OBA practices of different sites. 

Limitations and Future work 
We outline our study limitations and directions for future 
work. First, we did not have a particularly large sample. But 
our study was conducted in an iterative manner including a pi­
lot study with eight people and two rounds of interviews with 
a total of 21 participants. The results from the pilot study and 
the actual interview study were consistent. In fact, we did 



not learn any significantly new things from our second-round 
interviews, suggesting theoretical saturation. Our sample is 
also diversified in that our participants came from various age 
groups and geographical areas, representing different occupa­
tions. Therefore, we are confident our results are valid. 

Second, our qualitative study aims to examine people’s folk 
models of OBA in depth rather than assess how statistically 
representative these models are in the generic population. In 
future work, we plan to conduct a large-scale survey to further 
examine how common these models are. 

Third, when we asked our interviewees to draw their mental 
models of OBA and web tracking, we only used one hypo­
thetical scenario. This may prevent us from discovering ad­
ditional models. Future work can include multiple scenarios 
and ideally ones that people have experienced themselves. 

Fourth, we asked participants to do the card sorting task be­
fore the drawing task in our first-round interviews. The card 
sorting task asked about participants’ comfortableness with 
saving their data into their browser. This might prime people 
to think more about browsers. However, we believe the prim­
ing is minimum because we removed the card sorting task in 
our second-round interviews and there were participants hav­
ing the browser-pull model and the first-party-pull model. In 
both models, the browser is responsible for tracking users. 

Fifth, our interviews are self-reported data and thus do not 
include participants’ actual behavioral data. To further exam­
ine the impact of these folk models on people’s behavior, fu­
ture work can consider collecting and analyzing user behavior 
data, for instance, through experiments and/or log analyses. 

Finally, our study did not test a concrete privacy tool. How­
ever, we have learned a great deal about people’s desired pri­
vacy features for OBA. We plan to implement some of these 
features such as information-based blocking. 

Conclusion 
Online Behavior Advertising is pervasive on the Internet. We 
interviewed 21 people from the US to investigate their under­
standings of how OBA works. We identified four folk models 
held by our interviewees. These models are either inaccurate 
or incomplete in representing common OBA practices. User 
education tailoring to people’s folk models of OBA is likely 
to be more effective. In addition, most of our interviewees 
felt that the information being tracked is more important than 
the trackers. Future privacy tools should consider these folk 
models and user preferences of OBA. 
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