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Abstract
 

A sizable portion of content published on websites and apps is personalized for individuals users. 
There are both costs and benefits to personalization. Critics point out the associated costs like 
reductions in personal privacy linked to corresponding data collection practices or the ways in 
which firms algorithmically curate content to serve their own financial interests over those of 
users. Alternatively, given the size and speed at which digital content is produced, 
personalization provides a necessary filtering for an otherwise unapproachable web. It allows 
users to more efficiently identify the information they are seeking. Yet, it remains unclear to 
what extent Internet users recognize these costs and benefits? In this study we investigated how 
members of the general public think about personalization. Surveying a broad sample of 
Americans, we asked people how personalized they wanted various content (advertisements, 
discounts, prices, news, and social media) when encountered on websites and apps. We also 
assessed individuals’ online privacy concerns, levels of trust in Internet firms, and Internet use to 
investigate the relationship between these factors and individual preference for personalization. 
Overall, privacy concerns do not appear to diminish support for personalization. However, trust 
in online firms is strongly associated with wanting personalized (vs. non-personalized) content. 
Additionally, heavier Internet users are substantially more likely to prefer personalization, with 
Internet use also moderating the influence of trust on personalization preferences. While more 
trusting individuals appear more favorable towards personalization, this effect was significantly 
impacted by Internet use. Based on these findings, we conclude that focusing on the benefits 
rather than the costs of personalization may be a more useful starting point in ongoing debates. 
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Online content is becoming increasingly personalized. As firms have expanded their data 

collection efforts and as new tools enable aggregators to link data across sites, everything from 

the advertisements a user sees to the top search results on Google has been enhanced to 

maximize personal relevance. Curation algorithms often examine items such as a user’s prior 

browsing, geolocation, consumer file marketing data, and social network connections to 

determine what content should be displayed to whom. As a result, a substantial portion of what 

appears on websites and apps is now routinely tailored for each individual viewer. 

There are both costs and benefits to personalization. Critics point out the associated 

problems caused by a homogeneous information environment, reductions in personal privacy 

brought about by corresponding data collection practices, and the ways in which firms curate 

content to serve their own financial interests at the expense of users. On the upside, given the 

size and speed at which digital content is produced, personalization provides necessary filtering 

for an otherwise unapproachable web, allowing users to efficiently identify the information they 

are seeking. Personalization thus both limits the content that users can view, in sometimes 

questionable ways, while providing a necessary service for those hoping to find information in 

online media. 

It is unclear to what extent users recognize these costs and benefits. To date, widespread 

scholarly concern about the dangers of personalization has not elicited a widespread public 

backlash. Some researchers have argued that ordinary individuals are unaware of 

personalization’s risks, citing evidence that many people do not understand the context within 

which data collection and curation algorithms operate (Hoofnagle & King, 2008; Hoofnagle et 

al., 2010). But there are reasons to think that a greater understanding may not translate into 

united opposition. Instead, individuals who weigh the tradeoffs may arrive at the conclusion that 

 Electronic copy available at: http://ssrn.com/abstract=2587541 
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personalization yields net benefits (Awad & Krishnan, 2006). And ordinary individuals do not 

necessarily need a perfect understanding of how the process works to make these determinations. 

To the extent that individuals are comfortable with data sharing practices and trust the firms that 

are personalizing information for them, the benefits might outweigh the risks. 

In the current study, we examine how privacy concerns and trust in Internet firms relate 

to attitudes toward personalization. To accomplish this, we first outline some of the key costs 

and benefits that individuals may experience due to personalization and discuss how attitudes 

toward those costs and benefits might be expected to translate into support for personalized 

content. We then present data we collected from a broad national sample of Americans and test 

these expectations. Finally, we discuss what the results of these analyses imply about how 

individuals are thinking about personalization. 

Costs of Personalization 

Privacy advocates and other media critics have raised a number of concerns about 

personalized online content. Some have suggested that personalization will create informational 

echo chambers (Jamieson & Capella, 2008) or filter bubbles (Pariser, 2011). In these situations, 

individuals encounter a homogeneous information environment, devoid of competing 

viewpoints, which serves to reinforce preexisting biases (e.g., conservatives may only see 

conservative information). Individuals lacking diverse informational exposure thereby fail to 

consider important information when engaging in deliberation and making decisions (Mutz, 

2006; Prior, 2007). This indictment of content personalization is rooted in the perception that a 

diversity of viewpoints from a variety of information sources contributes to healthier deliberation 
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and, ultimately, an improved democratic process (Hindman, 2008; Stroud, 2011; Kim & Pasek, 

2013). 

A second concern linked to content personalization surrounds the potential for an 

invasion of privacy (Turow, 2011), as many applications rely on potentially sensitive forms of 

personal information to achieve customization. In order to personalize content, media firms and 

others must know something about the consumer (Rossi, Schwabe, & Guimarães, 2001; Fan & 

Poole, 2006; Zhang, Yuan, Wang, 2014). This need for granular targeted information motivates 

firms to collect and store data describing unique individuals. And much of these data come from 

consumer file marketing companies, which often link individual records through names, 

addresses, and social security numbers (Tsesis, 2014).1 Hence, to the extent that individuals are 

concerned about privacy, there are many reasons to be wary of personalization. 

Finally, individuals might also be concerned about online personalization if they do not 

trust the motivations of the firms that are personalizing their content. Personalization algorithms 

are most commonly employed by for-profit entities – such as social media platforms, search 

engines, and advertisers – who are responsible to shareholders or a bottom line before their user 

base (Bakan, 2005). Personalization algorithms thus may not have the best interests of 

individuals in mind when presenting content. To the extent that commercial interests contradict 

the interests of Internet users, this can result in “corrupt personalization” (Sandvig, 2014), much 

like the corrupt segmentation of media audiences identified by Baker (2002). As a result, when 

individuals are wary of the motives of the companies that are personalizing their information, 

they would be expected to dislike the possibility. Thus, in a commercialized media system, the 

dangers of personalization ride on questions of trust, particularly trust in the entity responsible 

for curating content.

1 Though the accuracy of these links remains an open question (see Pasek et al., 2014). 
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Benefits of Personalization 

To date, scholars have largely ignored the rationale behind personalization in the first 

place when leveraging their criticisms. The scale and velocity at which the web’s content is 

produced illustrate the basic need for information filtering. And the need for a gatekeeping 

process is far from novel; traditional media systems relied on journalistic practices and human 

editors to pare down the cacophony of each day’s happenings into the daily news (Lewin, 1947; 

White, 1961, McCombs et al., 1976). That curation must and should be done is largely 

uncontested (cf. Pariser, 2011). The question then becomes how curation should be achieved 

now that content is being produced on a scale too-large for the traditional editorial process. And 

similar processes apply to advertisements, which need to narrowly focus their messages in order 

to compete. Here too, no human could parse the wealth of data that marketers currently consider. 

Even beyond the filtering necessary to extract signal from an overload of information, 

individuals can derive considerable benefits from well-targeted content. As personalization 

algorithms generate, filter, or otherwise determine what is presented online, this selective content 

is more likely to be of relevance for each individual Internet user (Liu et al., 2012). Indeed, sites 

like Facebook would be unwieldy if every user needed to sort through every post from every 

friend (Liu, Belkin, & Cole, 2012; Bernstein et al. 2013; Eslami et al., 2015). And though 

individuals may find it odd when they are followed from site to site with the sneakers they 

considered on Zappos, these shoes are often flanked by similar pairs that make comparison 

shopping easier, avoiding a paradox of choice (Schwartz, 2004). For frequent web users, the 

relevance conferred by personalized information can make browsing a far more efficient process. 
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The Importance of Personalization Preferences 

Although personalization has become a topic of increasing interest and debate, little 

research has examined how the public thinks about this process. Among those who have taken up 

this topic, more common are broad conceptual debates regarding the ethics and impacts of 

algorthimic personalization (Bozdag & Timmermans, 2001; Bozdag, 2013; Ashman et al., 2014; 

Sandvig et al., 2015; Striphas, 2015). Studies examining users’ preferences for information 

disclosure (Culnan, 1993; Phelps, Nowak, & Ferrell, 2000; Lederer, Mankoff, & Dey, 2003) and 

personal privacy controls (Sheehan & Hoy, 2000; Cvrcek, 2006) are well established. Less 

attention has been given to personalization that results both from these disclosures and various 

privacy configurations intended to limit how personal data is collected and used. Previous work 

fails to offer substantive explanations for how Internet users think about personalization. Thus, 

despite the growing prevalence of personalization, we currently know little about the underlying 

mechanisms contributing to attitudes towards personalization. 

There are reasons, however, to think that the way that ordinary individuals view 

personalization will shape how companies use these services. As firms seek to understand and 

respond to demands, expressed preferences play an important role in the design and features of 

emerging media systems. Many efforts seek to incorporate user preferences into the design 

process directly (e.g., Gulliksen et al., 2003; Garrett, 2010),2 requiring in-depth understanding of 

how individuals think about the tools and systems they use. 

Hence, this study attempts to unpack who desires personalization and why these 

individuals prefer a customized web? To do so, we concentrate on the user’s point of view and 

examine the impacts of privacy concern, trust, and Internet use to explain why some people 

desire personalization and others do not. While privacy concerns are conceptually related to 

2 Often referred to as user-centered design. 
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trust, the two are not the same with each conjuring different underlying constructs (Metzger, 

2004; Liu, 2005). This distinction is important theoretically for understanding how individuals 

think about personalization and therefore we treat them separately in our investigation. We 

incorporate the impacts of Internet use as the salience of personalization must be accounted for 

in assessing how individuals think about this phenomenon. 

Few have studied the underlying factors that influence why individuals prefer 

personalization. In a related study, Chellappa & Sin (2005) make explicit the connection between 

privacy, trust, and online personalization. From an in-person survey (N=243) of e-commerce 

consumers, the authors located a negative association between privacy concern and intent to use 

e-commerce (and other services that rely on personalization) and a positive association between 

trust and the likelihood of individuals to use personalization systems. While we focus on similar 

variables in addition to other, our theoretical motivations and study differ in two notable ways: 

operationalization and context. First, Chellepa & Sin rely on an incongruous two-item scale to 

assess their outcome variable—likelihood of using personalization services. Specifically, 

researchers asked consumers about their: 1) comfort in providing personal information to firms 

for use in personalization and 2) comfort in using e-commerce. The former includes two 

constructs (information disclosure and personalization); the latter equates use of e-commerce 

with personalization. The authors’ measure is then used as a proxy for likelihood to use 

personalization. Alternatively, we aimed to directly assess personalization’s psychological 

antecedents in the form of expressed preferences for personalization, asking respondents “How 

personalized…” they would like various types of online content. This is substantively and 

theoretically different from relying on comfort in e-commerce transactions as a proxy for attitude 

towards personalization. The second main difference in our studies regards context, with the 
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2005 study taking place a decade ago at a time when personalization was arguably less salient for 

general Internet users than it is today. While we aim to build on this work, we see these 

differences in construct operationalization and context as theoretically important to 

understanding attitudes towards online personalization. 

The Current Study 

Given that personalization has both costs and benefits, individuals likely vary in their 

desire for personalization as a function of the relative salience of these tradeoffs. Two of the 

central costs of personalization – concern about privacy and firm trust – would be expected to 

vary across individuals in ways that might influence their informational preferences.3 Similarly, 

the benefits can be derived from personalization are likely to be contingent on the extent to 

which individuals engage with personalize-able media (i.e. use the Internet). Thus there are good 

reasons to predict individuals should vary in how personalized they think various types of 

content should be. 

Specifically, individuals who are concerned about privacy risks should be particularly 

wary of personalized content. As personalization is intrinsically linked to knowing information 

about users, those with more aversion to personal information disclosure should be more averse 

to personalization if and when they connect these activities. These individuals approach control 

over their personal privacy as a right rather than a privilege (Goodwin, 1991). Prior 

investigations have made this privacy-personalization relationship explicit seeking to understand 

how the two are related and concluding that privacy has a negative relationship with likelihood 

to use tools and services that leverage personalization (Panjwani, 2013). 

3 In contrast, concerns about media diversity are principally societal in nature and would not necessarily correlate 
with individuals’ preferences or behaviors (cf. van Cuilenburg, 2007). 
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H1: Privacy concern will predict decreased desire for online content personalization. 

Trust and specifically trust in Internet firms should also influence preferences for 

personalization but in a positive direction. The facilitating role of trust in adoption of online 

products and services is well studied phenomenon. The majority of work indicates a positive 

association between trust and willingness to use digital platforms (Yoon, 2002; Beldad, de Jong, 

& Steehouder, 2010; Kim & Kim, 2005; Weisberg, Te'eni, & Arman, 2011; Schneier, 2012). We 

have no reason to think the role of trust would be substantively diminished in the case of user 

preference for online content personalization platforms. If anything, due to the potentially 

sensitive nature of personal data used we anticipate this relationship to be even stronger in the 

case of personalization. Conversely, distrust should have the opposite affect. Internet users who 

are more distrusting of companies should be more concerned with the costs of personalization 

and consequently less likely to perceive and value its benefits. In this way, we anticipate trust to 

contribute to higher esteem of personalization’s benefits just as distrust leads individuals to be 

more likely focus on negative costs. 

H2: Trust in commercial websites and apps will predict increased desire for online content 

personalization. 

Additionally, individuals who use the Internet heavily should be the most supportive of 

personalization. First and foremost, individuals who use the Internet more simply have more to 

gain from the efficiencies brought about through content personalization. Conversely, for those 
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who the Internet holds a smaller place in their lives the benefits of personalization and its 

efficiencies are of less consequence. The second rationale for why Internet use should associate 

with desire for personalization hinges on fundamentals of new technology adoption. For 

instance, in prior work the popular Technology Acceptance Model (TAM) (Davis, 1989) and its 

various iterations (e.g., Wu & Wang, 2005) have been used to illustrate how factors like 

perceived usefulness and ease of use influence both the initial adoption and frequency of use for 

particular technologies, including the Internet (Lederer, 2000). Similarly, in the case of 

acceptance and subsequent preference for personalization technologies, individuals who already 

widely accept and use the Internet at greater frequency should exhibit less barriers to adoption of 

personalization given the overlap and interdependency between these inseparable technologies. 

H3: Internet use will predict increased desire for online content personalization. 

There are good reasons to think that the influences of both privacy concerns and trust will 

be moderated by Internet use. First, those who trust Internet firms a lot are likely to be more 

supportive of the benefit of personalization but only if the Internet already plays a large role in 

their daily lives. Similarly, those who are more distrusting of companies are likely to be more 

focused on the costs of personalization but again only if the Internet holds prominence in their 

life. Second, the same should be the case for individuals more concerned about their online 

privacy who might focus on the downsides of personalization if the using the Internet is a large 

part of their lives. Similarly, high privacy conscious individuals who are not heavy Internet users 

have less to lose from the reduction in privacy attributed to personalization and therefore should 

be less likely to be concerned about personalization. For each of these potentially moderating 
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factors, as the risks or benefits become more prominent to users people are likely to interpret 

them as more problematic or advantageous, respectively. This follows a range of work 

illustrating that assessments of risk/reward change as these risks/rewards increase in saliency 

(Ajzen & Fishbein, 1980; Petty & Krosnick, 1995; Pligt & De Vries, 1998). 

H4a: The influence of concerns about online privacy on desire for personalization should be 

stronger among heavy Internet users. 

H4b: The influence of trust on desire for personalization should be stronger amount heavy 

Internet users. 

Data 

Survey data was collected from a five wave panel using a broad national sample of U.S. 

Americans. Panel respondents were recruited via email invitation and/or solicitation on the Clear 

Voice Surveys dashboard. Following participant recruitment survey data was collected by 

Qualtrics. In line with predetermined respondent quotas and anticipated attrition, the five wave 

panel contained 3,730, 2,455, 2,268, 1,047, and 819 respondents, respectively, in the individual 

waves. Survey waves were evenly spaced (roughly) between September-December 2014. Our 

study described here corresponds to responses from 736 respondents who fully completed the 

final wave and uses measures included in both wave 1 (demographics) and wave 5 (variables of 

interest). 
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Procedures 

Anonymous participants were presented with a series of questions on a computer screen 

in a web browser. Participants completed the survey on their own time and location of choice 

while using their personal computing devices. All participants were presented with the same 

survey questions. 

We used ordinary least squares regression to assess how individual preferences for online 

content personalization were related to demographics (age, gender, race, education, income), 

internet use, and two measures specific to personalization: trust in commercial websites/apps and 

online privacy concern. Due to missingness in some demographic measures for some individuals, 

all predictors were imputed using multiple imputation. Five datasets were produced using 

multiple imputation via chained equations (mice) and the results of separate analyses were 

pooled to produce the estimates shown. 

Measures 

Desire for online content personalization 

We assessed the degree to which individuals say they prefer online content on websites 

and apps that has been personalized for them compared to non-personalized content (Cronbach’s 

α = .90). Despite content personalization being quite common, the degree to which Internet users 

are familiar with personalization both conceptually and technically varies. Accordingly, prior to 

responding to items for this measure participants were presented with a brief explanation of what 

online content personalization is and how it functions conceptually. Prior to responding to 

questions asking about desire for personalization, respondents were presented with the following 

prompt: Some websites and apps personalize the content you see using information about you … 
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Information used to personalize what you see includes, but is not limited to, things like: websites 

you've visited or apps you've used; your age, income, marital status, race/ethnicity, political 

affiliation, or location; purchases you've made online or in a store; which device or software you 

are using to access the Internet. Respondents were then asked the following: Indicate how 

personalized you would like the following items when you see them on websites or apps. …  

political advertisements, news stories, friends' social media posts prices, discounts, 

advertisements for products and services (Not at all personalized, A little personalized, 

Somewhat personalized, Very personalized, Extremely personalized). 

Online Privacy Concern 

To gauge individuals’ privacy concerns specific to Internet use, we used a shortened 

version of Karson’s (2002) online privacy concern scale (α = .87). To provide a more robust 

measure, we used item-specific response options rather than the original Likert scales. 

Respondents were asked the following: How concerned are you about websites or apps 

collecting information about you? (Not at all concerned, A little concerned, Somewhat 

concerned, Very concerned, Extremely concerned); How important is it to you that websites or 

apps spare no expense to secure their computer databases that store information about you? (Not 

at all important, A little important, Somewhat important, Very important, Extremely important); 

How important is it to you that websites or apps double-check the accuracy of the information 

about you that they store? (Not at all important, A little important, Somewhat important, Very 

important, Extremely important); How important is it to you that websites or apps have 

procedures to correct errors in the information about you they collect? (Not at all important, A 

little important, Somewhat important, Very important, Extremely important); How important is it 
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to you that websites or apps do NOT sell information about you to other companies? (Not at all 

important, A little important, Somewhat important, Very important, Extremely important); How 

concerned are you about websites or apps using information about you for unauthorized 

purposes? (Not at all concerned, A little concerned, Somewhat concerned, Very concerned, 

Extremely concerned); How much does it bother you when a website or app collects information 

about you? (Does not bother me at all, Bothers me a little, Bothers me a moderate amount, 

Bothers me a lot, Bothers me a great deal); How much should websites or apps increase what 

they already do to ensure information about you stored in their computer databases is not 

accessed by unauthorized people? (Do not increase what they already do, Increase what they 

already do a little, Increase what they already do a moderate amount, Increase what they already 

do a lot, Increase what they already do a great deal). 

Trust in Online Firms 

We use Bhattacherjee’s (2002) scale measuring trust in online firms. We shortened and 

adapted this scale to match our constructs. More specifically, Bhattacherjee validated his scale 

using questions that asked about specific online firms (e.g. Amazon). Rather than asking about 

specific firms, we measured trust in online firms more generally, prompting respondents to 

consider “For the commercial websites and apps that you use, …” for a number of items related 

to trust  (α = .93). To provide a more robust measure, we used item-specific response options 

instead of the original Likert scale. Respondents were asked the following: For the commercial 

websites and apps that you use, how fair are they in the way they use information about you? 

(Not at all fair, A little fair, Somewhat fair, Very fair, Extremely fair); For the commercial 

websites and apps that you use, how fair are their Terms of Service (ToS) agreements? (Not at all 
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fair, A little fair, Somewhat fair, Very fair, Extremely fair); For the commercial websites and 

apps that you use, how fair are they in the way they interact with you? (Not at all fair, A little 

fair, Somewhat fair, Very fair, Extremely fair); For the commercial websites and apps that you 

use, how trustworthy are they? (Not at all trustworthy, A little trustworthy, Somewhat 

trustworthy, Very trustworthy, Extremely trustworthy); For the commercial websites and apps 

that you use, how often do they act in your best interests? (Never act in my best interests, Rarely 

act in my best interests, Sometimes act in my best interests, Often act in my best interests, 

Always act in my best interests); For the commercial websites and apps that you use, how often 

do they try to address your concerns? (Never try to address my concerns, Rarely try to address 

my concerns, Sometimes try to address my concerns, Often try to address my concerns, Always 

try to address my concerns); For the commercial websites and apps that you use, to what extent 

are they receptive to your wishes? (Not at all receptive to my wishes, A little receptive to my 

wishes, Somewhat receptive to my wishes, Very receptive to my wishes, Extremely receptive to 

my wishes) 

Internet Use 

Investigating online participation and web-based mobilization, Vissers et al. (2012) 

developed a scale to assess individuals’ Internet skills by asking how often they performed a 

number of online activities and then simply using these reported frequencies as a proxy for skill. 

Differently, as these questions ask about frequency, we implemented this scale more directly to 

assess Internet use (rather than skill) (α = .82). We performed minimal updates to questions to 

better reflect the current context. For instance, we changed the previous “[Post] messages in chat 

rooms, newsgroups, blogs, or in online forums” to the more contemporary “Post a message on a 
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blog, social media site, or other online forum.” Individual questions included: How often do you 

do the following activities? … Use a search engine to find information; Make a webpage or 

create a blog; Use peer-to-peer file sharing to exchange music, movies, documents, etc.; Use a 

website or app for banking; Play an interactive game on a website or app; Post a message on a 

blog, social media site, or other online forum; Send an e-mail; Use a website or app to pay bills; 

Make an online purchase using a website or app; Make a voice or video call via the Internet (e.g. 

Skype, FaceTime, Google Hangouts, etc.) Response options for all items include: Never, Less 

than once a month, 1-3 times per month, About once a week, 2-3 times per week, Most days, 

Multiple times per day. 

Demographics 

In addition to these substantive variables, we also controlled for five demographic 

questions in all analyses. These included age, gender, race, education, and income. Full question 

wordings and distributions for these measures are shown in the Appendix (forthcoming). 

Results 

Distributions 

Individuals in our sample were not particularly enthusiastic about personalization.  

Respondents indicated that they wanted no personalization at all in 39.7% of responses to 

personalization questions and that they wanted things to be “extremely” personalized for only 

6.2% of responses.  They were the most enthusiastic about personalized discounts, which 27.8% 

of individuals wanted either “very” or “extremely” personalized and were least enthusiastic 

about personalized political advertisements, which 56.2% of respondents did not want at all.  
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Overall, the average respondent wanted things between “a little” and “somewhat” personalized, 

scoring a .32 on our composite index. 

In line with this seeming disinterest in personalization, respondents were generally 

concerned about their online privacy. Around half of respondents reported that it was “extremely 

important” for companies to do more to secure their data (51.9%) and to not sell their data 

(49.3%). The average respondent scored a .70 on this measure. 

Interestingly, however, despite widespread concerns about online privacy, respondents 

reported they were moderately trusting of online firms, averaging a .46 across the seven items.  

And the extent to which individuals reported trusting online firms was unrelated to their privacy 

concerns (Pearson’s r = .03, p = .43). 

The individuals in our sample tended to regularly engage in only a handful of the Internet 

use activities that we measured (M = .32).  Internet use, however, was moderately correlated with 

trust in online firms (r = .37, p < .001) and slightly positively correlated with concerns about 

online privacy (r = .10, p = .008). 

Predicting Preferences for Personalization 

We did not find evidence for the expectation that privacy concerns would diminish 

support for personalization (H1). In contrast to this hypothesis, individuals who reported that 

they were very concerned about privacy were indistinguishable from unconcerned individuals in 

their desires for personalization (b = -.004, SE = .04, p = .91; Table 1, column 1, row 1). And this 

was not simply a function of multicollinearity, as there was also no zero-order correlation 

between these items (r = .01, p = .69). This suggests that privacy is not a strong deterrent for 

personalization desires. 
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The hypothesized relation between trust in online firms and desire for personalization 

was present, however (H2). Compared to the least trusting individuals, those who reported the 

greatest trust in online firms were much more likely to desire personalized content (b = .42, SE = 

.04, p < .001; Table 1, column 1, row 2). Hence, it seems that people are much more likely to 

decide whether they want personalization based on their willingness to trust particular services 

than based on more general privacy concerns. 

We also found evidence that the heaviest Internet users were the most likely to desire 

personalization; this fell in line with the expectation that these individuals would experience the 

greatest gains in efficiency from well-targeted information (H3).  Indeed, those who used the 

Internet most were the most likely to say that they wanted to see additional personalization (b = 

.40, SE = .06, p < .001; Table 1, column 1, row 2). 

The potential for efficiency gains as a function of use led us to expect that Internet use 

might moderate the influence of privacy concerns and trust in online firms (H4).  Further 

emphasizing our failure to confirm H1, online privacy concerns remained unrelated to 

personalization desires both on their own and in interaction with Internet use when this 

additional term was included (H4a; Table 1, column 2). 

Internet use did seem to moderate the influence of trust on personalization desires (H4b).  

Figure 1 shows how personalization would be expected to vary across trust and Internet use for a 

typical individual when holding all covariates constant.  Although the most trusting individuals 

were always more favorable toward personalization, this was clearly extenuated by Internet use, 

and vice-versa. 



  

 

 

 

  
    

 
     

     
                 

             

    --   
 --      

        
        

       
       

       
      

     
     

      
       

       

      
   

        
 

 

 

 

 

 

 

19 

Table 1 - OLS Regressions Predicting Desire for Personalization 
Main Effect Model Interaction Model 

b (SE) b (SE) 
Online Privacy Concerns 
Trust in Online Firms 
Internet Use 

Internet Use x Privacy Concerns 
Internet Use x Trust 

Female 
Age 
Black, Non-Hispanic 
Hispanic 
Other/Multiple, Non-Hispanic 
H.S. Degree 
Some College 
College Degree 
Graduate Degree 
Income 
Intercept 

.00 (.04) 

.42 (.04)*** 

.40 (.06)*** 

-.02 (.02) 
-.11 (.05)* 
.06 (.04) 
.01 (.04) 
.03 (.04) 

-.03 (.07) 
-.04 (.07) 
-.07 (.08) 
-.06 (.08) 
.01 (.04) 
.11 (.08) 

.08 (.08) 

.29 (.08)*** 

.36 (.17)* 

-.29 (.24) 
.44 (.20)* 

-.02 (.02) 
-.11 (.05)* 
.05 (.04) 
.01 (.04) 
.03 (.04) 

-.03 (.07) 
-.04 (.07) 
-.06 (.08) 
-.06 (.08) 
.01 (.04) 
.12 (.09) 

N 736 736
 
R-squared .28 .29
 
Standard errors shown in parenthesis. *p < .05, ** p < .01, ***p < .001 



  

 

    

 

 

 

 

 

20 

Interaction Plot of Desire for Personalization
 
Across Levels of Trust By Internet Use
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Figure 1. Internet use appears to moderate influence of trust on personalization preference (H4b). 
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Discussion and Conclusions 

A substantial portion of content appearing on websites and apps is now personalized for 

each individual viewer. Therefore, there is no singular “the Web” but rather countless 

personalized webs each offering a unique user experience. The current study is among the first to 

examine how members of the public think about this phenomenon. To do so, we investigated 

whether Internet users say they want personalization and, if so, if this preference was reflected 

across the board. We assessed individuals’ privacy concerns, levels of trust in commercial firms, 

and Internet use to investigate the relationship between these factors and stated preferences for 

different types of personalized online content, including advertisements, discounts, prices, news, 

and social media content. 

Despite considerable scholarly concern over the data collection and aggregation practices 

that enable personalized content, we find little evidence that privacy worries motivate 

personalization preferences. Instead, our evidence suggests that individuals’ preferences for 

personalized content are more closely rooted in the benefits of personalization than in its risks.  

Individuals tend to desire personalization when it seems personally beneficial and to eschew it 

when the benefits are unclear. And the benefits are clearest when individuals use Internet 

services heavily and trust the sites that provide them with content. 

Our results are constrained by several factors. Notably, while we draw from a 

demographically-diverse sample of Americans our respondents are not statistically representative 

of the population and results cannot be interpreted as such. Further, respondents self-selected to 

participate based on a nominal financial incentive. Conceptually speaking, stated preferences for 
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personalization may suffer from social desirability,4 a common problem and one that has been 

observed previously in attempting to measure online privacy preferences (Berendt, Günther, & 

Spiekerman, 2005). Finally, we assessed how personalized individuals wanted various types of 

online media. However, this may not be how people think about personalization; that is, along a 

spectrum. Rather, individuals may consider their tastes for personalization in a more binary 

fashion—either personalized or not personalized. In our capturing the strength of this preference, 

we may be straying from individuals’ preconceived preferences. Another potential limitation 

might be that respondents still misunderstand what online content personalization is and how it is 

achieved, despite efforts to briefly explain the process. 

While the costs of personalization represent established concerns in the literature, they 

also correspond to somewhat idyllic conceptions of on online media environment, one where 

Internet users: 1) remain largely anonymous, 2) have their best interests known and upheld by 

firms, even when these interests oppose financial incentives of the firm providing a product or 

service, and 3) find themselves exposed to a perfect diversity and balance of information, 

opinions, and biases. In practice this ideal amounts to a paradox. Online anonymity typically 

opposes both having one’s interests known and upheld as well as tracking an individual’s media 

diet to ensure a proper balance of diversity. Furthermore, scholars have taken each of these ideals 

for granted both as normatively positive and also simply as what Internet users want. 

Our results indicate that focusing on the costs may be a poor approach for scholarly 

inquiry as well as attempts to engage the public on this issue. Similarly, firms seeking to leverage 

personalization may also benefit from engaging users with a more complete set of tradeoffs 

highlighting the benefits which it appears individuals do consider in forming preferences for 

Although in which direction we hesitate to say, as it is unclear if desiring personalization is 
normatively good or bad? 
4
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personalization. The problem with focusing on costs may be explained by the relatively low 

awareness by ordinary consumers regarding how personalization functions. That is, if individuals 

are largely unaware of the degree to which information about them is collected and used to 

customize the content they see online, then costs such as reductions in privacy have little impact 

on attitude formation. For instance, people may not directly associate personalization with 

privacy concerns and, consequently, those individuals who are more sensitive to online privacy 

issues may still report a desire for content personalization as indicated in our survey. 

Overall, our study attempts to advance the conversation surrounding online content 

personalization and offer insights into why some individuals prefer personalization over others. 

By focusing on the user, we located the importance of considering not only the costs of 

personalization—which appear to have little impact on how individuals are thinking 

personalization—but also to consider the attitudinal impacts of personalization’s benefits for 

understanding how individuals form preferences in this area. 
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