
     
 
 
 

     
        
        
        

      
 
                      

 
    

 
                         

                           
              

 
                         

                             
                     

                     
 

                       
                       

                   
                         
                     

                     
                           

                             
                   

 
                       
                         
                   
                             

                           
             

August 4, 2015 

Federal Trade Commission 
Office of the Secretary 
Room H‑113 (Annex X) 
600 Pennsylvania Avenue NW 
Washington, DC 20580 

Re: The 'Sharing' Economy ‑ Issues Facing Platforms, Participants and Regulators 

Dear Commissioners, 

Thank you for the opportunity to submit comments on the Sharing Economy Workshop. 
We offer the following document on behalf of The International Center for Law & 
Economics (ICLE), a non-profit, non-partisan research center. 

ICLE previously submitted comments in this matter jointly with TechFreedom. In that 
document, we urged the FTC to establish a permanent advocacy program to serve as a 
counterweight to entrenched incumbents who seek local and state government policies 
that prevent their markets from being disrupted by “sharing economy” services: 

We commend the Federal Trade Commission for holding this workshop, and for 
its recent advocacy of ride-sharing services like Uber, Lyft and Sidecar with 
transportation regulators in the District of Columbia, Chicago, Colorado and 
Alaska. Such efforts represent the FTC at its best, advocating on behalf of 
consumers against laws that protect monopolies and the politically powerful by 
choking new entrants into traditionally stagnant markets. If anything, we believe 
that the FTC should do far more “advocacy” work — and that the “sharing 
economy” is, indeed, the lowest fruit to pick – the best cluster of issues around 
which to build a revived, and sustainable long-term advocacy program. 

With these additional comments, we submit several recent writings by ICLE scholars 
relating to the important issue of possible future antitrust enforcement actions in the 
sharing economy space involving putative competition concerns arising out of 
companies’ collection and/or use of data. In short, although the risks of “data barriers to 
entry” and “restraints on competition over privacy” have been alleged, such fears are, as 
yet, unfounded and ill-supported. As we note: 

http://docs.techfreedom.org/TF_ICLE_Sharing_Economy_Comments_5.27.15.pdf


 
                         
                           

                    
          

 
                       

                       
                         
                       

                         
                     
                   

                               
                         
     

 
                       
                       
                     
                           
                             
                 
                   

                         
                       
               

 
                             

         
 
   

 
   

   
   

 

There is no easy way to incorporate privacy into antitrust analysis, and, currently, 
antitrust law does not do so. The models suggested in the academic literature and 
in Pamela Jones-Habour’s DoubleClick dissent would likely be difficult for 
agencies and courts to enforce. 

Before altering antitrust law by attempting to include privacy in its domain, 
policymakers should consider the error cost framework. If all of the suggested 
models would increase the probability of type 1 errors (i.e. false positives where 
courts and agencies find behavior anticompetitive that is not), then they should 
not be adopted. Generally, type 2 errors (i.e. false negatives where courts and 
agencies find behavior pro-competitive that is not) are overcome in the 
marketplace due to competition. Profits create incentives for potential competitors 
to enter and reduce monopoly power. Type 1 errors are not as easy to overcome, as 
market participants no longer use such practices after such a finding, to the 
detriment of consumers. 

Applying the error-cost framework to the arguments presented on the use of 
privacy in antitrust analysis suggests that the costs would outweigh the benefits. 
Proponents have not successfully explained how to incorporate privacy into a 
non-price effects analysis, how to understand a market for data, or what is the 
competitive injury. Until they can do so, it seems like the skeptics have the better 
argument. There are pro-competitive reasons for the allegedly privacy-invasive 
practices like data collection, analysis, behavioral advertising, and even price 
discrimination. While there are theories of how these practices could lead to harm, 
the difficulty of analyzing privacy under an antitrust framework or providing a 
remedy suggests a different regulatory structure is necessary. 

We appreciate the opportunity to comment on this issue and we hope you find our 
scholarship to be of assistance. 

Best regards, 

Geoffrey Manne 
Ben Sperry 
Kristian Stout 
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The Problems and Peri ls of Bootstrapping Privacy and 

Data into an Antitrust Framework 
  

Geoffrey A. Manne & R. Ben Sperry 1 

I .  INTRODUCTION 

Increasingly, people use the internet to connect with one another, access information, and 
purchase products and services. Along with the growth in the online marketplace have come 
concerns, as well, particularly regarding both the privacy of personal information as well as 
competition issues surrounding this and other data. 

While concerns about privacy and data are not unique to the internet ecosystem, they are 
in some ways heightened due to the ubiquitous nature of information sharing online. While 
much of the sharing is voluntary, a group of scholars and activists have argued that several 
powerful online companies have overstepped their bounds in gathering and using data from 
internet users. These privacy advocates have pushed the U.S. Federal Trade Commission (“FTC”) 
and regulators in Europe to incorporate privacy concerns into antitrust analysis. 

We have undertaken a classification of the various proposed approaches to incorporating 
privacy into antitrust law elsewhere.2 Here, we focus on the two most-developed theories: first, 
that privacy should be considered in mergers and other antitrust contexts as a non-price factor of 
competition; and second, that the collection and use of data can be used to facilitate 
anticompetitive price discrimination. In addition, we analyze the underlying conception of data 
as a barrier to entry that is a necessary precondition for supporting either proposed theory of 
harm. 
I I .  PRIVACY AS AN ELEMENT OF NON-PRICE COMPETITION 

Under antitrust law, according to some advocates, the best way to understand privacy is 
as a component of product quality. Thus some privacy advocates have argued that 

privacy harms can lead to a reduction in the quality of a good or service, which is 
a standard category of harm that results from market power. Where these sorts of 
harms exist, it is a normal part of antitrust analysis to assess such harms and seek 
to minimize them.3 

1 Executive Director and Associate Director, respectively, of the International Center for Law and Economics 
(ICLE). ICLE has historically received support from a broad coalition of groups interested in data, privacy, and 
competition policy issues, including Google, Amazon, and Facebook. 

2 See Geoffrey A. Manne & R. Ben Sperry, The Law and Economics of Data and Privacy in Antitrust Analysis 
(2014 TPRC Conference Paper, Aug. 2014), available at 
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2418779. 

3 Behavioral Advertising: Tracking, Targeting, and Technology: Town Hall Before the FTC, (Oct. 18, 2007) 
(testimony of Peter Swire, Professor, Moritz College of Law of the Ohio State University), available at 
http://www.americanprogress.org/issues/regulation/news/2007/10/19/3564/protecting-consumers-privacymatters
in-antitrust-analysis/. 

2
 

http://www.americanprogress.org/issues/regulation/news/2007/10/19/3564/protecting-consumers-privacymatters
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2418779
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The Horizontal Merger Guidelines have long recognized that anticompetitive effects may 
“be manifested in non-price terms and conditions that adversely affect customers.”4 But this 
notion, while largely unobjectionable in the abstract, still presents significant problems in actual 
application. 

First, product quality effects can be extremely difficult to distinguish from price effects. 
Quality-adjusted price is usually the touchstone by which antitrust regulators assess prices for 
competitive effects analysis. Disentangling (allegedly) anticompetitive quality effects from 
simultaneous (neutral or pro-competitive) price effects is an imprecise exercise, at best. For this 
reason, proving a product-quality case alone is very difficult and requires connecting the 
degradation of a particular element of product quality to a net gain in advantage for the 
monopolist. 

Second, invariably product quality can be measured on more than one dimension. For 
instance, product quality could include both function and aesthetics: A watch’s quality lies in 
both its ability to tell time as well as how nice it looks on your wrist. A non-price effects analysis 
involving product quality across multiple dimensions becomes exceedingly difficult if there is a 
tradeoff in consumer welfare between the dimensions. Thus, for example, a smaller watch battery 
may improve its aesthetics, but also reduce its reliability. Any such analysis would necessarily 
involve a complex and imprecise comparison of the relative magnitudes of harm/benefit to 
consumers who prefer one type of quality to another. 
A. Privacy Advocates Have Failed to Prove a Product Quality Case 

The understanding of how quality-adjusted price may be affected by monopolization of 
data or a merger of entities with large quantities of data requires considerably more analysis than 
that offered by privacy advocates thus far. 

In the merger context (where most of the antitrust-relevant concerns about privacy-as
product-quality have been raised), one claim is that the accumulation of “too much” information 
about too many consumers is itself (or perhaps will inevitably lead to) a degradation of quality 
affecting the merging parties’ products. 

But that “problem” is almost certainly fully internalized by individual consumers. 
Consumers, with the assistance of consumer protection agencies like the FTC itself, are generally 
able to assess the risks of disclosure or other misuse of their information, and to assess the 
expected costs to themselves if such misuse should occur. Unless the collection of data on other 
people increases the uncertainty of this risk assessment, or makes harm to the individual 
consumer more likely (and it is difficult to see why either would likely be the case), it is difficult 

4 See, e.g., 2010 Merger Guidelines, sec. 1 (“Enhanced market power can also be manifested in non-price terms 
and conditions that adversely affect customers, including reduced product quality, reduced product variety, reduced 
service, or diminished innovation. Such nonprice effects may coexist with price effects, or can arise in their 
absence.”); 1997 Merger Guidelines, sec. 0.1 & note 6 (“The unifying theme of the Guidelines is that mergers should 
not be permitted to create or enhance market power or to facilitate its exercise. Market power to a seller is the ability 
profitably to maintain prices above competitive levels for a significant period of time. . . Sellers with market power 
also may lessen competition on dimensions other than price, such as product quality, service, or innovation.”). 

3
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to see why a company’s mere possession of private information about other people is of much 
concern to any particular consumer. 

The size of a database (i.e., the number of consumers on whom data is collected) doesn’t 
seem like a particularly relevant aspect of product quality in and of itself, and for each consumer 
the “problem” of a large concentration of information being accumulated in a single company is 
seemingly insignificant. Meanwhile, to the extent that collection of data from more consumers is 
a function of increasing network effects, such accumulations of data are almost certainly more 
likely to correlate with improvements in product quality rather than degradations. 

While an increased amount of aggregated data at the disposal of one entity is not likely a 
significant harm in and of itself, it is surely the case that specific privacy policies that may affect a 
company’s treatment of a consumer’s own information may be relevant to his assessment of 
product quality. Particularly where consumers are paying a zero price (as search engine users and 
advertising consumers do), non-price competition, including over privacy policies, may be the 
only source of cognizable effects. 

But in that case it must still be shown that a monopolist would have the ability and the 
incentive (and, in the case of a merger, that these would be merger-specific) to curtail privacy 
protections as a means of exercising its monopoly power. But this seems unlikely. As FTC 
Commissioner Joshua Wright noted in a recent speech on the internet of things: 

Without any analytical lens through which to interpret [the fact that some 
companies possess large volumes of data], frankly, so what? . . . [Y]es, that 
generation of data has implications for both the benefits to consumers from the 
exchange of data and the risks of specific harms. But the fact that there are 
millions of data points is not—in and of itself—a privacy risk. What is required to 
inform policy is not a general suspicion of large data sets and their uses, but rather 
a more nuanced analysis at least acknowledging the tradeoffs involved for 
consumers at the margin.5 

In the normal case, a monopolistic firm would have an incentive to degrade quality if 
doing so would lower its costs and the demand elasticity were smaller for downward adjustments 
in quality than for corresponding increases in price. But in the case of privacy protections— 
where, for example, one “harm” might be the maintenance of personal information on a firm’s 
servers for extended periods without deletion—it would seem that a firm might actually incur 
more cost in degrading (storing information for longer) than in maintaining (deleting 
cumbersome information from limited storage space) privacy. 

At the same time, alleged harms arising from increased sharing of data with third parties 
(typically advertisers) is necessarily ambiguous, at best. While some consumers may view an 
increase in data sharing as a degradation of quality, the same or other consumers may also see the 
better-targeted advertising such sharing facilitates as a quality improvement, and in some cases 
“degraded” privacy may substitute for a (pro-competitive) price increase that would be far less 
attractive. 

5 Remarks of Joshua D. Wright, U.S. Chamber of Commerce, How to Regulate the Internet of Things Without 
Harming its Future: Some Do’s and Don’ts, at 11-12 (May 21, 2015), available at 
https://www.ftc.gov/system/files/documents/public_statements/644381/150521iotchamber.pdf. 

4
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Similarly, claims that concentration will lead to a “less-privacy-protective structure”6 for 
online activity are analytically empty. One must make out a case, at minimum, that a move to 
this sort of structure would reward the monopolist in some way, either by reducing its costs or by 
increasing revenue from some other source. Absent a coordinated effects argument (which has 
not to our knowledge ever been raised), increased data concentration alone would seem to be 
insufficient; unilateral effects must be shown for such a merger to be anticompetitive. There 
appears to be little incentive for a monopolist to lower quality on its own, unless the barriers to 
entry are so high that no possible alternatives could exist. 

In short, proponents of the theory of product-quality harm arising from monopolization 
of data need to make out an economically sound case for why the feared privacy degradation 
would occur at all, or ever be anticompetitive if it did, and this they have not done. 
B. Most Consumers Prefer “Free and Useful” to “More Private” 

As suggested above, on top of the difficulty in parsing out price effects from product 
quality effects, there seems also to be a tradeoff in consumer perception of product quality from 
increased data collection between the algorithmic improvements it may facilitate and the 
(posited) privacy harms it entails. A decrease in privacy protection is not simply a transfer from 
consumers to producers creating the famous deadweight loss of antitrust textbooks. Rather, the 
collection and use of larger amounts of information by a company like Google has the ability to 
improve the quality of Google’s products, whether by improving the relevance of its search 
results or the successful targeting of its ads. In either case, improving product quality while 
maintaining a constant zero price—i.e., decreasing quality-adjusted price—is not normally an 
antitrust injury. 

In fact, as we describe in more detail below, several critics assert that the collection and 
use of more data amounts to a data barrier to entry precisely because it improves the quality of 
Google’s algorithm in ways that competitors can’t replicate. While there may not be a one-to-one 
correlation between data collection and product quality, it certainly cannot be said that there is 
an obvious decrease in quality for consumers when more data is collected, either. 

The question of antitrust-relevant product quality really comes down to the relative 
numbers of, and magnitude of harm to, consumers who prefer more privacy protection versus 
those who prefer a better search experience and/or a lower monetary price. Most of the available 
data suggests that the vast majority of consumers value privacy quite a bit less than they do other 
product attributes, including price.7 For instance, revealed preferences in search and elsewhere 

6 Swire, supra note 3 (“For these individuals, their consumer preferences are subject to harm if standard online 
surfing shifts to a less privacy-protective structure due to a merger or dominant firm behavior. In essence, 
consumers “pay” more for a good if greater privacy intrusions are contrary to their preferences. Under standard 
economic analysis, and standard antitrust analysis, harm to consumer preferences should be part of the regulatory 
homework for the competition agencies—such harms should be considered along with other harms and benefits 
from a proposed merger.”). 

7 See, e.g., Alastair R. Beresford, Dorothea Kübler, & Sören Preibusch, Unwillingness to Pay for Privacy: A Field 
Experiment (SFB 649 Discussion Paper 2011-010, 2011), available at http://edoc.hu-berlin.de/series/sfb-649
papers/2011-10/PDF/10.pdf; Jens Grossklags & Alessandro Acquisti, When 25 Cents is too much: An Experiment on 

5
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suggest that viewing a targeted ad (to access a news article, for example) amounts to a much 
lower “price” (i.e., psychic burden) on most people than does paying even just a few cents per 
month for an otherwise identical, ad-free experience. By the same token, consumers almost 
always choose free (ad-supported) apps over the 99 cent alternative without ads.8 

To make out an antitrust case based on such privacy “harms,” antitrust regulators would 
have to compare the magnitude of the harms to what appears to be a small group of privacy-
sensitive consumers (who have not otherwise protected themselves by use of marketplace tools 
like track-blockers or by use of the opt-out options provided by major ad networks and data 
brokers) to the benefits received by the supermajority of consumers who are less privacy-
sensitive. Beside the enormous difficulty of actually performing such an analysis, it seems 
extraordinarily unlikely that the harms would outweigh the benefits on net. 

Unfortunately for proponents of a non-price competition theory of privacy and antitrust, 
not only is there no obvious reason why monopolists would have an incentive to degrade privacy, 
there is also no necessary (or even likely) connection between more data collection and use and 
harm to consumer welfare. 
I I I .  PRICE DISCRIMINATION AS A PRIVACY HARM 

If non-price effects cannot be relied upon to establish competitive injury (as explained 
above), then what can be the basis for incorporating privacy concerns into antitrust? One 
argument is that major data collectors (e.g., Google and Facebook) facilitate price 
discrimination.9 

The argument can be summed up as follows: Price discrimination could be a harm to 
consumers that antitrust law takes into consideration. Because companies like Google and 
Facebook are able to collect a great deal of data about their users for analysis, businesses could 
segment groups based on certain characteristics and offer them different deals. The resulting 
price discrimination could lead to many consumers paying more than they would in the absence 
of the data collection. Therefore, the data collection by these major online companies facilitates 
price discrimination that harms consumer welfare. 

This argument misses a large part of the story, however. The flip side is that price 
discrimination could have benefits to those who receive lower prices from the scheme than they 
would have in the absence of the data collection, a possibility explored by the recent White 
House Report on Big Data and Differential Pricing.10 

Willingness-To-Sell and Willingness-To-Protect Personal Information, in PROCEEDINGS OF THE SIXTH WORKSHOP ON 
THE ECONOMICS OF INFORMATION SECURITY (2007), available at http://weis2007.econinfosec.org/papers/66.pdf. 

8 Mary Ellen Gordon, The History of App Pricing, and Why Most Apps are Free, THE FLURRY BLOG (Jul. 18, 
2013), http://blog.flurry.com/bid/99013/The-History-of-App-Pricing-And-Why-Most-Apps-Are-Free. 

9 See Nathan Newman, The Costs of Lost Privacy: Consumer Harm and Rising Economic Inequality in the Age of 
Google, 40 WM. MITCHELL L. REV. 850, 865-73, available at 
http://open.wmitchell.edu/cgi/viewcontent.cgi?article=1568&context=wmlr. 

10 EXECUTIVE OFFICE OF THE PRESIDENT OF THE UNITED STATES, BIG DATA AND DIFFERENTIAL PRICING 17 (Feb. 
2015), available at https://www.whitehouse.gov/sites/default/files/docs/Big_Data_Report_Nonembargo_v2.pdf (“if 
historically disadvantaged groups are more price-sensitive than the average consumer, profit-maximizing 
differential pricing should work to their benefit”). 

6
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While privacy advocates have focused on the possible negative effects of price 
discrimination to one subset of consumers, they generally ignore the positive effects of businesses 
being able to expand output by serving previously underserved consumers. It is inconsistent with 
basic economic logic to suggest that a business relying on metrics would want to serve only those 
who can pay more by charging them a lower price, while charging those who cannot afford it a 
larger one. If anything, price discrimination would likely promote more egalitarian outcomes by 
allowing companies to offer lower prices to poorer segments of the population—segments that 
can be identified by data collection and analysis. 

If this group favored by “personalized pricing” is as big as—or bigger than—the group 
that pays higher prices, then it is difficult to state that the practice leads to a reduction in 
consumer welfare, even if this can be divorced from total welfare. Again, the question becomes 
one of magnitudes that has yet to be considered in detail by privacy advocates. 

Further, this analysis fails to consider the dynamic efficiencies of price discrimination. In 
a static model of third-degree price discrimination, some buyers receive lower prices (and 
purchase higher quantities), while other buyers receive higher prices (and purchase lower 
quantities). Thus, the net impact of price discrimination on output is ambiguous.11 But in a 
dynamic model, price discrimination may often be pro-competitive because the prospect of 
higher profits provides incentives for entry and allows for additional investments in innovation, 
increasing product variety, expanding retail outlets, or research and development.12 As 
mentioned above, price discrimination may allow for increased competition to all consumers, 
including previously unreached and poorer consumers, another pro-competitive outcome.13 

Contrary to the received wisdom,14 economists have noticed that price discrimination is present 
in even competitive markets.15 

Under a proper error cost framework, courts and antitrust regulators should refrain from 
declaring conduct anticompetitive unless the likelihood of pro-competitive outcomes is 
demonstrably low.16 In this case, it appears very difficult for antitrust regulators to differentiate 
positive price discrimination from negative price discrimination, and it seems unlikely that the 
price discrimination “facilitated” by major data collectors is anticompetitive. 

For instance, Google analytics is used by many businesses, any number of which compete 
with one another in the same markets to offer the best deals to consumers through targeted 
advertising. It seems just as—if not more—likely that Google is increasing consumer welfare by 
helping businesses find consumers interested in their products and by serving up more relevant 

11 See, e.g., Joshua D. Wright, Missed Opportunities in Independent Ink, Cᴀᴛᴏ Sᴜᴘʀᴇᴍᴇ Cᴏᴜʀᴛ Rᴇᴠ. 2005-2006, 
at 348, available at http://object.cato.org/sites/cato.org/files/serials/files/supreme-court-review/2006/9/wright.pdf. 

12 Id. at 350. 
13 Id. 
14 See William M. Landes & Richard A. Posner, Market Power in Antitrust Cases, 94 HARV. L. REV. 937, 977 

(1981). 
15 See, e.g., 70 ANTITRUST L. J. 593 (2003) (symposium articles discussing competitive price discrimination). 
16 See Frank H. Easterbrook, The Limits of Antitrust, 63 TEX. L. REV. 1 (1984). The error cost model is well-

accepted in the antitrust law and economics literature. See, e.g., Geoffrey A. Manne & Joshua D. Wright, Innovation 
and the Limits of Antitrust, 6 J. COMPETITION L. & ECON. 153 (2010). 

7
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advertisements to those consumers—thus increasing the amount of positive-sum transactions 
overall. 

Finally, price discrimination as a harm in itself is rarely antitrust-relevant. The Robinson-
Patman Act, a New Deal-Era amendment to the Clayton Act’s prohibitions on price 
discrimination, does not extend to price discrimination against end consumers.17 Further, the 
Robinson-Patman Act has fallen into disrepute because of the outdated economic model it was 
based upon, leading the Antitrust Modernization Commission to call for its repeal in 2007: 

The Robinson-Patman Act does not promote competition…. Instead, the Act 
protects competitors, often at the expense of competition that otherwise would 
benefit consumers, thereby producing anticompetitive outcomes. The Act 
prevents or discourages discounting that could enable retailers to lower prices to 
consumers. “The chief ‘evil’ condemned by the Act [is] low prices, not 
discriminatory prices.” The Act thus reflects “faulty economic assumptions” and 
a significant “misunderstanding of the competitive process.”18 

Price discrimination, even if facilitated by data, is not an antitrust harm a court or 
competition agency is likely to accept. 
IV. DATA BARRIER TO ENTRY 

Either of these theories of harm is predicated on the inability or difficulty of competitors 
to develop alternative products in the marketplace—the so-called “data barrier to entry.” The 
argument is that upstarts do not have sufficient data to compete with established players like 
Google and Facebook, which in turn employ their data to both attract online advertisers as well 
as foreclose their competitors from this crucial source of revenue. There are at least four reasons 
to be dubious of such arguments: 

1. Data is useful to all industries, not just online companies; 
2. It’s not the amount of data, but how you use it; 
3. Competition online is one click or swipe away; and 
4. Access to data is not exclusive. 

A. First,  Data is Useful to All  Industries—This is Not a New Phenomenon 
Particular To Online Companies 

The market for data, even if narrowly described as data for targeted advertising, is much 
broader than the online world. Offline retailers have long used data about consumers to better 
serve them. Through devices like coupons and loyalty cards (to say nothing of targeted mailing 
lists and the age-old practice of data mining check-out receipts), brick-and-mortar retailers can 
track purchase data and better serve consumers.19 Not only do consumers receive better deals for 

17 See Newman, Costs of Lost Privacy, supra, at 875-76 n.107-08. 
18 See ANTITRUST MODERNIZATION COMMISSION, REPORT AND RECOMMENDATIONS 317 (Apr. 2007), available at 

http://govinfo.library.unt.edu/amc/report_recommendation/amc_final_report.pdf (internal citations omitted). 
19 See, e.g., Nancy Kross, Big Data Analytics Revolutionizing The Way Retailers Think, BIDNESS ETC (Jun. 26, 

2014), http://www.bidnessetc.com/business/big-data-analytics-revolutionizing-the-way-retailers-think/; Dianne 
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using them, but retailers also learn what products to stock and advertise, and when and on what 
products to run sales. 

And of course there is a host of other uses for data, as well, including security, fraud 
prevention, product optimization, risk reduction to the insured, knowing what content is most 
interesting to readers, etc. The importance of data stretches far beyond the world of online 
advertising, and far beyond mere retail uses more generally. 
B. Second, It ’s Not the Amount of Data That Leads to Success But How You 
Use It 

Information is important to companies because of the value that can be drawn from it, 
not for the inherent value of the data itself. Companies don’t collect information about you to 
stalk you, but to better provide you with goods and services. 

Consider companies like Uber, Lyft, and Sidecar that had no customer data when they 
began to challenge established cab companies that did possess such data. If data were really so 
significant, they could never have competed successfully. But Uber, Lyft, and Sidecar have been 
able to effectively compete because they built products that users wanted to use20—they came up 
with an idea for a better mousetrap. The data they have accrued came after they innovated, 
entered the market, and mounted their successful challenges—not before. 

In reality, those who complain about data facilitating unassailable competitive advantages 
have it backward. Companies need to innovate to attract consumer data, otherwise consumers 
will switch to competitors (including both new entrants and established incumbents). As a result, 
the desire to make use of more and better data drives competitive innovation, with manifestly 
impressive results: the continued explosion of new products, services, and apps is evidence that 
data is not a bottleneck to competition but a spur to drive it. 
C. Third, Competit ion Online Is One Click or Thumb Swipe Away; That Is, 
Barriers to Entry and Switching Costs Are Low 

Somehow, in the face of alleged data barriers to entry, competition online continues to 
soar, with newcomers constantly emerging and triumphing. This suggests that the barriers to 
entry are not so high as to prevent robust competition. 

Again, despite the supposed data-based monopolies of companies like Facebook and 
Google, there exist powerful competitors in the marketplaces they compete in. Among many 
examples: 

•	 If consumers want to make a purchase, they are more likely to do their research on 
Amazon than Google.21 

Heath, How Panera Uses Rewards Card to Increase Customer Loyalty & Attract Customers, ANALYST DISTRICT (Nov. 
4, 2011), http://www.analystdistrict.com/2011/11/panera-increase-customer-loyalty.html. 

20 See Karen Mathews & Verena Dobnick, Uber Cars in New York Now Outnumber Yellow Cabs, HUFFINGTON 
POST (Mar. 19, 2015), http://www.huffingtonpost.ca/2015/03/19/new-york-citys-storied-y_n_6900980.html. 

21 See Rolfe Winkler, Amazon vs. Google: It’s a War for Shopping Search, WALL ST. J. (Dec. 13, 2013), 
http://www.wsj.com/articles/SB10001424052702304173704579265421113585650. 
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•	 Google flight search has failed to seriously challenge—let alone displace—its competitors, 
as critics feared. Kayak, Expedia, and the like remain the most prominent travel search 
sites—despite Google having literally purchased ITA’s trove of flight data and data-
processing acumen.22 

•	 Pinterest, one of the most highly valued startups today,23 is now a serious challenger to 
traditional search engines when people want to discover new products. 

•	 Likewise, Amazon recently launched its own ad network, “Amazon Sponsored Links,” to 
challenge other advertising players.24 

Even assuming for the sake of argument that data creates some barrier to entry, there is 
little evidence that consumers cannot or will not readily switch to a range of competitors. While 
there are sometimes network effects online, as with social networking, history still shows that 
people will switch. MySpace was considered a dominant network until it made a series of bad 
business decisions and everyone ended up on Facebook instead.25 Similarly, internet users can 
and do use Bing, DuckDuckGo, Yahoo, and a plethora of more specialized search engines on top 
of and instead of Google. And Google itself was once an upstart new entrant that replaced once-
household names like Yahoo and AltaVista.26 

D. Fourth, Access to Data is Not Exclusive 

Critics have compared Google to Standard Oil and argued that government authorities 
need to step in to limit Google’s control over data.27 But to say that data is like oil betrays a 
serious misunderstanding. If Exxon drills and extracts oil from the ground, that oil is no longer 
available to BP. Data is not finite in the same way. Google knowing my birthday doesn’t limit the 
ability of Facebook to know my birthday, as well. While databases and the processes used to 
create and make use of them may be proprietary, the underlying data is not. And what matters 
more than the data itself is how well it is analyzed. 

This is especially important when discussing data online, where multi-homing is 
ubiquitous. Multi-homing can be accomplished by tools like the friend-finder feature on 
WordPress to search out Facebook friends, Google connections, and Twitter followers who also 

22 See Rob Pegoraro, Remember When Google Was Going to Annex the Travel-Search Industry?, PROJECT-DISCO 
(Jun. 4, 2013), http://www.project-disco.org/competition/060413-remember-when-google-was-going-to-annex-the
travel-search-industry/. 

23 See Yoree Koh, Pinterest Valued at $11 Billion After Latest Funding, WALL ST. J. (Mar. 16, 2015), 
http://www.wsj.com/articles/pinterest-raises-367-million-at-11-billion-valuation-1426538379. 

24 See Mark Sullivan, Amazon’s new ad network has a secret weapon against Google AdWords: shopping data, 
VENTURE BEAT (Aug. 23, 2014), http://venturebeat.com/2014/08/23/amazon-will-use-shopping-data-to-target-ads
better-than-googles-adwords/. 

25 See So What “Really” Happened To and What’s Happening With MySpace?, NETWEEK (May 17, 2013), 
http://www.thesba.com/2013/05/17/so-what-really-happened-to-and-whats-happening-with-myspace/. 

26 See Geoffrey A. Manne & William Rinehart, The Market Realities that Undermined the FTC’s Antitrust Case 
Against Google, 2013 HARV. J. L. & TECH. 1, 14-17 (Online Paper Series, July 2013), available at 
http://jolt.law.harvard.edu/antitrust/articles/ManneRinehart.pdf. 

27 Nathan Newman, Taking on Google’s Monopoly Means Regulating Its Control of User Data, HUFFINGTON 
POST (Sept. 24, 2013), http://www.huffingtonpost.com/nathan-newman/taking-on-googles
monopol_b_3980799.html. 

10
 

http://www.huffingtonpost.com/nathan-newman/taking-on-googles
http://jolt.law.harvard.edu/antitrust/articles/ManneRinehart.pdf
http://www.thesba.com/2013/05/17/so-what-really-happened-to-and-whats-happening-with-myspace
http://venturebeat.com/2014/08/23/amazon-will-use-shopping-data-to-target-ads
http://www.wsj.com/articles/pinterest-raises-367-million-at-11-billion-valuation-1426538379
http://www.project-disco.org/competition/060413-remember-when-google-was-going-to-annex-the
http:AltaVista.26
http:instead.25
http:players.24
http:acumen.22


$

  

 

 

   
 

 
 

 

 

 
  

  
 

 
 

                                                
              

 

CPI$Antitrust$Chronicle May$2015$(2)$
 

use the site for blogging. Most popular platforms make such APIs available to all comers, 
effectively permitting the transfer of large swaths of data to competitors. 

Moreover, the recently announced merger between Verizon and AOL may be a harbinger 
of yet another source of competition for data for online advertising. As a recent New York Times 
story details: 

People in the ad-tech industry said that in buying AOL, Verizon’s immediate goal 
may be to marry its data about customers to AOL’s capacity to serve ads to 
increase this sort of relevancy. 
“I think AOL was a little on their back foot on mobile,” said Ari Paparo, chief 
executive of an ad technology company called Beeswax. He added that the most 
successful companies with mobile ads tended to be those that knew a lot about 
their customers—that explains why Google and Facebook, which have close to 
perfect insight into what we do online, are such powerhouses.28 

Mobile ISPs like Verizon already have access to considerable data about consumers, likely 
at least comparable to what Google and Facebook have. What’s more, mobile ISPs have uniquely 
good access to location data, which is increasingly the coin of the realm in a world where the 
most important and valuable consumer interactions are shifting to mobile. As suggested above, if 
there were a “barrier” to Verizon competing with other online platforms, it almost certainly arose 
from the absence of an effective use of its data, not from any lack of data itself. 
IV. CONCLUSION 

Privacy advocates have thus far failed to make their case. Even in their most plausible 
forms, the arguments for incorporating privacy and data concerns into antitrust analysis do not 
survive legal and economic scrutiny. In the absence of strong arguments suggesting likely 
anticompetitive effects, and in the face of enormous analytical problems (and thus a high risk of 
error cost), privacy should remain a matter of consumer protection, not of antitrust. 

28 Farhad Manjoo, For Verizon and AOL, Mobile is a Magic Word, THE NEW YORK TIMES (May 12, 2015), 
http://www.nytimes.com/2015/05/13/technology/verizons-data-trove-could-help-aol-score-with-ads.html. 
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August 2014 – DRAFT 

Introduction 

The conclusion of this article is that privacy has little or no rational relevance for antitrust poli-
cy. “Privacy” is relevant to antitrust law and economics at all for little reason other than that a 

meme caught on — largely a function of comments made by policy advocates and policymak-
ers like Peter Swire and Pamela Jones Harbour (including her statement in the Google-

DoubleClick merger) – that privacy is antitrust relevant. 

Simply put, for a product characteristic to be relevant to a competitive analysis, the character-
istic itself must be relevant — and it must be logically affected by monopoly in ways that may 

harm consumers (e.g., in mergers, there must be an increased ability and incentive, as a result 
of a proposed merger, for the post-merger firm to degrade privacy as an exercise of monopoly 

power). But no one has offered a coherent story of how degrading privacy can be anticompeti-
tive — or even what, precisely, “degrading privacy” means. 

Not that there haven’t been attempts. Below, in Part I, we outline the reigning theories of how 
to incorporate privacy into antitrust analysis. In Part II, we focus on the problems facing an an-

titrust analysis based on privacy concerns. In Part III, we conclude that antitrust may not be the 
best way for dealing with social problems like privacy, and consider alternative legal avenues to 

ameliorate such harms. 

I. Theories of Privacy in Antitrust Analysis 

Several scholars and policymakers have indeed proposed that antitrust should incorporate ef-
fects on privacy in a proper analysis. “How, why, and when” privacy considerations should be 

considered differ among them, however. The best categorization of these diverse approaches 
was offered by Peter Swire in his testimony submitted to the FTC Town Hall on Behavioral Ad-
vertising (with two important additions from the subsequent literature):1 (1) the fundamental 

1 Behavioral Advertising: Tracking, Targeting, and Technology: Town Hall Before the FTC, (Oct. 18, 2007) (testimony 
of Peter Swire, Professor, Moritz College of Law of the Ohio State University), available at 
http://www.americanprogress.org/issues/regulation/news/2007/10/19/3564/protecting -consumers-privacy-
matters-in-antitrust-analysis/. 

Electronic copy available at: http://ssrn.com/abstract=2418779 

http://ssrn.com/abstract=2418779
http://www.americanprogress.org/issues/regulation/news/2007/10/19/3564/protecting


      

  

         
         

          

        
            

            

                                                 
 
                 

              
               

 

                 
              

           
          

              
  

                   
         

 
                    

       
                   

                 
                

              
 

               

             
                  

          
                  

              
                  

            
           

      
               

 

              
  

human rights approach;2 (2) the undue concentration of economic power approach;3 (3) the 
exploitation/facilitation of price discrimination approach;4 (4) the foreclosure of access to data 
approach;5 (5) the privacy as nonprice competition approach;6 (6) the skeptical approach.7 

While there are distinctions between these approaches, many advocates seem to identify 
them as complements and offer various combinations of them.8 And while the DoubleClick 
merger was the context in which many first considered privacy’s place in antitrust analysis, 9 a 

2 See, e.g., An Examination of the Google-DoubleClick Merger and the Online Advertising Industry: What are the Risks 
for Competition and Privacy?: Hearing Before the Subcomm. on Antitrust, Competition Policy and Consumer Rights , 
110th Cong. 13-17 (Sept. 27, 2007) (testimony of Marc Rotenberg, President of EPIC), available at 
http://www.gpo.gov/fdsys/pkg/CHRG-110shrg39015/pdf/CHRG-110shrg39015.pdf. 
3 An Examination of the Google-DoubleClick Merger and the Online Advertising Industry: What are the Risks for Com-
petition and Privacy?: Hearing Before the Subcomm. on Antitrust, Competition Policy and Consumer Rights, 110th 
Cong. 2 (Sept. 27, 2007) (statement of Sen. Herb Kohl), available at http://www.gpo.gov/fdsys/pkg/CHRG-
110shrg39015/pdf/CHRG-110shrg39015.pdf; Frank Pasquale, Social Networks and Antitrust: The Problem of Diverse 
Consumer Preferences, Presentation at George Mason University Law Review Conference (Jan. 26, 2012), available 
at http://www.georgemasonlawreview.org/doc/Pasqu ale_SocNetwork.pdf . 
4 See Nathan Newman, The Costs of Lost Privacy: Consumer Harm and Rising Economic Inequality in the Age of 
Google 40 WM. MITCHELL L. REV. (forthcoming 2014) , available at 
http://papers.ssrn.com/sol3/papers.cfm?abst ract_id=2310146. 
5 See, e.g., Nathan Newman, Search, Antitrust and the Economics of the Control of User Data, 20 YALE J. ON REG. 
(forthcoming 2014), available at http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2309547 ; Pamela Jones Har-
bour & Tara Isa Koslov, Section 2 in a Web2.0 World: An Expanded Vision of Relevant Product Markets, 76 ANTITRUST 
L.J. 769, 773 (2010); An Examination of the Google-DoubleClick Merger and the Online Advertising Industry: What are 
the Risks for Competition and Privacy?: Hearing Before the Subcomm. on Antitrust, Competition Policy and Consumer 
Rights, 110th Cong. 7-9 (Sept. 27, 2007) (testimony of Brad Smith, Senior Vice President of Microsoft), available at 
http://www.gpo.gov/fdsys/pkg/CHRG-110shrg39015/pdf/CHRG-110shrg39015.pdf. 
6 See, e.g., Harbour & Koslov, supra note 5, at 773-74; Swire, supra note 1, at 4-7. 
7 See, e.g., James C. Cooper, Privacy and Antitrust: Underpants Gnomes, The First Amendment, and Subjectivity, 20 
GEO. MASON L. REV. 1129 (2013); Allen P. Grunes, Another Look at Privacy, 20 GEO. MASON L. REV. 1107 (2013). 
8 See, e.g., George Bauer, eMonop oly: Why Internet-Based Monopolies have an Inherent “Get-Out-of-Jail-Free-Card”, 
76 Brook. L. Rev. 731, 770-72 (2011) (arguing a variation of the undue concentration approach and the privacy as 
nonprice competition approach); Eli Edwards, Stepping Up to the Plate: the Google-DoubleClick Merger and the 
Role of the Federal Trade Commission in Protecting Online Data Privacy (Working Paper, Apr. 25, 2008), available at 
http://ssrn.com/abstract=1370734 (arguing each theory to some extent); Senator Al Franken, Remarks to the 
American Bar Association (Antitrust Section) 18-27 (Mar. 29, 2012), available at 
http://assets.sbnation.com/assets/1033745/franken_aba_antitrust_speech.pdf (same); Pasquale, supra note 3 
(same); Harbour & Koslov, supra note 5, at 773-74 (arguing foreclosure of access and privacy as nonprice competi-
tion). 
9 Statement of Federal Trade Commission, Google/DoubleClick, FTC File No. 071-0170 (Dec. 20, 2007), available 
at http://www.ftc.gov/system/files/documents/public_st atements/418081/071220googledc -commstmt.pdf. 

2 

Electronic copy available at: http://ssrn.com/abstract=2418779 

http://ssrn.com/abstract=2418779
http://www.ftc.gov/system/files/documents/public_st
http://assets.sbnation.com/assets/1033745/franken_aba_antitrust_speech.pdf
http://ssrn.com/abstract=1370734
http://www.gpo.gov/fdsys/pkg/CHRG-110shrg39015/pdf/CHRG-110shrg39015.pdf
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2309547
http://papers.ssrn.com/sol3/papers.cfm?abst
http://www.georgemasonlawreview.org/doc/Pasqu
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few scholars have argued their analyses could be extended into Section 2 monopolization cas-
es as well.10 

Below, we briefly present each approach and the scholars who have advocated for them. 

A. Privacy as Human Right 

The fundamental human rights approach encourages the FTC to seek to minimize or avoid the 
infringement of the right to privacy during antitrust review. In his Senate testimony on the 
Google-DoubleClick merger, EPIC President Marc Rotenberg has argued that “[i]t is our view 
that unless the Commission establishes substantial privacy safeguards by means of a consent 
decree, Google’sproposed acquisitionof DoubleClick should be blocked.”11 

The human rights approach has received little attention from scholars,12 beyond passing men-
tionfrom Swire,13 and fails to be antitrust-relevant under current jurisprudence. 

This approach does not consider the economic benefits, to either consumers or the market, of 
data collection and use. At the very least, it places such an extremely high value on privacy that 
there is no balancing or consideration of tradeoffs. 

While this may reflect the views of a few consumers, the vast majority do not have such strong 
preferences. Those infra-marginal consumers who do have these preferences can pay the costs 
of meeting their atypical demand 

The services that are often at issue are largely, or completely, free of direct consumer cost. 
Nevertheless, it is unreasonable (and would be deleterious to consumer welfare) to expect an 
infinite variety of freely available products sufficient to meet every consumer demand to be 
provided at no cost. And here, as one would expect from a well-functioning market, variety, 
including more-privacy-protective productsand services, is available at some price. 

Most users pay by having their data collected and then seeing targeted ads or having that in-
formation sold for other uses. Those who wish to avoid such data collection or use must gener-

10 See e.g., Harbour & Koslov, supra note 5, at 774 n.15; Newman, Search , supra note 5, at 5-62; Bauer, supra note 8 , 
at 771. 
11 Rotenberg, supra note 2.
!
12 At least in conjunction with antitrust. For instance, see Julie E. Cohen, What Privacy is For, 126. HARV. L. REV. 

(forthcoming 2013), available at http://www.harvardlawreview.org/symposium/papers2012/cohen.pdf. 

13 Swire, supra note 1. 
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ally pay for the products directly, but have options to do so. Among other things, those con-
sumers can generally pay by purchasing services that don’t collector use data in objectionable 
ways (for example, self-hosted or other paid email services instead of Gmail or Yahoo Mail) or 
by using services that may have lower quality or other, different characteristics, but that don’t 
collect data (for example, search engines that don’t collect data but may not be as effective as 
those that do). Similarly, there are a number of “self-help” mechanisms (like third-party appli-
cations or incognito browsing) that can minimize the exposure of data at some cost to underly-
ing product functionality. 

Each consumer can make his or her own choice to suit his or her own weighing of the costs and 
benefits, and treatment of privacy as a right entails imposition of costs dramatically out of pro-
portion to the benefits, given the ready availability o f self help (and protection from consumer 
protection and other laws). We should care about letting consumers express their preferences, 
not about imposing our preferences (or a minority preference) on them. 

B. Undue Concentration of Economic Power 

The undue concentration of economic power approach is represented best by Senator Herb 
Kohl and scholar Frank Pasquale. To lead off the Senate Judiciary hearing on Google and Dou-
bleClick, Senator Kohl stated: 

Some commentators believe that antitrust policymakers should not be con-
cerned with these fundamental issues of privacy, and merely be content to 
limit their review to traditional questions of effects on advertising rates. We 
disagree. The antitrust laws were written more than a century ago out of a 
concern with the effects of undue concentrations of economic power for our 
society as a whole, and not just merely their effects on consumers’ pocket-
books. No one concerned with antitrust policy should stand idly by if industry 
consolidation jeopardizes the vital privacy interests of our citizens so essential 
to our democracy.14 

A variation of this approach can be found in Frank Pasquale’s work, where he argues that dom-
inant general-purpose search engines (i.e. Google) are essential facilities to society due to their 
cultural and political impact.15 He thinks this is a strong rationale for government regulation, 

14 Sen. Kohl, supra note 3, at .
!
15 See Frank Pasquale, Dominant Search Engines: An Essential Cultural & Political Facility, in THE NEXT DIGITAL DEC-

ADE: ESSAYS ON THE FUTURE OF THE INTERNET 401-18 (2010).
!
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even beyond antitrust, in order to protect the interests of users, including privacy.16 This big-is-

bad approach no longer has a lot of persuasive effect in antit rust jurisprudence. The consumer 

welfare standard and its focus on competition have replaced the focus on protecting smaller 

competitorsfrom those bigger than them. 

The undue concentration of power approach focuses on the size of companies that gain access 

to private data and argue this is bad for the economy or society at large. From an economic 

point of view, this is an interjection of the bad economics of the Populist school that dominat-

ed antitrust thinking before the Chicago school revolution and its advanced models of con-

sumer welfare. 

Brad Smith, Microsoft’s general counsel, has suggested that 

Given the nature and economics of online advertising, this concentration of 
user information means that no other company will be able to target ads as 
profitably. It will substantially reduce the ability of others to compete.17 

This is the “big is bad” argument, with specific reference to the online world. However, it 

doesn’t seem a cognizable harm that a single company might have a concentration of user in-
formation absent a claim that a) this information is rivalrous (it is not, and as most online 

searchers multi-home, many search products may simultaneously amass similar information 

about their customers), b) indispensible (essential facilities claims are strong ly disfavored in US 

jurisprudence, and it is not clear that any particular collection of information is essential to 

competition in online advertising markets), and c) likely to be abused at scale (of which there is 

no evidence). 

It is important to remember that the fact that there can be harms in the privacy area says noth-

ing about the ability or incentive of a larger firm to engage in this type of harm. Small firms can 

degrade privacy protections as easily as big firms; the fact of its “bigness” has no obvious logi-

cal connection to a firm’s ability or incentive to degrade privacy. 

C. Exploitation/Facilitation of Price Discrimination 

This approach is really two related arguments put forward by Nathan Newman in a recent law 

review article, focusing primarily on establishing an antitrust case against Google. The exploi-

16 Pasquale, supra note 3; see also Frank Pasquale, Privacy, Antitrust, and Power, 20 GEO. MASON L. REV. 1009 

(2013). 

17 Smith, supra note 5. 
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tation approach focuses on the losses to consumers from Google’s harvesting their data. Draw-
ing on Joseph Stiglitz’s work on information asymmetries, he argues that Google acts as a digi-
tal sharecropper, exploiting the value of personal data of its users, who systematically under-
value this data, while overvaluing the benefits of Google’s services. 18 A second argument he 
advances is that Google facilitates price discrimination and the “tawdry side of capitalism” 
through its comprehensive data tracking on behalf of its advertisers. 19 He argues the harms 
from price discrimination and resulting socio-economic inequality are cognizable for antitrust 
purposes.20 

The main problem with this theory, which will be addressed in more detail below, is whether 
these harms are really antitrust harms. While Newman has thought out his preferred remedies 
in detail,21 many are not related to antitrust at all. Not all social problems are best handled by 
antitrust, even if they can be established, and as Newman’s own argument shows, many of the 
harms he is concerned about have been handled under current law without extending anti-
trust’s domain. 

D. Foreclosure of Access to Data 

The foreclosure of access to data argument may have been first forwarded by Microsoft during 
the Google-DoubleClick merger,22 but it also received attention from Pamela Jones Harbour in 
her dissent from that case,23 and a later law review article she co-authored.24 A few other 
scholars also thought this could be an area where privacy concerns may come into play— 

18 See Newman, The Costs of Lost Privacy, supra note 4, at 11-19. See also Ryan Calo, Digital Market Manipulation 
(University of Washington School of Law Legal Studies Research Paper No. 2013-27, Aug. 15, 2013), available at 
http://papers.ssrn.com/sol3/papers.cfm?abst ract_id=2309703 (arguing a similar theme using behavioral econom-
ics). 
19 See Newman, The Costs of Lost Privacy, supra note 4, at 36-46. 
20 Id. at 47 (“In measuring consumer harm, then, it is therefore the broad financial losses to consumer welfare facil-
itated by lost privacy and Google’s data mining efforts, including the predatory behavioral targeting of users pro-
vided by Google based on its control of user data, that should be a prime focus for investigation by antitrust regu-
lators and legislative leaders. Much of this is no doubt in the day-to-day price discrimination encouraged for busi-
nesses using online advertising but a significant fraction is also from companies engag ed in unethical to illegal 
activities facilitated by the company.”). 
21 See Newman, Search, supra note 5, at 62-69.
!
22 See Smith, supra note 5.
!
23 See Dissenting Statement of Commissioner Pamela Jones Harbour, Google/DoubleClick, FTC File No. 071-0170,
!
at 5-8 (Dec. 20, 2007), available at http://www.ftc.gov/os/caselist/0710170/071220harbour.pdf.
!
24 Harbour & Koslov, supra note 5, at 773-74, 783-87.
!
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usually as part of a broader argument against Google or other alleged Internet monopolies.25 

This argument is based on the idea that either a monopolist has—or a merger could create— 
the ability to foreclose access to private data of consumers, making others unable to compete 
successfully in the marketplace for behavioral advertising. 

The foreclosure of access approach is an unusual one from a privacy perspective. The theory is 
that one company or group of companies has too much consumer data available to them and 
this creates a barrier to entry or other competitive harm by preventing others from getting into 
the data collection and use business. 

E. Privacy as Nonprice Competition 

The privacy as nonprice competition approach is probably the most robust theory of privacy in 
antitrust analysis. The argument is a simple syllogism: (1) price is not the only way businesses 
compete, and antitrust jurisprudence recognizes nonprice competition; (2) privacy is an im-
portant source of nonprice competition; (3) reductions in nonprice competition due to a mer-
ger (or perhaps due to exclusionary acts) are actionable under antitrust law; (C) therefore, re-
ductions in privacy due to a merger should be cognizable harms under antitrust law.26 The ob-
vious problem is how to analyze (and quantify) privacy concerns within antitrust, even accept-
ing this basic argument. 

Newman connects this argument to the foreclosure of access to data argument, adding detail 
to the outline Swire started. Newman argues that Google has monopoly control over data that 
cannot be overcome by market forces.27 As a result of the superior data at its disposal through 
its multiple avenues of data collection,28 and not through superior innovation in its search algo-
rithm,29 Google offers much greater return for advertisers than alternative search engines. 30 As 
a result, it lacks incentive to compete on privacy grounds.31 

25 Id. at 783-87; see also Bauer, supra note 8, at 770-72. 
26 Swire, supra note 1, at 4-6. See also Newman, Search, supra note 5, at 62-69 (arguing that antitrust remedies are
!
necessary to reduce Google’s market power so that they have to compete on privacy grounds).
	
27 Newman, Search, supra note 5, at 15-17, 70-73.
!
28 Id. at 28-33.
!
29 Id. at 36.
!
30 Id. at 24-28.
!
31 Id. at 28, 73.
!
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It is plausible that this approach may represent the only way to effectively incorporate privacy 
into antitrust analysis: that is, the foreclosure to access argument isn’t really about privacy; it’s 
about data as a good or input. What remains resolutely unclear, however, is how having a larg-
er amount of data could reduce nonprice privacy competition. 

F. Skeptics 

There have been skeptics of the above approaches incorporating privacy into antitrust analysis. 
One criticism is that advocates downplay the beneficial uses of data to consumers. 32 Another is 
that there are First Amendment concerns to applying antitrust law to the collection and use of 
data.33 A third is that consumers have different subjective preferences for privacy and should 
not have the preferences of regulators imposed upon them.34 Skeptics point out that privacy 
concerns fit uncomfortably into antitrust analysis.35 

II. The Difficulties of Applying Privacy in Antitrust Analysis 

Not all of the above approaches are tethered to modern antitrust law and the consumer wel-
fare standard. The privacy as human right approach is essentially a standard-less interjection of 
a non-contestable theory of privacy into antitrust analysis. The undue concentration of eco-
nomic power approach can be dismissed as inconsistent with the purpose of antitrust law as 
recognized by the courts and competition agencies since the so -called Chicago Revolution. Ig-
noring the skeptics since they are fellow critics, this leaves exploitation/facilitation of price dis-
crimination, foreclosure of access to data, and privacy as nonprice competition approaches. 
Below, we discuss in more detail why these approaches fall short. 

The first problem is that it is very difficult to operationalize “privacy.” In Part II.A, we discuss 
the law and economics of nonprice characteristics to try to determine how privacy can be ana-
lyzed, accepting that it is a product characteristic on which companies may compete. The sec-
ond problem is market definition. In Part II.B, we analyze the market for data proposed by 
Harbour and Koslov, suggesting that their approach is inadequate. The third problem is com-
petitive injury. In Part II.C, we will consider the strength of claims by Newman and others that 
Google has used “bad acts” to harm competition. The final problem is remedies. In Part II.D, 

32 Cooper, supra note 7, at 7-10.
!
33 Id. at 10-15.
!
34 Id. at 15-18.
!
35 See Grunes, supra note 7, at 1111-14.
!
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we will describe the difficulties for courts and agencies to fashion and enforce remedies, espe-
cially those proposed by Newman, to alleviate the asserted privacy harms. 

A. Operationalizing Privacy - How Do We Analyze Nonprice Effects? 

The most straightforward antitrust approach proposed by privacy advocates is privacy as 
nonprice competition – product quality competition. 

In brief, privacy harms can reduce consumer welfare, which is a principal goal 
of modern antitrust analysis. In addition, privacy harms can lead to a reduc-
tion in the quality of a good or service, which is a standard category of harm 
that results from market power. Where these sorts of harms exist, it is a nor-
mal part of antitrust analysis to assess such harms and seek to minimize 
them.36 

The difficulty with this approach is that it is not operationalizable, at least not in the fashion 
advocates suggest. 

Nonprice effects are difficult to incorporate into effective economic analysis. They are difficult 
to quantify, of course, and they may be incommensurable with the economic effects against 
which they must be weighed. At the same time, these effects are likely to be speculative, high-
ly fact-dependent, and of ambiguous character. Perhaps most important, that one can identify 
a product characteristic neither means that it is a salient attribute of product quality to the rel-
evant (marginal) consumers, nor that diminishing it will help a manufacturer or seller realize 
supra-competitive returns. 

Nevertheless, for some nonprice attributes competitive effects analysis may be appropriate, as 
the Horizontal Merger Guidelines have long recognized: 

Enhanced market power can also be manifested in non-price terms and condi-
tions that adversely affect customers, including reduced product quality, re-
duced product variety, reduced service, or diminished innovation. Such non-
price effects may coexist with price effects, or can arise in their absence.37 

The unifying theme of the Guidelines is that mergers should not be permitted 
to create or enhance market power or to facilitate its exercise. Market power 
to a seller is the ability profitably to maintain prices above competitive levels 
for a significant period of time. . .  . Sellers with market power also may lessen 

36 Swire, supra note 1. 
37 2010 Merger Guidelines, sec. 1. 
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competition on dimensions other than price, such as product quality, service, 
or innovation.38 

The problem, as noted, is operationalizing this dynamic. Some nonprice effects may indeed 
not show up in a price analysis, but some also will. Even a monopolist faces demand-side limits 
on its pricing freedom, and some degradations of quality will be reflected in lower prices (even 
for a monopolist). It is unclear how or whether, even if a reduction in product quality might be 
identified, it can be quantified, and its effect separated from simultaneous price effects. 

At the same time, and of particular importance to assessing the effect of possible changes in 
the use of data that are implemented in high-tech markets, or to assessing the net effect of 
agglomerations of data via merger (as in Google/DoubleClick), is the fact that such effects may 
arise simultaneously with other nonprice effects cutting in a different direction – most notably 
innovation, where new uses of data or the availability of new data sets may enable innovative 
products or business models. 

This latter point is particularly important. As Jones and Williams have shown, the social bene-
fits of R&D are significantly larger than the internalized , private benefits.39 As a consequence, 
competitive analysis will almost certainly miss substantial and important benefits that won’t be 
reflected in price (or product quality) in narrowly-defined markets.40 And this almost certainly 
understates the social effect given the extent to which measurement of the dynamic, long-
term benefits of innovation are difficult to identify and measure. 

In the merger context (where most of the concern about privacy-as-product-quality have been 
raised), one concern is that the accumulation of “too much” information about too many con-

38 1997 Merger Guidelines, sec. 0.1 & note 6. 
39 Charles I. Jones & John C. Williams, Measuring the Social Return to R&D, 113 Q. J. ECON. 1119 (1998) (estimating 
that the social return to R&D investment far exceeds the private return, meaning existing incentives for innova-
tion are already lower than optimal). 
40 In other words, the Philadelphia National Bank limit on consideration of out of market efficiencies ensures that 
innovation benefits that extend beyond the immediate market will be discounted. See United States v. Philadel-
phia National Bank, 374 U.S. 321 (1963). See also Joshua D. Wright, Comment on the Proposed Update on the Hori-
zontal Merger Guidelines: Accounting for Out-of-Market Efficiencies, George Mason University Law & Economics 
Research Paper 10-38 (May 2010), available at 
http://www.law.gmu.edu/assets/files/publications/working_papers/1038CommentontheProposedUpdat e.pdf. 
(“This ‘out of market’ efficiency problem obviously does not originate with the new HMGs, nor with the HMGs at 
all. The cause of the problem is Philadelphia National Bank.”). 
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sumers’ is itself (or perhaps will inevitably lead to) a degradation of quality affecting the merg-

ing parties’ products. 

But that “problem” is almost certainly fully internalized by individual consumers. Consumers, 

with the assistance of consumer protection agencies like the FTC itself, are generally able to 

assess the risks of disclosure or other misuse of their information, and to assess the costs to 

themselves. It is difficult to see why a company’s mere possession of private information about 
other people is of much concern to any individual consumer. For each consumer, the “problem” 
of a large concentration of information being accumulated in a single company is seemingly 

insignificant. 

At the same time, however, specific privacy policies that may affect the company’s treatment 
of the consumer’s own, specific information may be relevant. Concentration, then—control 

over information collected from a particularly large group of consumers, for example—is not 

likely a significant harm. At the same time, however, where consumers are paying a zero price 

(as search engine users and advertising consumers do in the Google case), nonprice competi-

tion, including over privacy policies, may be the only source of cognizable effects. 

But in that case it must still be shown that a monopolist would have the ability and incentive 

(and, in the case of a merger, that they would be merger-specific) to curtail privacy protections 

as a means of exercising its monopoly power. 

In the normal case, a monopolistic firm has an incentive to degrade quality because it saves 

money by so doing and the demand elasticity is smaller for downward adjustments in quality 

than it is for corresponding increases in price. But in the case of privacy protecti ons, where, for 

example, one “harm” might be the maintenance of personal information on a firm’s servers for 
extended periods without deletion, it would seem that a firm might incur more cost in degrad-

ing (storing information) than in maintaining (deleting cumbersome information from limited 

storage space) privacy. 

Moreover, there is an important definitional question concerning exactly what “harm” is in this 
context. The problem is that privacy “harms” are not simply transfers from consumers to pro-
ducers creating the famous deadweight loss of antitrust textbooks. Rather, the collection and 

use of larger amounts of information by a company like Google has the ability to improve the 
quality of Google’s product. And antitrust injury is not often triggered because a merger might 

have the effect of improving product quality and decreasing price. 

Similarly, the problem with claims that concentration will lead to a “less-privacy-protective 

structure” for online activity is that it is analytically empty. One must make out a case, at min-
imum, that a move to this sort of structure would reward the monopolist in some way, either 
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by reducing its costs or by increasing revenue from some other source. Absent a coordinated 
effects argument (which has not to our knowledge been raised), concentration alone is insuffi-
cient; unilateral effects must be shown for a merger to be anticompetitive. 

In short, proponents of the theory of product-quality harm from monopolization of data need 
to make out a case for why the feared privacy degradation would occur at all, and this they 
have not done. 

Perhaps the most significant implementation of the nonprice competition approach is the 
“consumer choice” literature – a literature almost exclusively developed by two scholars (Rob-
ert Lande and Neil Averitt) and not generally accepted by either mainstream scholars or the 
courts.41 In fact, Professor Lande has drawn the connection between consumer choice and pri-
vacy directly, noting that “consumers also want an optimal level of variety, innovation, quality, 
and other forms of nonprice competition. Including privacy protection.”42 

The basic consumer choice argument is that reductions in choice—in part determined by con-
strained nonprice variation—should be a cognizable antitrust harm. 

Applied to data and privacy, the argument is that market power over data reduces incentives 
to compete on this dimension, giving rise to, for example, insufficiently privacy -protective 
products and business models. 

The connection with “reduced” privacy protections as a “bad” is clear, although the argument 
doesn’t necessarily turn on a trend toward “degraded” privacy but rather simply a reduction in 
options. 

This distinction, however, begins to point up the difficulty in applying a nonprice competi-
tion/consumer choice approach to privacy. As Wright and Ginsburg note, 

If the consumer choice standard were no more than an evidence-based ap-
proach to incorporating nonprice competition into the traditional welfare 
standard, it would be unobjectionable. Averitt and Lande, however, clearly 
contemplate a departure from the welfare standard in favor of a strong pre-
sumption of illegality for any business conduct that reduces the number of 
choices available to consumers. The flaw in this approach is that both eco-

41 See, e.g., Brantley v. NBCUniversal Inc., et al., 675 F.3d 1192, 1202 (9th Cir. 2012) (“[A]llegations that an agree-
ment has the effect of reducing consumers’ choices or increasing prices to consumers does not sufficiently allege 
an injury to competition. Both effects are fully consistent with a free, competitive market.”). 
42 Robert H. Lande, The Microsoft-Yahoo Merger: Yes, Privacy is an Antitrust Concern , FTC WATCH, Feb. 25, 2008 at 1. 
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nomic theory and empirical evidence are replete with examples of busi-
ness conduct that simultaneously reduces choice and increases welfare in 
the form of lower prices, increased innovation, or higher quality products 
and services.43 

This criticism applies in particular to reductions in choice arising from alleged reductions in 
nonprice competition from data uses. Almost by definition innovative uses of data can be 
tarred with the “reduced privacy” epithet, as every experiment with a new use of data or the 
collection of a new category of data likely entails a reduction in “privacy” relative to the status 
quo. The relevant consideration, as Wright and Ginsburg suggest, is whether such a change, 
even if it does entail a reduction in choice or objective product quality along one dimension, is 
on net welfare increasing given the increased innovation or other positive cha racteristic it may 
involve. As James Cooper notes, “antitrust has no solicitude for marketplace behavior that 
does not pose a threat to competition, irrespective of its effect on consumer privacy.”44 

Unfortunately for proponents of a nonprice competition th eory of privacy and antitrust, not 
only is there no obvious reason why monopolists would have an incentive to degrade privacy, 
there is also no necessary connection between degraded privacy and anticompetitive out-
comes. 

B. Market Definition - What is a Market for Data? 

Harbour and Koslov suggest defining the relevant market in data/privacy cases as the data 
market in cyberspace or online data used for behavioral advertising.45 In effect, Harbour and 
Koslov describe a market in data itself: “markets for data, separate and apart from markets for 
the services fueled by these data. Data market definition would reflect the distinction between 
data collection at one point in time and expanded data usage at some later date.”46 

The problem is that this conception of the market is too broad to be meaningful or useful. Sure, 
the participants all have something in common, but are the uses of the data related enough to 
all be competitors? Do users of search data, retail data, grocery data, entertainment data, po-
litical data, social networking data, etc. really all compete in the same market? There are bene-

43 Joshua D. Wright & Douglas H. Ginsburg, The Goals of Antitrust: Welfare Trumps Choice, 81 FORDHAM L. REV.
!
2405 (2013) (emphasis added).
!
44 Cooper, supra note 7, at 6.
!
45 Harbour & Koslov, supra note 5, at 783-85.
!
46 Id. 
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ficial crossover uses, but does a grocery chain compete with Nike for data on women’s shoes 
enough to consider them competitors? 

Even if the market is simply “data,” regardless of its use, there is little reason to think that a 

few major players control the market. There are many ways for competitors to get competitive 

datasets; Countless websites and services collect information. Google may be the dominant 

search engine, but people do much more than search on the Internet. Think of the quality and 

quantity of data Amazon, ESPN, Netflix, WebMD, Washington Post, Kayak, Twitter, etc. can 

collect. Then consider all of the non-web data that is collected: reward cards for every sort of 

store, retail purchases, public information, consumer feedback and surveys, etc. 

At the same time, narrower markets may not make much sense, either. In the main, data is 

“non-rivalrous.” While this is not always true—certainly some data sets may be entirely propri-

etary, based on information not otherwise accessible, and non-replicable—generally there are 

many sources of data for many uses, and it is difficult to exclude other firms from access to 

substitute data. In other words, the data themselves are generally only valuable to the extent 

they describe some underlying consumer characteristics, and these characteristics can be de-

scribed in many different ways, with data collected from a range of sources, minimizing the 

true “monopoly” of any particular set of data. 

To be sure, one can imagine Kodak-like situations where data wholly internal to a particular 

firm is “essential” and otherwise unavailable to firms in ancillary markets. But how likely is 

this? As Steve Salop has explained, discussing (favorably) the analysis in Kodak, 

The plaintiffs would first need to demonstrate that Kodak had the power to 

exclude its competitors. If the ISOs were able to find equally good alternative 

sources of equally good parts after Kodak's change in conduct, then Kodak's 

alleged anticompetitive strategy would fail. Second, the plaintiffs would need 

to demonstrate that consumers were injured. If consumers could substitute 

equally efficient self-service or could make an even-up trade for alternative 

equipment, they would not have been injured by the refusal to deal and again 

Kodak's alleged anticompetitive strategy would fail. In that case, Kodak would 

not have power over price.47 

To prevail on such a basis with respect to, say, a hypothetical data monopolization case a gainst 

Google, a plaintiff would have to show that competing platforms were unable to find equally 

47 Steven C. Salop, The First Principles Approach to Antitrust, Kodak, and Antitrust at the Millennium , 68 Antitrust 

L.J. 187, 192 (2000). 
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good, alternative sources of data. But think Facebook, Amazon, Twitter, Yahoo/Bing, Acxiom, 

Experian, and the like. Alternative sources abound, even if they aren’t “search” data. In such a 
case, narrowing the market to “search data” would seem inappropriate. Depending whom you 

ask, data in the US alone is a $300 million a year or so business, with 3 million employ-

ees. That’s a lot of resources offering something that allegedly only Google has. There are 

multiple sources for the same or equivalent data precisely because most data is built on ob-

served behavior, and many firms may observe behavior simultaneously. Whether these data 

are “search” data or otherwise is likely not antitrust-relevant. 

And even those data sources that are “closed” and proprietary aren’t really — as they are all 

trying to get at the same underlying characteristics of the consumers they describe: the fact 

that Facebook has data no one else has does not mean that Facebook is the only site that 

knows things about its users that are relevant to advertisers. 

Meanwhile, some assessments of injury in the privacy context turn on improperly narrow mar-

ket definitions based on consumer attributes. For example, Professor Swire informs us that 

some people fall into a “high privacy concern” category and yet others a “medium concern cat-
egory.”48 He goes on to claim that 

For these individuals, their consumer preferences are subject to harm if 

standard online surfing shifts to a less privacy-protective structure due to a 
merger or dominant firm behavior. In essence, consumers “pay” more for a 
good if greater privacy intrusions are contrary to their preferences. Under 
standard economic analysis, and standard antitrust analysis, harm to con-

sumer preferences should be part of the regulatory homework for the compe-
tition agencies—such harms should be considered along with other harms and 

benefits from a proposed merger.49 

It may be correct that some consumers prefer more privacy protection online. But where these 

are, by definition, particularly sensitive consumers, it is a mistake to give the harms incurred by 

them too much weight – particularly in merger analysis where such consumers are certainly 

infra-marginal, and thus irrelevant to an appropriate assessment of the proper market. 

48 Cite Swire FTC testimony, citing Ponnurangam Kumaraguru & Lorrie Faith Cranor, "Privacy Indexes: A Survey of 

Westin's Studies," (2005), available at http://reports-archive.adm.cs.cmu.edu/anon/isri2005/CMU-ISRI-05-138.pdf. 

49 Id. 
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In other words, identifying effects on particularly sensitive consumers may result in overly -
narrow market definitions of the “strange red-haired, bearded, one-eyed man-with-a-limp” 
variety.50 

1. The Data Market 

What are “market shares” on data? Who has data, and how do they use it? Do “data monopo-
lists” sell or otherwise make data available? What do companies do with their data? 

According to the privacy advocacy group Abine, there are “[m]ore than 200 data collection 
companies and ad networks [using] approximately 600 different tracking technologies to 
gather and sell information on people's web habits.”51 These companies include ad networks or 
exchanges, data brokers, retargeters, ad or data buyers, analytics or measurement companies, 
ad delivery and operations groups, publishers, and other assorted groups using web tools or 
widgets. On top of these online groups, there are offline data collectors and analyzers as well. 
All would have to be included in any possible market for data as a whole. 

But who benefits from the data market? Consumers benefit because they see ads better tar-
geted to them about products they may want. More advertising revenue allows sites, especial-
ly smaller ones, to remain profitable while charging no fee to consumers. Consumers also get 
the benefit of better tailored search engines, social networks, product suggestions, and online 
mapping. 

Advertisers benefit because of greater exposure to the right viewers and less waste on uninter-
ested viewers. This allows them to spend less on advertising, freeing up more resources to go 
toward product improvement and price reductions. Additionally, smaller and newer firms can 
afford to advertise, increasing their ability to compete with incumbents. 

Additionally, any company that collects data benefits because there is now a wider market for 
something they possess. Previously, the demand for their data may have been tiny or non-
existent. 

50 United States v. Grinnell, 384 U.S. 563, 590-91 (1966) (Fortas, J. dissenting). 
51 www.abine.com. 
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2. Responding to Foreclosure of Access to Data Approach 

One major problem with this theory is that there are none of the classic signs of exclusion or 
foreclosure of access. There are no signs of refusal to deal agreements. Also, it is impossible to 
buy up all of the data, a necessary input in the business, because ownership is non-rivalrous. 

A related argument is that the market is subject to network effects, making new entry very dif-
ficult. Those putting the argument forward point to specific products where the effect appears, 
such as search engines and social networks where having more users improves the product, 
thus drawing more users. 

But how do network effects apply in a market definition of simply data in itself, the one Har-
bour and Koslov suggest? Is the network effect in the data market: the more data you collect, 
the more you can sell each unit for, allowing you to collect more data? A sort of an increasing 
marginal utility, at least up to a point? Or does collecting some data make collecting more 
even easier? 

The barriers to entry are not in any way due to conduct by the incumbent. In fact, the incum-
bent almost certainly had to go through the same process and overcome the same barriers. 
The first two barriers are time and money. A competitor can either buy the data it desires, 
which may be expensive, or it can collect data itself and build databases over time. The third 
barrier is the skill it takes to make productive uses of the data. None of this indicates, though, 
that there is foreclosure of access or exclusionary conduct. 

Plus, evidence from the advertising networks market suggests a lack of any dominant firm in 
terms of penetration rates. Thus, it seems unlikely that any network has data to which others 
do not have access. For instance, this 2012 chart from Comscore shows several networks ha ve 
high penetration rates, suggesting these ad networks are competing for many of the same 
eyeballs and gaining access to much of the same data: 
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But, this whole approach misses the point. It’s not just all about having more data. What makes 
Google’s search better is likely attributable largely to its algorithms, not just its access to data. 
Something had to differentiate it to initiate the network effect and it was the algorithm, not 
data. The same goes for Facebook. It became dominant not by having all sorts of data, but by 
creating a better product that drew users. Did Facebook’s most plausible competitor in recent 
memory, Google+, fail to gain market share because it lacked data? Not likely. 

One point, noted by Commissioner Brill, is that the FTC’s consumer protection mission clashes 
with its antitrust mission when data is considered a barrier to entry. 52 The barrier to entry ar-
gument is that if having more data presents a barrier to entry, then competitors need to have 
enough data to compete. But that presents consumer protection problems if the concern is 
about data collection in itself. If the consumer protection mission drives policy too much, new 
rules that limit the purchase or sale of data (perhaps only allowing data use for purpose it was 
collected) could create a significant barrier to entry in the data market. All data would have to 
be collected organically by the service provider. That could greatly increase the cost, in terms 
of time, of becoming a viable competitor to incumbents. 

So do we need to alter one of these? Should the consumer protection harm be something oth-
er than mere collection/storage, like leaks or improper uses? Should the barrier to entry argu-

52 CITE 
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ment be abandoned because it encourages greater collection or forced sharing, as in an essen-
tial facilities case? 

C. Competitive Injury - What is the Harm to Competition? 

If nonprice effects cannot be relied upon to establish competitive injury (as explained above), 
then what can be the basis for incorporating privacy concerns into antitrust ? The best attempt 
probably comes from Nathan Newman’s multi-faceted foray. One of Newman’s arguments is 
that the harm to competition is the exploitation of users due to an information asymmetry: 
consumers undervalue their data and overestimate the benefit s received from Google, while 
Google knows full well the value of that data to them and their advertisers. 53 He points to the 
value extracted by Google and the advertisers which rely on it to argue there is a competitive 
injury to consumers.54 Newman also argues that Google’s data collection facilitates price dis-
crimination55 and other harms he describes as the “tawdry side of capitalism.”56 

This analysis suffers from at least three fundamental flaws. One, Newman’s information 
asymmetry story breaks down upon further investigation. Newman misunderstands the eco-
nomic relationship between Google, users, and advertisers, leading him to see exploitation 
where there is beneficial exchange. Two, price discrimination is not generally considered an 
antitrust harm under modern jurisprudence and the highly discredited Robinson-Patman Act 
only applies in very limited circumstances. Three, many of the other harms he alleges that 
Google facilitates are already dealt with by law other than antitrust. 

1. Information Asymmetry Leading to Exploitation 

Newman’s information asymmetry analysis is predicated on the idea that Google’s users un-
dervalue their data and overvalue the benefits of Google’s services. Newman draws on Joseph 
Stiglitz and argues that Google is able to maintain its monopoly position by extracting data 
from its users for too low of a price. He points to a story that suggests the data of an individual 
could be worth as much as $5,000 to Google and its advertisers.57 

53 See Newman, Costs of Lost Privacy, supra note 4, at 11-20.
!
54 Id. at 22.
!
55 Id. at 23-27.
!
56 Id. at 36-46 (alleging Google’s data collection facilitates racial profiling, the subprime mortgage crisis, financial 

exploitation, and illegal drug sales).
!
57 Id. at 22 (citing Quentin Fottrell, Who Would Pay $5,000 to Use Google? (You), SMARTMONEY.COM (Jan 25, 

2012), http://blogs.smartmoney.com/advice/2012/01/25/who-would-pay-5000-to-use-google-you/ (“‘Their entire
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Newman’s information asymmetry story has superficial plausibility. Consumers in real world 
markets never have the perfect information that certain models presume. But, businesses also 

fail to have perfect information, and this fact is glossed over by Newman. The market process 
is useful because it incentivizes participants to gain information because the costs and benefits 

of decisions are borne by each person.58 

Increasingly, polls show users are growing less concerned about the tradeoff inherent in the 

Google “transaction”: data for advertising in exchange for un-priced search, email, etc.59 This 
may be consistent with the process of society adapting to new innovations after initial reluc-

tance over issues of creepiness, that has happened after techno -panics several times in Ameri-
can history.60 Now, consumers may prefer an exchange in which they get all the benefits with 

no costs, but this does not mean they don’t understand the exchange taking place. Regardless, 
polls are less reliable than revealed preferences in the marketplace to inform us about custom-

er preferences.61 On the other hand, economic experiments suggest that most consumers 
place a low price on privacy protection—as the market results reveal.62 While Newman de-
scribes these market results as exploitation, they may actually be real consumer preferences in 

light of the opportunity costs. 

market cap is related to how much data is being collected and used,’ says Jules Polonetsky, director of the Future 
of Privacy Forum, a Washington, D.C.-based think-tank.”)). Despite the grabbing headline, the value of an aver-
age user’s data is likely far less than that amount. See Ben Sperry, Google: Great Deal or Greatest Deal, Truth on 
the Market (Oct. 11, 2013), http://truthonthemarket.com/2013/10/11/google-great-deal-or-greatest-deal/. 
58 See F. A. Hayek, The Use of Knowledge in Society, 35 AM. ECON. REV. 519 (1945). 

59 Cf. Poll: Consumers concerned about internet privacy, CONSUMERS UNION (Sept. 25, 2008), 
http://consumersunion.org/news/poll-consumers-concerned -about-internet-privac y/ (finding “72 percent are con-
cerned that their online behaviors were being tracked and profiled by companies”); Consumer Comments to the 
NTIA on “Multistakeholder Process To Develop Consumer Data Privacy Codes of Conduct”, CONSUMERS UNION (Apr. 
2, 2012), http://consumersunion.org/research/consumer-comments-to-the-national-telecommunications-and-
information-administration-on-multistakeholder-process-to-develop-consum er-data-privacy-codes-of-conduct/ 
(finding 44% of consumers are concerned with “Advertisers targeting you with personalized ads by collecting data
!
about your interests and purchases online”).
	
60 See Adam Thierer, Technopanics, Threat Inflation, and the Danger of an Information Technology Precautionary
(
Principle, 14 MINN. J. L. SCI. & TECH. 309 (2013), available at http://purl.umn.edu/144225. 

61 See Berin Szoka, Privacy Polls v. Real World Tradeoffs, 5 PROGRESS & FREEDOM FOUND., vol. 10, Nov. 2009, availa-
ble at http://www.pff.org/issues-pu bs/ps/2009/pdf/ps5.10 -privacy-polls-tradeoffs.pdf. 

62 See, e.g., Alastair R. Beresford, Dorothea Kübler, Sören Preibusch, Unwillingness to Pay for Privacy: A Field Ex-
periment (SFB 649 Discussion Paper 2011-010, 2011), available at http://edoc.hu-berlin.de/series/sfb-649 -
papers/2011-10/PDF/10.pdf; Jens Grossklags & Alessandro Acquisti, When 25 Cents is too much: An Experiment on
(
Willingness-To-Sell and Willingness-To-Protect Personal Information, in PROCEEDINGS OF SIXTH WORKSHOP ON THE
!

ECONOMICS OF INFORMATION SECURITY (2007), available at http://weis2007.econinfosec.org/papers/66.pd f. 


20 

http://weis2007.econinfosec.org/papers/66.pd
http://edoc.hu-berlin.de/series/sfb-649
http:bs/ps/2009/pdf/ps5.10
http://www.pff.org/issues-pu
http://purl.umn.edu/144225
http://consumersunion.org/research/consumer-comments-to-the-national-telecommunications-and
http://consumersunion.org/news/poll-consumers-concerned
http://truthonthemarket.com/2013/10/11/google-great-deal-or-greatest-deal
http:reveal.62
http:preferences.61
http:history.60
http:person.58


  

           
            

             
                
           

             
       

 

             
             

  

             
           

                  
             

                                                 
 

              

            
 

               
 

Newman’s story evinces a misunderstanding of how the market process works here. He dis-
misses the idea that this is a double-sided market, stating that while advertisers need consum-
ers, the consumers do not need advertisers.63 Perhaps consumers don’t need advertisers if they 
wish to pay for search and all of the other services Google provides, but if they want to contin-
ue to have these services for free, consumers do need advertisers. For instance, specialized le-
gal search engines like Westlaw and Lexis do little tracking and are not ad -supported. But, the 
price for using these services are considerably higher than zero:64 

Google does not price per search or require a subscription to find business and legal infor-
mation available from services like Bloomberg, which has a “low” flat rate of $450 per month 
per user.65 

The ad-supported system provides search to the masses, giving them access to a universe of 
information, including many of the federal cases previously availabl e for search only through 
Westlaw and Lexis, all for the price of $0. It is hard to quantify just how valuable this is to users, 
but it seems considerable. Reducing transaction costs by an astronomical amount has occurred 

63 Newm an, Search, supra note 5, at 8 (“Google’s search users don’t need advertisers, but advertisers need users.”). 
64 Cost Effective Legal Research, CLEVELAND-MARSHALL COLLEGE OF LAW LIBRARY (Sept. 5, 2013),
!
http://guides.law.csuohio.edu/wexis_pricing .
!
65 Robert Ambrogi, What Do You Pay for Westlaw or LexisNexis?, LawSites (Jul. 13, 2011),
!
http://www.lawsitesblog.com/2011/07/what-do-you-pay-fo r-westlaw-or-lexisnexis.html. 
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as a result of search engines like Google. And this doesn’t even include all of its other services, 
like Gmail, Google Docs, Google Calendar, etc. For instance, one calculator suggests that the 

value of Gmail to the average user is $3,588.85.66 

By comparison, most users are not likely worth anything approaching that much to Google. In 

2012, one person calculated that market value per user to Google was $221.93 and the average 
revenue per user was $43.16.67 

But, even this number is misleading. Google makes money by selling access to advertisers, 
who are willing to buy this because they believe it increases their ability to sell a good or ser-

vice to consumers. Advertisers only make money, though, if consumers buy their products. So, 
in the end, the value of the consumers to Google and its advertisers is ultimately dependent on 

the choice of consumers to buy goods and services. To find the source of Google’s power to 
make money from advertisers, one need only look in the mirror.68 

While there are alternatives in the marketplace like DuckDuckGo wh ich only serve up contex-
tual ads and do not do the data collection that Google does, the cost to users is less valuable 
search results.69 And it is not apparent that consumers prefer the tracking -free experience. Re-

vealed preferences in search and elsewhere suggests the “price” of viewing a targeted ad is a 
much lower psychic burden for most people than paying even just a few cents per month for an 

ad-free experience. For instance, consumers almost always choose free apps over the 99 cent 
alternative without ads.70 

66 See, e.g., Mike Barton, How Much is Your Gmail Account Worth?, Wired (Jul. 25, 2012), 
http://www.wired.com/2012/07/gmail-account-worth/; Jay Garmon, What is My Gmail Account Really Worth?, 
backupify: The Cloud to Cloud Backup Blog (Jul. 25, 2012), http://blog.backupify.com/2012/07/25/what-is-my-
gmail-account-really-worth/. See also Gmail v. Outlook: The Real Question is Cost, READY MADE WEB (Jan. 7, 2010), 
http://readymadeweb.com/2010/01/07/gmail-vs-outlook-the-real-question -is-cost/ (estimating the cost for an on-
site server as $25.18 per user per month, compared to the $8.47 for companies using Google’s fully Web-based 
Gmail). 
67 Dan Dzomback, How Much is a User Worth?, THE MOTLEY FOOL (Aug. 27, 2012), 
http://www.fool.com/investing/general/2012/08/27/how-much-is-a-user-worth.aspx . 

68 See Something Wall Mart This Way Comes, (Comedy Central television broadcast Nov. 3, 2004) at 19:00, availa-
ble at http://southpark.cc.com/full-episodes/s08 e09-something-wall-mart-this-way-comes. 


69 See, e.g., Brian Mayer, I Used DuckDuckGo for a Week and Had to Switch Back. Here’s why., BrianMayer (Jun. 28,
!
2013), http://notes.brianmayer.com/i-used-duckduckgo -for-a-week-and -had-to-switch-back. 

70 Mary Ellen Gordon, The History of App Pricing, and Why Most Apps are Free, The Flurry Blog (Jul. 18, 2013),
!
http://blog.flurry.com/bid/99013/The-History-of-App-Pricing-And-Wh y-Most-App s-Are-Free. 
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Contrary to Newman, it is not apparent that consumers undervalue their data or overvalue 
Google’s benefits. The revealed preferences of consumers suggest they are taking advantage 
of what they perceive to be a good deal. To second guess consumers choices and wish to make 
them on their behalf is paternalism, dressed up in the guise of a “market failure” that does not 
exist. 

2. Facilitation of Price Discrimination 

The second way Newman tries to connect privacy to antitrust injury is his argument that 
Google’s practices facilitate the ability of their advertisers to engage in price discrimination. 
There are several problems with this argument. First, it is not clear that Google would be the 
relevant party to sue in an antitrust case based upon price discrimination. Second, antitrust law 
recognizes that not all price discrimination is anticompetitive. Third, the Robinson-Patman Act 
would not apply here because its protections do not extend to end consumers like Google’s us-
ers. 

The first point should be quite obvious. Newman has an implicit assumption that Google would 
be at fault for anticompetitive price discrimination just by collecting data used for profiles re-
lied upon by advertisers and companies that then allegedly engage in price discrimination. If 
anyone could be sued here, it would be those companies that actually engage in the price dis-
crimination, not Google itself. Newman does not even make an explicit argument about 
Google colluding with advertisers to engage in price discrimination. Newman’s argument 
about Google’s complicity in such schemes may be a reason for ex ante regulation of what data 
can be collected from or who it can be shared with, but it is not an argument that incorporates 
privacy into antitrust analysis. 

While the first point is more than enough to dispose of Newman’s theory as an antitrust matter, 
further elaboration on the economics of price discrimination will show why it is not even gen-
erally condemned in antitrust law as anticompetitive. 

Neman makes a plausible sounding argument about the harm of price discrimination. Because 
Google is able to collect a great deal of data about its users for analysis, businesses could seg-
ment groups based on certain characteristics and offer different deals.71 The resulting price 
discrimination could lead to many consumers paying more than they would have in the ab-
sence of the data provided by Google. Therefore, Newman argues, the data collection by 
Google facilitates price discrimination that harms consumer welfare. In particular, he notes 

71 See Newman, Costs of Lost Privacy, supra note 4, at 22-27. 
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that now-Google economist Hal Varian has wrote extensively in his career about the ability of 
businesses to charge myopic consumers higher in certain instances where such consumers may 
be identified.72 

Newman’s argument misses a large part of the story, though. The flip side is that price discrim-
ination could have benefits to those who receive lower prices from the scheme than they would 
have in the absence of Google’s data collection. 73 If this group is as big as or bigger than the 
group who pays higher prices, then it is difficult to state the practice leads to a reduction in 
consumer welfare, even if this can be divorced from total welfare.74 

Further, his analysis fails to consider the dynamic efficiencies of price discrimination. I n a static 
model of third-degree price discrimination, some buyers receive lower prices (and purchase 
higher quantities), while other buyers receive higher prices (and purchase lower quantities). 
Thus, the net impact of price discrimination on output is ambiguous.75 But, in a dynamic model, 
price discrimination may often be pro-competitive because the profits provide incentives for 
entry and allow for additional investments in innovation and increasing product variety, ex-
panding retail outlets, or research and development.76 Price discrimination may allow for in-
creased competition to all consumers, including previously unreached poorer consumers, a 
pro-competitive outcome.77 Contrary to the received wisdom, 78 economists have noticed that 
price discrimination is present in even competitive markets.79 For all of his condemnation of 
neoclassical and Chicago school economics,80 it is actually Newman that falls into the trap of 
relying upon an outdated static model in this case. 

While Newman focuses on the possible negative effects to one subset of consumers, he ig-
nores the positive effects of businesses being able to expand output by serving previously un-

72 See id. at 28-32 (citing Hal Varian, A Theory of Sales, 70 AM. ECON. REV. 651 (1980); Alessandro Acquisti and Hal R.
!
Varian, Conditioning Prices on Purchase History, 24 MARKETING SCIENCE 367 (2005)).
!
73 Newman quickly dismisses this idea as a “hope” that has not come to fruition. Id. at 25.
!
74 As Newman suggests we do. See id. at 31 n.67.
!
75 See, e.g., Joshua D. Wright, Missed Opportunities in Independent Ink, Cato Supreme Court Rev. 2005-2006, at
!
348, available at http://object.cato.org/sites/cato.org/files/serials/files/supreme-court-review/2006/9/wright.pdf. 

76 Id. at 350. 
77 Id.
'
78 See William M. Landes & Richard A. Posner, Market Power in Antitrust Cases, 94 HARV. L. REV. 937, 977 (1981).
!
79 See, e.g., 70 ANTITRUST L.J. 593 (2003) (symposium articles discussing competitive price discrimination).
!
80 See Newman, Costs of Lost Privacy, supra note 4, at 7, 27; Newman, Search, supra note 5, at 2-4; 47-51; 69-73.
!
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derserved consumers. It is unlikely that a business relying on metrics would want to only serve 
those who can pay more by charging them a lower price, while charging those who cannot af-
ford it a larger one, as Newman suggests Google’s advertisers are doing.81 If anything, price 
discrimination would likely promote egalitarian outcomes that Newman desires by allowing 
companies to offer lower prices to poorer segments of the population which can be identified 
by data collection and analysis. 

In an error cost framework, courts and antitrust regulators should refrain from declaring con-
duct anticompetitive unless the likelihood of procompetitive outcomes is extremely low. 82 It 
may be difficult for antitrust regulators to differentiate positive price discrimination from nega-
tive price discrimination. Here, it seems unlikely that the price discrimination “facilitated” by 
Google is anticompetitive. Google analytics is used by lots of businesses, many of which com-
pete with one another in the same markets, to offer the best deal to consumers through tar-
geted advertising. It seems just as, if not more, likely that Google is increasing consumer wel-
fare by helping businesses find consumers interested in their products and serving up more rel-
evant advertisements to those consumers—thus increasing the amount of positive sum trans-
actions overall. 

Finally, in his attempt to make price discrimination antitrust-relevant, Newman points to the 
Robinson-Patman Act, a New Deal-Era amendment to the Clayton Act’s prohibitions on price 
discrimination.83 Unfortunately for Newman’s theory, the Robinson-Patman Act’s prohibitions 
do not extend to price discrimination against end consumers. Newman himself recognizes this 
fact, and does not offer any argument on how the Act could be used.84 Further, the Robinson-

81 See Newman, Costs of Lost Privacy, supra note 4, at 25. 
82 Frank H. Easterbrook, The Limits of Antitrust, 63 TEX. L. REV. 1 (1984). The error cost model is well-accepted in 
the antitrust law and economics literature. See, e.g., RICHARD A. POSNER, ANTITRUST LAW, at ix (2nd ed. 2001); C. 
Frederick Beckner & Steven C. Salop, Decision Theory and Antitrust Rules, 67 ANTITRUST L.J. 41 (1999); David S. 
Evans & A. Jorge Padilla, Designing Antitrust Rules for Assessing Unilateral Practices: A Neo-Chica go Approa ch, 72 U. 
CHI. L. REV. 73 (2005); Luke Froeb et al., Vertical antitrust policy as a problem of inference, 23 INT’L; J. INDUS. ORG. 639 
(2005); Keith N. Hylton & Michael Salinger, Tying Law and Policy: A Decision-Theoretic Approach, 69 ANTITRUST L.J. 
469 (2001); Geoffrey A. Manne & Joshua D. Wright, Innovation and the Limits of Antitrust, 6 J. COMPETITION L. & 
ECON. 153 (2010). 
83 Robinson-Patman Act, 15 U.S.C. § 13 (2012). 
84 See Newman, Costs of Lost Privacy, supra note 4, at 35-36. 
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Patman Act has fallen into great disrepute because of the outdated economic model it was 
based upon, leading the Antitrust ModernizationCommission to call for itsrepeal in 200785: 

By broadly discouraging price discounts, the Robinson-Patman Act potential-
ly harms competition and consumers. The goal of the antitrust laws is to pro-
tect competition that benefits consumers. The Robinson-Patman Act does 
not promote competition, however. Instead, the Act protects competitors, of-
ten at the expense of competition that otherwise would benefit consumers, 
thereby producing anticompetitive outcomes. The Act prevents or discour-
ages discounting that could enable retailers to lower prices to consumers. 
“The chief ‘evil’ condemned by the Act [is] low prices, not discriminatory pric-
es.” The Act thus reflects “faulty economic assumptions” and a significant 
“misunderstanding of the competitive process.”86 

Newman’s valiant attempt to connect privacy to antitrust through the harm of price discrimi-
nation is unlikely to be a successful one in front of any court or competition agency. 

3. Facilitation of the “Tawdry Side of Capitalism” 

Newman’s final argument connecting privacy to antitrust is that Google’s data collection facili-
tates discriminatory and exploitative business practices, as well as illegal transactions. 87 The 

difficulty with this argument, from an antitrust perspective, is that it is completely unrelated to 
antitrust law. While the harms may be real, this does not make them cognizable by antitrust 

law. Newman himself recognizes that many of these harms are already been dealt with by 
marketplace backlashes, or by the FTC through its consumer protection powers, or by statutes 
shaped to those purposes.88 

Newman links Google to a variety of ugly practices, such as racial profiling and discrimina-
tion,89 the subprime mortgage crisis,90 financial exploitation through payday lending,91 and il-

legal drug advertising.92 

85 See ANTITRUST MODERNIZATION COMMISSION, REPORT AND RECOMMENDATIONS at iii, 20, 311-32 (Apr. 2007), available 
at http://govinfo.library.unt.edu/amc/report_recommendation/amc _final_report.pdf. 

86 Id. at 317 (internal citations omitted). 
87 See Newman, Costs of Lost Privacy, supra note 4, at 36-46; Newman, Search, supra note 5, at 52-59. 
88 See Newman, Costs of Lost Privacy, supra note 4, at 43 (CFPB rules against abuses by pay-day lenders); id. at 45-
46 (civil forfeiture agreed to by Google for facilitating illegal pharmaceutical sales); Newman, Search, supra note 5, 
at 52-54 (backlash to Google streetview); id. at 58-59 (FTC Section 5 action against Google Buzz which ended in 
consent decree). 
89 Newman, Costs of Lost Privacy, supra note 4, at 37-40. 
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Much like the problem of price discrimination, Newman sees fit to attribute harms from adver-
tisers to Google itself. With minor exceptions, the law does not hold data collectors or analysts 
liable for the uses of information by third parties. 

Nonetheless, it is also important to note that most of the examples of harmful business prac-
tices Newman decries are already illegal. Steering Hispanics and blacks to more expensive 
subprime mortgages than whites did lead to a settlement with the DOJ for discriminatory lend-
ing.93 Many of the practices that led to the subprime mortgage crisis were illegal,94 and others 
became so.95 Some subprime mortgages, of course, were not exploitative or illegal at all,96 and 
Google should hardly be penalized for facilitating and profiting from them. The same can be 
said about payday lending and loan modification programs—illegal versions have been shut 
down, but those which are beneficial to consumers cannot be considered evil to profit from. 
Finally, Newman details how Google already paid the largest civil forfeiture fine in history for 
knowingly allowing advertisements of illegal pharmaceuticalson their site.97 

Antitrust only recognizes harm to competition as injury for its purposes. These harms are d ealt 
with by statutes designed for those purposes. Fears about Google facilitating these harms are 
likely better handled by extending the reach of those statutes, if necessary and efficient to do 
so under a cost-benefit analysis, than by the unwieldy applicationof antitrust law. 

D. Remedies - How Can Antitrust Regulators Craft a Remedy? 

Another difficulty is that antitrust law does not provide an easy remedy for courts or competi-
tion agencies to apply to privacy issues. 

Part of the difficulty in understanding the possible remedies is thinking through the actual 
causes of action plaintiffs could bring even under the theories expounded above. The issue of 

90 Id. at 40-42. 
91 Id. at 42-45. 
92 Id. at 45-46. 
93 See id. at 39 n.89. See also Equal Credit Opportunity Act, 15 U.S.C. § 1691 (2012); Fair Housing Act, 42 U.S.C. § 
3605 (2012). 
94 See, e.g., Community Reinvestment Act, 12 U.S.C. § 2901 et seq. (2012). 
95 See Dodd–Frank Wall Street Reform and Consumer Protection Act, Pub .L. 111–203 (signed into law Jul. 21, 
2010) (codified in various places). 
96 See Todd J. Zywicki & Joseph D. Adamson, The Law & Economics of Subprime Lending, 80 U. COLO. L. REV. 1, 20-
23 (2008).
!
97 See Newman, Costs of Lost Privacy, supra note 4, at 45-46.
!
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remedies could arise in ways as numerous as the causes of actions in antitrust law itself. It i s 
relatively easy to imagine how courts or regulators could block or attach conditions to mergers 
which grant a company too large of a share of data or that will substantially reduce competi-
tion for privacy protection. But, it is much harder to foresee how a court or competition author-
ity could remedy privacy concerns if they could somehow prove a Section 2 monopolization 
suit imagined by some scholars.98 

This can be seen by analyzing the proposal put forward by Nathan Newman, the one advocate 
antitrust remedies for privacy problems. His proposals suffer from several flaws (some of which 
he even identifies). The first problem is that many of his proposed remedies are not antitrust 
remedies at all, but actually consumer protection-oriented or legislative in nature. A second 
problem is that there are legal and practical barriers to courts and agencies enforcing the pro-
posed remedies. A third is that the remedies may not actually promote greater privacy protec-
tion. 

Newman’s remedies are pretty simple really: 

Broadly, remedies can address Google’s dominance in three major ways, sep-
arately and in combination: (1) Reduce Google’s control of overall user data, 
(2) Create a real market for user data by empowering users, (3) Impose public 
interest obligations on Google to restrain damage to consumer welfare.99 

Newman imagines that these remedies will increase privacy protection for consumers. But, the 
efficacy and difficulties in applying these remedies, both for legal and practical reasons, are 
strong reasons not to apply antitrust law to these concerns at all. 

The first suggested remedy, and the one most antitrust-relevant, is to reduce Google’s control 
of overall user data, which Newman sees as the source of its anti-competitive behavior: 

There are a number of tools possible for reducing Google’s share of user data 
and advertising online… These include eliminating any contractual limits on 
advertisers “multi-homing” their advertising campaigns on multiple platforms 
and eliminating restrictions on software tools to easily manage ad campaigns 
on multiple platforms. However, unless Google’s disproportionate control of 
user data is reduced, this is unlikely to make any rival search advertising plat-
form economically viable. One option that resembles most traditional anti-

98 As well as in private plaintiff suits alleging an exclusionary practice by a large data owner somehow hurt compe-
tition and/or consumers.
!
99 Newman, Search, supra note 5, at 63.
!
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trust remedies would be to have Google divest itself of some of the user prod-
ucts, such as Gmail, YouTube, Google Offers, and/or its Android ecosystem, 
which harvest user data for the company. This would serve the dual purposes 
of reducing the overall data advantage Google has over existing advertising 
competitors and it would potentially create additional competitors with a 
compelling base of user data to compete with Google within the online adver-
tising market. Much of concern about Google’s recent integrated privacy poli-
cy, both in the United States and by European privacy regulators, was explicit-
ly that rich sources of user data from search would now be combined with da-
ta on video viewing habits to create a much more intrusive user profile. Sepa-
rating these assets into different companies would greatly reduce those pri-
vacy concerns by having less integrated profiles of each user in any one hand, 
while eliminating the dominance Google has in search advertising through its 
current controlof thoseintegrated profiles.100 

Along the same lines, Newman also suggests that search neutrality be imposed upon Google 
for its main product of search.101 In this way, Google’s monopoly power over user data, and the 
loss of privacy which allegedly goes with it, will be reduced. 

Remedies like forced sharing of user data with competitors or breaking up Google into constit-
uent parts (search products, email product, YouTube, etc.) will not necessarily lead to greater 
privacy protection for Internet users. Forcing Google to share data would mean even more en-
tities have access to information that privacy advocates think should be private to begin with. 
And splitting Google’s services up would quite possibly increase competition to “harvest” more 
personal data from Internet user—a presumably counterproductive result from privacy advo-
cates’ point of view. On top of this practical problem, there are legal barriers to the proposed 
remedy of search neutrality, both under antitrust law and the First Amendment.102 

The second proposed remedy is to create a market for data. Newman supposes this can occur 
by imposing Do-Not-Track by default, either by FTC or legislative action.103 These remedies are 

100 Id. at 63-64. 
101 See id. at 64-65. 
102 Newman recognizes the antitrust limitations, see id. at 64-65 n.90, but does not even consider the possibility 
that the First Amendment may restrict the remedy of search neutrality. See e.g., Eugene Volokh & Donald M. 
Falk, Google First Amendment Protection for Search Engine Results, 8 J.L. ECON. & POL’Y 883 (2012), available at 
http://www2.law.ucla.edu/volokh/searchengine.pdf ; Langdon v. Google, Inc., 474 F. Supp. 2d 622, 629–30 (D. Del. 
2007); Search King, Inc. v. Google Technology, Inc., No. CIV-02-1457-M, 2003 WL 21464568 (W.D. Okla. May 27, 
2003). 
103 Newman, Search, supra note 5, at 65-67. 
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themselves recognized to be outside of antitrust’s domain, however. 104 The final proposed 

remedy is along the same lines: Newman encourages regulators to force Google into consent 

decrees on issues like search neutrality and providing baseline levels of privacy protection.105 

Perhaps Do-Not-Track or baseline privacy protections could come about by a multi-

stakeholder process that then could be enforced by the FTC under its Section 5 authority, but 

using established consumer protection power is different than proposing antitrust law applies. 

A good rule of thumb for antitrust law is that if there is no remedy for the harm under the law, 

then antitrust law really doesn’t apply. Newman fails to establish specifically antitrust reme-
dies that do not have practical and legal barriers. But, there is one more significant problem. 

Newman focuses a great deal on what he sees as under protection of privacy. But the use of 

antitrust law to create another set of remedies for problems which are better dealt with by 

other law could actually reduce consumer welfare —the very goal of antitrust law in the first 

place: 

Under-enforcement or failure to effectively remedy a violation harms con-
sumers through higher prices, decreased quality, and reduced output and in-
novation. Markets are distorted, victims go uncompensated, and violators 
reap windfalls. But it would be a mistake to assume that for any particular vio-
lation "piling on" more enforcement and more relief is always better -- that 
somehow taking redundant cracks at remedying an antitrust violation auto-
matically results in a stronger enforcement scheme and, ultimately, in strong-
er competition. 

The greatest danger in over-enforcement of competition laws and over-
remedying is that they will retard legitimate, pro-competitive behavior -- that 
is, reduce the very favored conduct that the laws are intended to encourage 
and protect. To avoid overwhelming costs and burdens, firms may steer so far 
clear of potentially questionable conduct that they end up avoiding legitimate 
behavior that may have benefitted consumers. Piling on multiple layers of en-
forcement or relief may also provide windfalls to other market participants, 
which further distorts the market away from what competition itself would 
create. And, of course, it places unnecessary burdens on enforcement agen-

104 Newman, Costs of Lost Privacy, supra note 4, at 48. 

105 Newman, Search, supra note 5, at 68-69. 
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cies, courts, and parties -- costs that ultimately the taxpayers we serve will 
bear.106 

As will be detailed below, other remedies do exist—and have been used to varying levels of 
success. To add antitrust remedies on top of these others may actually over-deter beneficial 
conduct and leave consumers worse off thanif antitrust law did not apply at all. 

III. Not All Social Problems Are Amenable to Antitrust Law 

As mentioned above, Newman recognized that antitrust may not be the best framework for 
dealing with privacy issues: 

[B]ecause of the complexity of implementing [antitrust] remedies through 
agencies and the courts, some reforms might better be implemented through 
existing powers of the Federal Trade Commission and other agencies. Other 
measures may call for additional legislation to bring both antitrust and con-
sumer protection laws more explicitly up-to-date to address the broad con-
sumer harm and rising economic inequality stemming from data mining 
online.107 

Even without further legislation, current laws, on top of the dynamic marketplace itself, can 
already significantly deter privacy abuses while still allowing companies to offer consumers the 
exchange of targeted advertising for free content. 

A. Policymakers Should Consider Error-Costs Before Suggesting Changes to Anti-
trust Law 

As explained in this paper, there is no easy way to incorporate privacy into antitrust analysis, 
and, currently, antitrust law does not do so. The models suggested in the academic literature 
and in Pamela Jones-Habour’s DoubleClick dissent would likely be difficult for agencies and 
courts to enforce. 

Before altering antitrust law by attempting to include privacy in its domain, policymakers 
should consider the error cost framework. If all of the suggested models would increase the 
probability of type 1 errors (i.e. false positives where courts and agenci es find behavior anti-
competitive that is not), then they should not be adopted. Generally, type 2 errors (i.e. false 

106 Deborah Platt Majoras, Antitrust Remedies in the United States: Adhering to Sound Principles in a Multi -Faceted 
Scheme, Speech Before the Canadian Bar Association National Law Section (2002), available at 
http://www.justice.gov/atr/public/speeches/200354.htm. 
107 Newman, Costs of Lost Privacy, supra note 4, at 48. 
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negatives where courts and agencies find behavior pro -competitive that it not) are overcome 
in the marketplace due to competition. Profits create incentives for potential competitors to 
enter and reduce monopoly power. Type 1 errors are not as easy to overcome, as market par-
ticipantsno longer use such practices after such a finding, to the detriment of consumers. 

Applying the error-cost framework to the arguments presented on the use of privacy in anti-
trust analysis suggests that the costs would outweigh the benefits. Proponents have not suc-
cessfully explained how to incorporate privacy into a nonprice effects analysis, how to under-
stand a market for data, or what is the competitive injury. Until they can do so, it seems like 
the skeptics have the better argument. There are pro -competitive reasons for the allegedly 
privacy-invasive practices like data collection, analysis, behavioral adverti sing, and even price 
discrimination. While there are theories of how these practices could lead to harm, the difficul-
ty of analyzing privacy under an antitrust framework or providing a remedy suggests a differ-
ent regulatory structure is necessary. 

B. Law Already Exists to Deal with Privacy Concerns Outside of Antitrust 

The preceding argument does not mean that privacy harms have should have no remedy. 
While antitrust law’s domain should be limited to competitive harms that can only tangentially 
deal with privacy concerns, consumer protection law and the common law can—and to a large 
extent already do—reach privacy harms. 

1. Section 5 

Under Section 5 of the FTC Act, the FTC has enforcement authority over unfair or deceptive 
practices.108 The FTC outlined its priorities on enforcement in its Policy Statement on Unfair-
ness and Policy Statement on Deception. Section 5 largely codified at the Policy Statement on 
Unfairness, which states: 

The Commission shall have no authority... to declare unlawful an act or prac-
tice on the grounds that such act or practice is unfair unless the act or practice 
causes or is likely to cause substantial injury to consumers which is not rea-
sonably avoidable by consumers themselves and not outweighed by counter-
vailing benefits to consumers or to competition.109 

The Deception Statement requires (1) a representation, omission or practice that is likely to 
mislead the consumer, (2) viewing it from the perspective of a consumer acting reasonably in 

108 See 15 U.S.C. § 45. 
109 15 U.S.C. § 45(n) (2012). 
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the circumstances, and (3) the representation, omission, or practice must be a "material" 
one.110 Ideally, the FTC would use thisauthority to develop a quasi-common law of privacy.111 

Currently, the FTC has chosen to enforce the law primarily through leveraging its power to get 
settlements, which are not binding law and do little to explain how Section 5 applies to the 

facts of the case.112 Nonetheless, it is clear that Section 5 reaches bad privacy acts, whether 
businesses create reasonably unavoidable harms to consumers or fail to live up to a promise of 

privacy. 

The FTC routinely finds particular practices to be deceptive when the businesses promise to 

abide by a privacy policy and failed to do so.113 Of course, the FTC assumes that the failures it 
enforces were material deceptions solely on the basis that they were expressly promised on a 

business’ website.114 While the FTC routinely sidesteps proving materiality in deception cas-
es,115 this does not mean that privacy promises weren’t relied upon by privacy-sensitive con-

sumers to their detriment. 

Similarly, in a number of cases the FTC has found certain practices that may undermine privacy 
protections to be unfair.116 While the FTC rarely explains how the facts fit the three prongs of 

unfairness in its complaints or consent decrees, such enforcement actions are often defensible 
uses of the Commission’s authority. 

2. Sector-Specific Privacy Legislation 

FACTA, FCRA, COPPA, Graham-Leach-Bliley, etc. 

110 FTC Policy Statement on Deception, appended to Cliffdale Associates, Inc., 103 F.T.C. 110, 174 (1984), available 
at http://www.ftc.gov/public-statements/1983/10/ftc-policy-statement-dec eption. 

111 See, e.g., Daniel Solove & Woodrow Hartzog, The FTC and the New Common Law of Privacy, 114 COLUM. L. REV. 

583 (2014).
!
112 See Geoffrey A. Manne & Ben Sperry, FTC Process and the Misguided Notion of an FTC “Common Law” of Data 
Security (Working Paper, May 14, 2014), available at 
http://masonlec.org/site/rte_uploads/files/manne%20%26%20sperry%20 -
%20ftc%20common%20law%20conference%20paper.pdf . 


113 Cite to examples from empirical data security paper, Id.
!
114 Id.
!

115 Howard Beales draft paper
!
116 Manne & Sperry, supra note 112.
!
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3. Common Law Privacy Protections 

Unlike statutory law, which is based upon the text of legislation passed by representative s, or 
regulations, which are enacted and enforced by regulatory agencies, the common law is made 
up of rules developed in response to real-world disputes adjudicated incourts. 

One of the best descriptions of the common law calls it: 

the embodiment of broad and comprehensive unwritten principles, inspired 
by natural reason, an innate sense of justice, adopted by common consent for 
the regulation and government of the affairs of men. It is the growth of ages, 
and an examination of many of its principles, as enunciated and discussed in 
the books, discloses a constant improvement and development in keeping 
with advancing civilization and new conditions of society. Its guiding star has 
always been the rule of right and wrong, and in this country its principles 
demonstrate that there is in fact, as well as in theory, a remedy for all 
wrongs.117 

The emphasis of the common law is on its evolutionary character: 

It must be remembered that the common law is the result of growth, and that 
its development has been determined by the social needs of the community 
which it governs. It is the resultant of conflicting social forces, and those forc-
es which are for the time dominant leave their impress upon the law. It is of 
judicial origin, and seeks to establish doctrines and rules for the determination, 
protection, and enforcement of legal rights. Manifestly it must change as so-
ciety changes and new rights are recognized. To be an efficient instrument, 
and not a mere abstraction, it must gradually adapt itself to changed condi-
tions.118 

There are a number of torts and contract remedies under the common law that apply to the 
privacy concerns advocates want to reach. Below we will describe a few of them and how they 
apply in turn. 

a. Trespass to Chattels 

Trespass to chattels is a common law tort which can prevent companies from invading privacy 
of consumers through certain tracking technologies, unless they have the consent of those 
consumers. The elements of trespass to chattels are (1) an act of the defendant that interferes 
with the plaintiff's right of possession in the chattel, (2) intent to perform the act bringing 

117 Lake v. Wal-Mart Stores, Inc., 582 N.W.2d 231, 233 (Minn. 1998). 
118 Id. at 234. 
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about the interference with the plaintiff's right of possession, (3) causation, and (4) damages.119 

Restatement (Second) of Torts § 218 states that: 

One who commits a trespass to a chattel is subject to liability to the possessor 
of the chattel if, but only if, 

(a) he dispossesses the other of the chattel, or 

(b) the chattel is impaired as to its condition, quality, or value, or 

(c) the possessor is deprived of the use of the chattel for a substantial time, 
or 

(d) bodily harm is caused to the possessor, or harm is caused to some per-
son or thing in which the possessor has a legally protected interest. 

For instance, harm to the network, computer, or device connected to the Internet as a result of 
certain tracking technologiescould be actionable under thisdoctrine. 

As an example, one court has allowed a trespass to chattels case to go forward against a com-
pany that installed spyware on the computer. In Sotelo v. DirectRevenue,120 the federal district 
court did not dismiss a trespass to chattels claim because there was harm to the plaintiff’s 
computer as a result of the spyware. In particular, the spyware “interfered with and damaged 
his personal property, namely his computer and his Internet connection, by over-burdening 
their resources and diminishing their functioning.”121 

b. Intrusion Upon Seclusion 

The common law action for intrusion upon seclusion is another tort which could be used to pro-
tect privacy. The elements of an intrusion upon seclusion claim are that (1) the intrusion must 
be intentional; (2) the intrusive act must be into matters the victim reasonably expected would 
remain private; and (3) the intrusive act must be highly offensive to a reasonable person.122 

One of the difficulties of using this tort is the question of whether it requires a showing of 
damages. The Restatement of Torts does not require a proof of damages.123 Many courts fol-

119 CITE 
120 Sotelo v. DirectRevenue, LLC, 384 F.Supp.2d 1219 (N.D. Ill. 2005). 
121 Id. at 1231. 
122 CITE 
123 See § 652B. 

35 

http:F.Supp.2d


  

              
            

          
               
       

           
             

        
            
           

           
           

           
 

            
              

           
           

          

                                                 
 

                   
                 

 

                  
                   

    

                  
           

                  
                  

                    
                  

                       
                     

                   
   

              

low the Restatement and do not require proof of damages as an element of the to rt.124 Other 
courts require proof of “anguish and suffering” or, more generically, “an injury” to have an ac-
tionable intrusion.125 Privacy harms may be difficult to show, especially when the information 
collected is used simply for targeted advertising. However, if proof of anguish or suffering can 
be shown from the intrusion itself, plaintiffsmay have success. 

A second difficulty is whether people are purposefully making information public by using ser-
vices, like when people accept cookies to visit websites o n the Internet. Many courts follow a 
reasonable expectation of privacy much like the Fourth Amendment’s when analyzing the sec-
ond element.126 This would make nearly all information passing through third parties into 
“public” information. However, there is case law that suggests that overzealous surveillance of 
public actions can amount to actionable intrusion. 127 Information that is shared to make an ap-
plication or service work would probably not be considered private, but the use of tracking 
technology that amounts to overzealous surveillance of a person’s life could, in fact, be action-
able. 

Courts have found intrusions even in the absence of physical intrusion, allowing it to cover cir-
cumstances not reached by trespass to chattels. This is particularly important in the digital age, 
where physical intrusions may not always be necessary to obtain private information. In Thayer 
Corp. v. Reed,128 the court found that the misappropriation of private e-mails could constitute 
unreasonable intrusion upon the seclusion of another even absent a physical intrusion. The 

124 See, e.g., Sanders v. Am. Broad. Cos., 978 P.2d 67, 71 (Cal. 1999); Swarthout v. Mut. Serv. Life Ins. Co., 632 
N.W.2d 741, 744-45 (Minn. Ct. App. 2001); Preferred Nat'l Ins. Co. v. Docusource, Inc., 829 A.2d 1068, 1075 (N.H. 
2003). 
125 See, e.g., Narducci v. Vill. of Bellwood, 444 F. Supp. 2d 924, 938 (N.D. Ill. 2006); Busse v. Motorola, Inc., 813 
N.E.2d 1013, 1017 (Ill. App. Ct. 2004); Tex. Comptroller of Pub. Accounts v. Att'y Gen. of Tex., 244 S.W.3d 629, 636 
(Tex. Ct. App. 2008). 
126 See William Dalsen, Civil Remedies for Invasion of Privacy: A Perspective on Software Vendors and Intrusion Upon 
Seclusion, 2009 WIS. L. REV. 1059, 1069 n. 48 (2009) (cases cited therein). 
127 See Nader v. General Motors Corp., 255 N.E.2d 765, 771 (1970) (“[I]t is manifest that the mere observation of the 
plaintiff in a public place does not amount to an invasion of his privacy. But, under certain circumstances, surveil-
lance may be so ‘overzealous' as to render it actionable... Whether or not the surveillance in the present case falls 
into this latter category will depend on the nature of the proof. A person does not automatically make public eve-
rything he does merely by being in a public place, and the mere fact that Nader was in a bank did not give anyone 
the right to try to discover the amount of money he was withdrawing. On the other hand, if the plaintiff acted in 
such a way as to reveal that fact to any casual observer, then, it may not be said that the appellant intruded into 
his private sphere.”). 
128 Thayer Corp. v. Reed, 2011 WL 2682723 (D. Me. 2011) (applying Maine law). 
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court noted that opening private mail and tapping and recording telephone conversations 
would be an invasion of privacy and that therefore the misappropriation of private e -mails 
could be similarly tortious.129 

c. Fraud and Negligent Misrepresentation 

Much like the FTC currently uses its Deception authority under Section 5, litigants using the 
doctrines of fraud and negligent misrepresentation can protect privacy by holding companies 
to their promises not to disclose certain information. Litigants can also use fraud to go after 
hackers who impersonate trusted sites or people in attempts to gain access to personal infor-
mation. Common law fraud requires (1) a representation of an existing fact (2) that is material, 
(3) known to be false by the defendant, (4) with the intent that the plaintiff will act upon the 
representation, (5) with the plaintiff actually ignorant of the falsity (6) and the ignorance being 
reasonable, (7) with the plaintiff relying upon the truth of the representation, and (8) damag-
es.130 Negligent misrepresentation 

Fraud could apply when a person, including a hacker, deceives someone and that person acts 
to their detriment due to relying on that deception. Situations include those where a website 
or application makes a promise to keep certain information private in either a privacy policy or 
by certifying compliance with self-regulatory code without any intention of doing so. Other 
invasions of privacy also easily fall under this definition: a spam email pretending to be from 
one’s doctor and asking for health information; or a website imitating Facebook and collecting 
long-in data and using it to access pictures and messages. In both of these cases, the bad actor 
made a false and material representation that the victim acted on to their detriment. 

The main difference between common law fraud and Section 5 Deception is that fraud requires 
the plaintiff to show actual reliance on the false representations. The materiality requirement 
of Section 5 is supposed to perform a similar function, but the FTC’s Policy Statement on De-
ception and the courts allow the FTC to assume materiality just because a company makes a 
promise. While burdens of common law fraud may be too high to help consumers, negligent 

129 See also Eysoldt v. ProScan Imaging, 2011 WL 2021502 (Ohio Ct. App. 1st Dist. Hamilton County 2011) (the 
court held that there was sufficient evidence to support a verdict in favor of a Web site account holder on an inva-
sion-of-seclusion type of invasion of privacy claim against a Web site domain name registrar, based on the regis-
trar's intrusion into private e-mail accounts, even though the account holder did not prove that the registrar had 
accessed particular e-mails). 
130 CITE 
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misrepresentation may apply in a variety of situations where companies are party to promises 
in industry self-regulation. 

d. Contract Remedies 

Contract remedies could apply if a company fails to live up to contract’s terms. This could be 
both explicit terms incorporated into the contract by reference, like in a terms of service or pri-
vacy policy, or implicit terms. For instance, courts have allowed juries to find an implied con-
tractual term disallowing a company from disclosing sensitive personal information li ke credit 
card numbers.131 Damages, though, are the normal remedy for breaches, and many courts do 
not find much value in any individual’s de-identified spending habits when companies were 
sued for disclosing personal information for online behavioral advert ising in breach of their 
stated privacy policies. 

Individuals could also contract with websites to prevent the tracking of their movements online. 
In theory, this could be done with an in-browser do-not-track mechanism. It would indicate to 
the website that, as a part of the contract between the user and the site, the user does not wish 
to be tracked. “If courts enforce consumer-offered automated standardized contract terms, 
then companies will indeed be violating the promises they have made to consumers if they vio-
late a do-not-track term. If corporations violate an actual contractual promise regarding priva-
cy, the FTC will have more opportunity to become legally involved.”132 

This would require, though, that courts treat the do -not-track signal as a contract term, which 
is an idea not yet widely accepted. Joshua Fairfield argues that business-proffered contract 
terms and consumer-proffered terms should be given equal treatment. He notes how the cur-
rent rules of contract law, at least as interpreted, “do not generally operate to permit consum-
ers to offer and enforce their own online contract terms...[and] are regularly used to construe 
only the corporation’s contractual terms.”133 As one example, he points to how in the classic 
UCC 2-207 “Battle of the Forms” provision, courts almost entirely disregard the consumer “by 
not recognizing or enforcing consumer expressions of preference as true contractual terms, or 
by finding that the corporate version of the deal is the only version.”134 

131 See, e.g., Anderson v. Hannaford Bros. Co., 659 F.3d 151, 159 (1st Cir. 2011).
!
132 Joshua Fairfield, “Do-Not-Track” As Contract, 14 VANDERBILT J. OF ENT. & TECH. LAW 545, 590 (2012).
!
133 Id. at 574. 
134 Id. at 577. 
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Such evolution of doctrine is a strong suit of the common law, with its flexibility and adaptabil-
ity. Historically, the common law has adapted contract doctrines to societal needs; the same 
process can occur now in an organic fashion, feeling out the useful contours of any adaptation. 

Before we acquiesce to a change in antitrust law in order accommodate privacy concerns it is 
not well designed to police, we should take some time to analyze how the common law of both 
torts and contracts develop to ameliorate those problems. The burden should be on privacy 
proponents to show not only that there is failure in the current legal market, but also that the 
proposed changes to antitrust law make sense under an error-cost framework. 

Conclusion 

[To be completed]. 
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Truth on the Market
 
Academic commentary on law, business, economics and more 

Innovation Death Panels and Other Economic Shortcomings of 
the White House Proposed Privacy Bill 
Geoffrey Manne & Ben Sperry — 18 March 2015 

The Internet ecosphere relies on data. Information about browsing, purchases and 
Internet history (among other things) can be very useful for companies that want to 
reach consumers efficiently. In exchange for giving up some information about their 
online behavior, consumers enjoy many websites, apps, and other content available on 
the Internet for free. They also get tailored recommendations when using shopping 
services like Amazon and eBay, better results when using search engines like Google and 
Bing, and more relevant advertisements from nearly all websites that rely on ads for 
revenue. 

Things like search, email, cloud services, social networks, blogs, video, and and an 
enormous range of other content aren’t produced and maintained at zero cost. But 
Internet users can access almost all of them for free because much of the Internet 
ecosphere is set up as a two-sided market: Advertisers are brought together with 
consumers, who get to use online services at no direct cost to them, financed by 
advertising. 

Additionally, data from connected devices are now powering whole new industries of 
innovative smart products for consumers. The data from these devices, as well as 
consumers’ interactions with mobile and traditional Internet applications, are also 
powering incredible new data-driven insights that benefit not just companies and 
consumers, but also society at large with new potential answers for some of society’s 
most difficult problems. 

http://www.datainnovation.org/2015/02/a-lot-of-private-sector-data-is-also-used-for-public-good/
http://truthonthemarket.com/
http://truthonthemarket.com/author/mannesperry/
http://truthonthemarket.com/2015/03/18/innovation-death-panels-privacy-bill/
http://truthonthemarket.com/2015/03/18/innovation-death-panels-privacy-bill/
http://chicagounbound.uchicago.edu/cgi/viewcontent.cgi?article=1482&context=law_and_economics


                            
                             

            

                               
                       

                             
                          

                           
                       

                         
                 

                        
                             

                         
                               

                       

                            
                         

                       
                     

                       
                   

                     
                        

                       
                 

                               
                         

                          
                               
                             
         

                         
                         

                         

Despite the manifest benefits of this free flow of data, some critics have reasonable 
concerns about the possible misuse of data, while others see tracking itself as a violation 
of an asserted right to privacy. 

To the extent that they exist, many privacy harms online are currently dealt with by the 
marketplace itself, bolstered by the Federal Trade Commission under its Section 5 
authority as well as state oversight. But some privacy advocates don’t think the FTC or 
the marketplace have gone far enough, and have pressured Congress to do more. 
Unfortunately, most (if not all) of these proposals refuse to recognize the successes of 
the current regime, misunderstand (or perhaps misconstrue) what is involved in data 
analysis and tracking, overstate the importance of privacy to the average Internet user, 
and ignore the trade-offs inherent in expanding data regulation. 

The Obama Administration’s recently released proposed privacy bill is firmly rooted in 
this camp. At its core it perpetuates the fantasy that the few consumers who evidence 
significant concerns about privacy are the norm, and that they irrationally fail to 
demand it in the marketplace — to such an extent and with such damage to themselves 
that government must step in (more so than it already does). 

But the sorts of alleged problems most directly targeted by the proposed bill simply 
aren’t substantial problems — or even “problems” at all. Data used by researchers, 
advertisers and other online entities is already mostly anonymous, and risks of 
“re-identification” of anonymized data are systematically overstated. In fact, advertisers 
(to say nothing of health-care and social-science researchers) care less about individual 
identities than they do consumption patterns and aggregated, broad-based profiles. 

Meanwhile the benefits of data analysis are systematically under-appreciated — 
particularly online, where most consumers likely benefit far more from the current 
opt-out regime for data tracking than they would from the dramatically expanded 
control regime outlined in the White House’s proposed bill. 

In short, all of this hand-wringing over privacy is largely a tempest in a teapot — 
especially when one considers the extent to which the White House and other 
government bodies have studiously ignored the real threat: government misuse of data à 
la the NSA. It’s almost as if the White House is deliberately shifting the public’s gaze 
from the reality of extensive government spying by directing it toward a fantasy world of 
nefarious corporations abusing private information…. 

The White House’s proposed bill is emblematic of many government “fixes” to largely 
non-existent privacy issues, and it exhibits the same core defects that undermine both 
its claims and its proposed solutions. As a result, the proposed bill vastly 

https://www.whitehouse.gov/sites/default/files/omb/legislative/letters/cpbr-act-of-2015-discussion-draft.pdf
http://us.practicallaw.com/6-502-0467#a762707
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https://epic.org/privacy/consumer/EPIC-to-HCC-1-15.pdf
http://concurringopinions.com/archives/2012/09/re-identification-risks-and-myths-superusers-and-super-stories-part-i-risks-and-myths.html
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http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1789749
http://ilj.law.indiana.edu/articles/86/86_3_Calo.pdf
http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1600259


                       
             

           

                     
                         

                       
                             

                       
                 

                       
               

                             

                         
                         

                     
                

                         
                 

                             
                         
                         

                           
                       
                     

 

                           
                   

                            
                               

         

         

                             
                           

overemphasizes regulation to the dangerous detriment of the innovative benefits of Big 
Data for consumers and society at large. 

Absence of economic or costbenefit analysis 

First, and most fundamentally, the Administration’s proposed bill lacks any meaningful 
cost-benefit analysis, focusing myopically on the alleged costs of data collection and use 
without considering the business benefits. Even this framing is overly-generous to the 
bill because the alleged “costs” of big data analytics are in reality benefits to both 
businesses and consumers. The findings section of the proposal obliquely references 
these benefits by saying the rules are aimed at 

supporting flexibility and the free flow of information, [and] will promote continued 
innovation and economic growth in the networked economy. 

But nowhere do the proposed rules ever connect even these benefits to consumers at all. 

The lack of a rigorous cost-benefit analysis has become all-too-common, even at the 
FTC, the agency that would be charged with enforcing the proposed rules. FTC 
Commissioner Josh Wright’s dissent in the Commission’s Section 5 “unfairness” action 
against Apple emphasized this lack of cost-benefit analysis: 

The harm from Apple’s disclosure policy is limited to users that actually make 
unauthorized purchases. However, the potential benefits from Apple’s disclosure 
choices are available to the entire set of iDevice users because these are the consumers 
capable of purchasing apps and making in-app purchases. The disparity in the relative 
magnitudes of these universes of potential harms and benefits suggests, at a minimum, 
that further analysis is required before the Commission can conclude that it has satisfied 
its burden of demonstrating that any consumer injury arising from Apple’s allegedly 
unfair acts or practices exceeds the countervailing benefits to consumers and 
competition. 

Similarly, the proposed bill fails to compare the magnitude of supposed harm befalling a 
small cadre of privacy-sensitive consumers (who have not otherwise protected 
themselves by use of marketplace tools like track-blockers or by use of opt-out options 
provided by major ad networks and data brokers), to the benefits received by the 
majority who are less privacy-sensitive. 

Failure to consider consumer benefits 

One of the hallmarks of the Internet ecosphere has been the diversity of business models 
designed to enable users to obtain information and services for free once they purchase 

https://www.google.ca/settings/ads?hl=en-GB&sig=ACi0TCjv_jdOY2WCLE83QOY1YuWQafcRyvEMctrZSCjeM8Rmw67O8AtLrWXikcaDpRmBybfki7AA4spKfyeVJpIZQEl22fiNMtI5Zygh6gOjzz_upZBayuRzPledj4eVs_S5IJDlQbYvEOYIAmasEn1eqGt5Piy7Ns6RyQqWQFcpydLP171izvY
https://www.privacyfix.com/start
https://www.facebook.com/help/247395082112892
https://www.ftc.gov/sites/default/files/documents/cases/140115applestatementwright_0.pdf
https://isapps.acxiom.com/optout/optout.aspx


                               
                     

                       
                           
                       

                         
 

                             
                               

                              
                         

                               
                       
                           
                   
                       

                             
                           

                            
                                 
                 

                       
                           
                           
                           
                         
                                       

               

                               
                     

                           
                      

                       
                         

                           

access from an ISP. This access will likely diminish if content providers are less able to 
rely on data analytics to help finance and improve their products. 

Similarly, because the proposed bill ignores business reality in its largely opt-in 
approach to privacy (as discussed below), it is insensitive to the deterrent effect on 
innovation and experimentation. Moreover, the proposed bill does not require the FTC 
to conduct any such weighing of benefits against harms in implementing the proposed 
rules. 

If companies must seek affirmative consent from users for every new service or for every 
new use of data that the FTC might deem “unreasonable in light of context” (which is 
vaguely defined in the proposed bill and, if current practice is any guide, will remain 
largely undefined by the FTC), the experimentation with new business models (and new 
uses of data) that lies at the heart of today’s Internet will be imperiled. Denying these 
benefits — essentially, curtailing the ongoing evolution of online products and, now, 
connected devices — to consumers would cost them dearly. And yet nothing in the 
proposed language suggests any meaningful recognition that such lost consumer 
benefits should be accounted for in assessing the propriety of data-use practices. 

It’s possible that the privacy-sensitive among us might be willing to pay for ad-free (and 
other non-tracking) versions of today’s apps online, and/or bear the cost of finding and 
using ad- and cookie-blockers. But most people prefer to access apps and content for 
free, and don’t care much about privacy so long as the personal data they provide is 
secure and they get something of value in return. 

But through its definitions of “personal data” and “de-identified data,” the proposed 
legislation would likely raise the price (or lower the amount) of content available — 
typically for free — in the online marketplace. In addition, innovation in the nascent 
Internet of Things space surely would be stifled, as the proposed bill’s personal data 
restrictions apply to devices as well. Persistent identifiers like IP addresses or device 
numbers, or any other ID that is connected to a device — even if not to the identity of an 
actual human being — count as personal data. 

In a world without transaction costs, it wouldn’t matter if we chose an opt-out or opt-in 
regime for online advertising: In either situation, the bargain struck between 
advertisers, content providers and users would result in the “right” level of sharing and 
using of behavioral data. But, in reality, there are transaction costs. 

For example, consumers will face more pervasive notice screens that degrade their 
experience. Even more significantly, failing to recognize that they must “opt-in” to the 
benefits of data use would leave them excluded from the benefits of personalization and 
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free content. Changing the default to opt-in (or its equivalent via heightened control and 
transparency requirements) will have real costs for the vast majority of consumers who 
are less privacy-sensitive than the hypothetical consumer conjured by the proposed bill. 

Without any economic analysis to determine if the number and magnitude of consumers 
harmed outweighs those who are benefitted by such a change, it makes no sense to tout 
the legislation as unambiguously pro-consumer. And if it is true (as the weight of 
evidence strongly suggests) that most consumers are not as privacy-sensitive as they are 
hungry for data-enabled access to Internet offerings, the legislation can only be harmful 
on net. 

Inconsistency with business realities 

Until now, the default assumption of privacy protection enshrined in law is that most 
restrictions should be on the use of information, rather than its collection. In part this 
stems from the ubiquity of online tracking, the high costs of opt-in and the many 
benefits that flow from the vast majority of data uses. 

Most current law has been crafted to deal directly with the few specific harms that could 
arise. But the White House’s new proposed rules may shift that balance by restricting 
the unauthorized collection of data regardless of use (with a few trivial exceptions), 
therefore prohibiting beneficial as well as detrimental uses. And one thing it will clearly 
do is to deter some beneficial uses by increasing the costs of data use across the board. 

Further, in completely ignoring algorithms and innovative combinations of data, the bill 
disregards critical business realities. It has never been the mere collection of data that 
mattered, nor even the simple agglomeration of lots of data; it’s always been the way 
data collections are put together and analyzed that has yielded valuable insights. But the 
focus of the proposed White House bill remains steadfastly on consent for the collection 
and use of data writ large, without nuanced consideration of the way the market actually 
employs data. 

In other words, the bill fails to recognize the world as it is, and instead brings a blunt 
“solution” to bear on a complex and nuanced market — all in the name of reducing what 
is sees as privacy harms, where they may not even exist. 

Among other things the bill relies heavily on regulation through Privacy Review Boards 
(PRBs) — or, as we like to call them, “innovation death panels.” These PRBs would 
operate under authority of the FTC and would be subject to the bill’s prescriptions 
regarding the FTC process for granting PRB approval (and ongoing authorization). The 
bill asserts that sign-off on privacy practices by these boards, once they are given the 
FTC’s imprimatur, will permit a company’s data privacy practices to avoid regulation 

http://www2.law.ed.ac.uk/ahrc/script-ed/vol7-1/lundblad.asp
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under the bill’s “heightened” standards when its practices are “not reasonable in light of 
context.” 

There are several problems with the way the proposed bill handles these rules, but we 
want to point out just the most salient here: While multi-stakeholder processes could be 
a good way to build bottom-up law on privacy, the bill’s proposed approach effectively 
ensures that the PRBs approved by the FTC will operate with review standards that 
squelch innovation. 

The proposed bill requires the FTC to consider a lengthy set of factors in determining 
whether a PRB is good enough, including: 

●		 the range of evaluation processes suitable for the privacy risks posed by 
various types of personal data; 

●		 the costs and benefits of levels of independence and expertise [of the PRB]; 

●		 the importance of mitigating privacy risks; 

●		 the importance of expedient determinations; and 

●		 whether differing requirements are appropriate for Boards that are internal or 
external to covered entities. 

While these parameters may ensure that the approved PRBs demonstrate a strong 
regard for protecting privacy, only two of the enumerated factors even arguably direct 
the FTC to consider the cost to businesses or consumers: 

●		 the range of evaluation processes suitable for covered entities of various sizes, 
experiences, and resources; and 

●		 the costs and benefits of levels of transparency and confidentiality. 

In other words, the bill’s short-sighted focus on protecting privacy requires the FTC to 
condition PRB approval on how well the PRBs take account of alleged privacy concerns, 
not on how well the PRBs tailor their reviews to relevant businesses and markets — and 
without regard to whether they engender efficient or appropriate privacy practices. 

True, there is some marginal concern for cost-benefit tradeoffs built into the proposed 
legislation — but even what little there is would almost certainly have limited 
effectiveness. 

One section of the proposed bill, Section 103(c), does seem to encourage PRBs to use 
cost-benefit analysis and perhaps even to forbear from applying heightened 
transparency and control requirements to certain uses of data: 



                     
                                 
                           

                         

                         
                           
                   

                     
                       
     

                           
                              

             

                         
                             

                   

                       
                             

                                 
                             
                         
                         

               

           

                         
                   

                               
                           
                       

                     

                           
                         
                           
                             

[A] covered entity [need not] provide heightened transparency and individual control 
when [it] analyzes personal data in a manner that is not reasonable in light of context if 
such analysis is supervised by a [PRB] approved by the [FTC] and… [t]he [PRB] 
determines that the likely benefits of the analysis outweigh the likely privacy risks. 

But the proposed bill’s primary opt-in requirement is triggered regardless of PRB review 
whenever a covered entity offers a different service or employs new modes of data 
analysis. Under this provision, such changes obligate the company to 

provide individuals with compensating controls designed to mitigate privacy risks that 
may arise from the material changes, which may include seeking express affirmative 
consent from individuals. 

Meanwhile, of course, data analysis that is “unreasonable in light of context” must be 
undertaken under direct supervision of a PRB that is beholden to the FTC and the 
proposed bill’s stilted criteria for FTC approval. 

In short, the cost-benefit provision is deeply flawed, and the proposed language doesn’t 
seem likely to allow PRBs to approve any conduct that would deviate from the bill’s 
prescriptions for enhanced consumer control (as interpreted by the FTC). 

There is a clear difference between data brokers, major advertising networks, major 
content providers and your cousin’s blog. And the evolution of any of these with respect 
to data analysis and use may confer great and unexpected benefits — and do so in widely 
divergent ways. And yet it is not clear that any of the limited business-related or 
cost-benefit provisions in the proposed bill actually direct the FTC to consider the 
characteristics that really affect business uses — and consumer benefits — in enforcing 
the bill or in enacting rules under it. 

Unintended — and lamentable — consequences 

Ironically, the White House bill may actually reduce privacy. Insofar as online 
businesses do not currently link “real” identifying information with more-anonymous 
device and IP numbers now, the bill’s rules appear to require companies to do so in 
order that customers will have the access and accuracy rights that the bill creates. 
Further, creating databases for such information may create the proverbial “honey pot” 
for identity thieves, thus increasing data security risks as a result. 

And, as noted above, the proposed bill would also harm innovation. The proposed rules 
subject new uses of personal data and new business models to enhanced consumer 
control, up to and including mandatory opt-in. In some cases the rules would further 
subject them to supervision and approval by a PRB (or else the threat of FTC 



                       
                                   

                         
                             
           

                           
                         

                                  
                                

                 

                           
                

                           
                    

                         
           

                        

                             
                         

                               
                       
                       

                                 
                                   

       

                             
                       

                           
                               
             

 

 

enforcement) — even if such uses would actually or presumptively benefit consumers. 
This can only deter innovation, both by chilling it in the first place, as well as by forcing 
innovations to fit the PRBs’ prescriptive mold. Meanwhile, of course, the proposed bill 
will lead to any number of regulatory-driven innovations that do less to serve the desires 
of consumers than those of bureaucrats. 

The biggest harm to innovation will arise not from the “seen” problems (like erroneous 
rejection of consumer-benefitting uses of data), but rather from the unseen. Perhaps it 
will be easy enough for consumers to deal with fewer free apps and content, but the real 
cost to society will be the apps and content that never come into existence because the 
bill’s provisions deter their creation in the first place. 

So much for the permissionless innovation supposedly at the heart of the net neutrality 
debate into which the White House interjected itself. 

The Administration saw fit to promote rules constraining ISPs in order to ensure that 
tried-and-true, content-provider business models didn’t face impediments from ISPs — 
but may now force content providers to devise new ways to fund themselves, 
substantially transforming how the Internet works. 

Bastiat could have been talking about this very bill when he said: 

There is only one difference between a bad economist and a good one: the bad 
economist confines himself to the visible effect; the good economist takes into account 
both the effect that can be seen and those effects that must be foreseen… Yet this 
difference is tremendous; for it almost always happens that when the immediate 
consequence is favorable, the later consequences are disastrous, and vice versa. Whence 
it follows that the bad economist pursues a small present good that will be followed by a 
great evil to come, while the good economist pursues a great good to come, at the risk of 
a small present evil. 

In short, in a (misguided) attempt to increase privacy in the short run, the White 
House’s proposed privacy bill ignores the costs to innovation and consumer welfare 
down the road. And it does so without ever effectively weighing the relative economic 
costs and benefits of either, or demanding the same from the bill’s enforcers. The bill is 
simply not a responsible approach to lawmaking. 

http://www.econlib.org/library/Bastiat/basEss1.html
https://www.whitehouse.gov/the-press-office/2014/11/10/statement-president-net-neutrality
http://truthonthemarket.com/2014/05/14/that-startup-investors-letter-on-net-neutrality/


                   
 

             

                                
                         

                           

                               
                   
                         

         

                                 
                         

                                   
                             

                                           
                     

                              
   

                                 
                           
           

                               
                         
                           
                           
                       

                             
                           
                             
                     

                         
             

 

The Green Shoots of the NYC Taxi Rules on Ridesharing 
Companies 
Kristian Stout — 23 June 2015 

I am of two minds when it comes to the announcement today that the NYC taxi 
commission will permit companies like Uber and Lyft to update, when the companies 
wish, the mobile apps that serve as the front end for the ridesharing platforms. 

My first instinct is to breathe a sigh of relief that even the NYC taxi commission 
eventually rejected the patently ridiculous notion that an international technology 
platform should have its update schedule in anyway dictated by the parochial interests 
of a local transportation fiefdom. 

My second instinct is to grit my teeth in frustration that, in the face of the overwhelming 
transformation going on in the world today because of technology platforms offered by 
the likes of Uber and Lyft, anyone would even think to ask the question “should I ask the 
NYC taxi commission whether or not I can update the app on my users’ smartphones?” 

That said, it’s important to take the world as you find it, not as you wish it to be, and so I 
want to highlight some items from the decision that deserve approbation. 

Meera Josh, the NYC Taxi Commission chairperson and CEO, had this to say of the 
proposed rule: 

We re-stylized the rules so they’re tech agnostic because our point is not to go after one 
particular technology – things change quicker than we do – it’s to provide baseline 
consumer protection and driver safety requirements[.] 

I love that the commission gets this. The real power in the technology that drives the 
sharing economy is that it can change quickly in response to consumer demand. 
Further, regulators can offer value to these markets only when they understand that the 
nature of work and services are changing, and that their core justification as consumer 
protection agencies necessarily requires them to adjust when and how they intervene. 

Although there is always more work to be done to make room for these entrepreneurial 
platforms (for instance, the NYC rules appear to require that all on-demand drivers – 
including the soccer mom down the street driving for Lyft – be licensed through the 
commission), this is generally forward-thinking. I hope that more municipalities across 
the country take notice, and that the relevant regulators follow suit in repositioning 
themselves as partners with these innovative companies. 

http://hosted.ap.org/dynamic/stories/U/US_NYC_TAXIS_REGULATING_UBER?SITE=AP&SECTION=HOME&TEMPLATE=DEFAULT&CTIME=2015-06-22-17-19-34
http://truthonthemarket.com/author/kstout2015/
http://hosted.ap.org/dynamic/stories/U/US_NYC_TAXIS_REGULATING_UBER?SITE=AP&SECTION=HOME&TEMPLATE=DEFAULT&CTIME=2015-06-22-17-19-34


                     
     
             

                             
                             

                       
                             

                         
                               

                                 
                           
                       
                           
 

                           
                                       

                           
                             

                               
                             
                             

                                 
                                 

                       
                               

                   

                                 
                             
               

                        
                           

                           
                         
                               

                           
                         

A Vision of a ClassFree Society – California Suit Against Uber 
Makes Little Sense 

Kristian Stout — 13 July 2015 

Uber is currently facing a set of plaintiffs who are seeking class certification in the 
Northern District of California (O’Connor, et. al v. Uber, #CV 13-3826-EMC) on two 
distinct grounds. First, the plaintiffs allege that Uber systematically deprived them of 
tips from riders by virtue of how the service is presented to end-users and how 
compensation is given to the riders in violation of the California Unfair Competition 
Law, Cal. Bus. & Prof. Code § 17200 et seq. Second, the plaintiffs claim that Uber 
misclassified its drivers – all 160,000 of them in California over the last five years – by 
failing to give them the legal definition of “employee” and, following from this, deprived 
said “employees” of reimbursement for things like mileage, gas, and other wear-and-tear 
on their vehicles (not to mention the shadow of entitlements like benefits and worker’s 
comp). 

Essentially, claim one is based on the notion that Uber informs passengers that gratuity 
is included in the total cost of the car service and that there is no need to tip the driver. 
However, according to the plaintiffs, Uber either failed to collect this gratuity, or by 
failing to differentiate between the gratuity and the fee for the ride, and then collecting 
its own 20% cut of the total fee, the company improperly retained some of the gratuity 
for itself. In truth, it’s not completely clear from the complaint exactly how the plaintiffs 
are calculating allegedly withheld tips. Uber does a good job in its motion to defeat 
certification of pointing out, on the one hand, that there is no such thing as a “standard 
tip,” and, on the other hand, that the assessment of the tip issue would require so much 
individualized examination — from figuring out whether drivers were told that they 
could be tipped or not, to figuring out if drivers actually were consistently tipped — that 
the common issues proper to class examination would be overwhelmed. 

The real meat of this case, however, and the issue with the most effect on both Uber’s 
bottom line as well as on the future of sharing platforms generally, is whether the 
drivers should be classified as employees or not. 

Uber’s motion to defeat certification is, logically enough, based on attacking the 
commonality and typicality requirements of Rule 23. The main thrust of Uber’s motion 
is that not only would the four named plaintiffs be inappropriate to represent the 
160,000 member class of allegedly harmed drivers, but also no such plaintiffs could 
represent such a class as the relationship between Uber and its drivers is so diverse that 
no common questions or issues would control the proceeding. In support of its position, 
Uber introduced the sworn declarations of over 400 Uber drivers from California, each 

https://www.law.cornell.edu/rules/frcp/rule_23
http://truthonthemarket.com/2015/07/13/a-vision-of-a-class-free-society-california-suit-against-uber-makes-little-sense/#comments
http://uberlawsuit.com/Complaint.pdf
http://uberlawsuit.com/Complaint.pdf
https://www.scribd.com/doc/271038805/101944569-26-Uber-s-Opposition-to-Plaintiff-s-Motion-for-Class-Certific
http://truthonthemarket.com/author/kstout2015/


                             
                   

                     
                           
                   
                       
                     
                           
                           

                             
                           

                     
                         

     

                           
                         

                         
                                 
                     

                           

     

                                 
                   
                               
                             
                       

                               
                         

                             
                           
                     

 

                           
                       

                           

detailing a unique situation that would either make them not in line with the harms 
alleged by the named plaintiffs, or squarely opposed to them. 

Further, there were seventeen different contracts involved in the relationship between 
Uber and the 160,000 drivers swept up into the suit, which would make identifying 
common questions exceedingly difficult. Even terms that are common across 
agreements, Uber claims, would have enough distinction between them to make class 
certification impossible. For instance, Uber cited numerous examples from its different 
agreements where tipping was permitted, and others where it was not mentioned at all. 
Similarly, Uber cited examples where the right to terminate rested solely with Uber, and 
others where the right to terminate was by mutual consent between Uber and the driver. 
Further, Uber claims that the employment test from Borello (the case that governs 
employee classification in California) requires a fact-based examination of each driver’s 
particular circumstances owing to the wide variation in contract terms — further making 
class certification inappropriate. 

Uber’s arguments are all sound, and I sincerely hope that it defeats the class 
certification. But the case itself represents an ongoing and persistent problem for Uber 
and sharing economy platforms across the United States (and the world, really). The 
core of that problem is simply this: are you an employee or a contractor? A heading from 
Uber’s motion stands out to me as emblematic of this problem: 

The Named Plaintiffs Are Not Typical Of the Putative Class Because There Is No 
Typical Uber Driver 

There is no typical Uber driver because Uber is just a platform, the definitions of our 
antiquated legal system notwithstanding. The real value proposition of sharing 
platforms is that they enable normal folks — that is, people outside of a typically defined 
industry — to take part in an industry that was previously dominated by firms (and 
replete with considerable barriers to entry). As the Northern District of California 
observes in Cotter v. Lyft, trying to fit a sharing economy worker of today into 
yesterday’s notion of “employees” and “contractors” is akin to “be[ing] handed a square 
peg and asked to choose between two round holes.” In the same passage, that court 
observed that “[t]he test the California courts have developed over the 20th Century for 
classifying workers isn’t very helpful in addressing this 21st Century problem.” 

Indeed. 

The claims of the plaintiffs in the Uber class action notwithstanding, there is nothing 
inherently “employee”-like about an Uber driver, and there are plenty of opportunities 
for sharing economy workers to not be quite so “contractor”-like either. What we really 



                            
                                   
                               
               

                           
                               

                     
                   
                     
                     

                               
                                   

                               
                         

                               
                         
                             
                           
                   

                             
                             

                               
                             

                       
                       
                         

                    

                           
                      
                         

                             
                               

                       
                       

 

need is some creative thinking, and an application of legal principles (as opposed to 
tired categories) to the new reality of the 21st century in order to come up with a third 
way (and maybe a fourth and fifth way, as well…) of regulating labor relationships. If we 
must have classes, consider it the entrepreneurial class. 

Uber’s business model is a great example of how an employee definition doesn’t quite 
make sense. The party that contracts with Uber might not even be an individual, but a 
corporation that, even without Uber’s platform, would be providing private ride 
services. Particularly with UberBlack, private companies use Uber’s lead generation 
platform merely to supplement their own marketing efforts. Obviously converting these 
companies and their own employees into “employees” of Uber is ludicrous. 

However, even for the more common example that many people will first think of — the 
guy down the street with a car and some time on his hands — sticking him into the 
employee category may or may not make sense. First, as an employee he will be handed 
a whole raft of potential benefits that have corresponding obligations for Uber. Those 
obligations — like disability, health benefits, time off, etc — will come at a cost, which 
will typically mean less money earned for that sometimes-driver as those costs are 
passed on in the form of either increased prices (and a reduction in ridership) or 
reduced wages. For many people, this will decrease their marginal earnings to the point 
where it won’t make sense for them to drive anymore. 

Second, for many people it may lead to an outright conflict that either prevents them 
from being a driver, or else locks them into a single platform, thus harming competition 
in the marketplace. A driver who is Uber’s “employee” may be in violation of her duties 
of loyalty to Uber if she takes rides from the Lyft platform (and multi-homing is 
extremely common in this space). Similarly, employers – in particular state and 
municipal governments – frequently have strict rules on outside employment, and a 
determination that driving for Uber makes you an “employee” of the company may 
effectively preclude drivers by virtue of their actual employer’s policies. 

Further, I believe it’s notable that many employment tests in the United States are 
extremely multi-factor; the Borello case from CA outlines thirteen distinct 
considerations, for instance. The utter complexity of fitting a worker into an “employee” 
classification suggests that even this old, familiar notion of what it is to be an 
“employee” is not quite as clear as we often presume, but is more of a “catch-all” 
category. The sharing-economy platforms from companies like Uber and Lyft will only 
exacerbate this problem — and serve to make its problematic consequences more 
pointed. 



                             
                       

                         
                       

                          
                             
                               
                             

                           
                     
                             
                               

                             
                       
 

                           
                         
                       

                         
                           

                           
                             

                         
                               
                           
                         

         

 
 
 
 
 
 

But even the definition of “contractor” is inapplicable to these drivers. In the case at 
hand, Uber was accused of treating drivers as employees because it provided 
suggestions about how to earn higher ratings from riders, and because it offered 
“on-boarding” programs that give new drivers an orientation. This general training is 
not a need unique to Uber, however. Consider Instacart’s recent announcement that it 
would re-classify some of its employees in Boston as part-time workers. In large part, it 
seems clearly to be the case that the company decided to make this move for purely 
strategic, legal reasons. In actuality, it wanted simply to be able to guarantee that there 
would be some minimum level of quality for the people who provided services through 
its network. This might involve orientation meetings, intermittent trainings, and some 
minor direction on how a shopper should perform his or her work (for instance, pick 
produce last so that it remains fresh). There is no obvious reason why providing this sort 
of guidance should force a company to destroy all of the unique and socially beneficial 
qualities of its offerings by being forced into classifying on-demand workers as 
“employees.” 

The sharing economy promises to remove the transaction costs that have for quite a 
long time chained employees to firms. On their own, individuals simply cannot obtain 
enough information that would enable them to realize a fully self-defined work 
environment. It’s an accident of history (and technology) — of scarce resources and 
scarcer information — that the model of work has revolved around selling one’s services 
to an employer. But technology is now rendering this model inefficient compared to the 
alternatives — and our legal system should not get in its way. Canadian courts have 
begun experimenting with a third classification of worker — the “dependent” worker, a 
classification that may or may not work here — and so too should our courts and 
legislatures start thinking about a new classification. It makes no sense to drag down 
cutting-edge 21st century work and life models with depression-era notions of what it 
means to earn a living. 

http://www.siliconbeat.com/2015/06/22/instacart-converts-some-contractors-to-part-time-employees/





