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PART I:  STATEMENT OF MATERIAL FACTS AS
TO WHICH THERE EXISTS A GENUINE ISSUE FOR TRIAL 

Respondent’s Security Practices 

1. Respondent did not develop, implement, or maintain a comprehensive information 
security program to protect consumers’ personal information. Ans. ¶ 10 (attached as 
Exhibit 1); Expert Report of Raquel Hill, Ph.D. (“Hill Report”) ¶¶ 52, 61 (attached as 
Exhibit 2); Rebuttal Report of Raquel Hill, Ph.D. (“Hill Rebuttal”) ¶¶ 7-10 (attached as 
Exhibit 3); Invest. Hrg. Tr. of J. Boyle, LabMD Designee (Feb. 5, 2013) at 78-79, 91-92 
(testifying that LabMD did not have written information security policies prior to 2010) 
(attached as Exhibit 4). 

2. Respondent did not use readily available measures to identify commonly known or 
reasonably foreseeable security risks and vulnerabilities on its networks.  For example, by 
not using measures such as penetration tests, Respondent could not adequately assess the 
extent of the risks and vulnerabilities of its networks.  Ans. ¶ 10 (Ex. 1); Hill Report 
¶¶ 64-67, 69 (Ex. 2); Dep. Tr. of M. Daugherty, LabMD Designee (Mar. 4. 2014) at 126, 
150-51 (testifying regarding records of penetration tests that first occurred in May 2010) 
(attached as Exhibit 5); Invest. Hrg. Tr. of C. Kaloustian (May 3, 2013) (“Kaloustian IH 
Tr.”) at 92, 281-82 (stating that no penetration tests were performed during his time at 
LabMD) (attached as Exhibit 6). 

3. Respondent did not use adequate measures to prevent employees from accessing personal 
information not needed to perform their jobs. Ans. ¶ 10 (Ex. 1); Hill Report ¶¶ 83-85 (Ex. 
2); Resp’t’s Supplemental Resp. to Complaint Counsel’s First Set of Interrogs. (Mar. 17, 
2014), Resp. to Interrog. 1 and 2 (listing the LabMD employees with access to Personal 
Information and stating Respondent is “unable to answer” which types of Personal 
Information each employee had authority to access) (attached as Exhibit 7). 

4. Respondent did not adequately train employees to safeguard personal information.  Ans. 
¶ 10 (Ex. 1); Hill Report ¶ 91 (Ex. 2); see, e.g., Kaloustian IH Tr. (Ex. 6) at 62-64 
(records stored in clear text; no policy on who should have access to records, and access 
granted ad hoc, resulting in most employees receiving administrative access to servers), 
302-04 (information transmitted from doctor’s offices unencrypted; informal policy that 
doctors’ offices would get unique access credentials, but credentials would then be shared 
amongst multiple users at a practice).   

5. Respondent did not require employees, or other users with remote access to Respondent’s 
networks, to use common authentication-related security measures, such as periodically 
changing passwords, prohibiting the use of the same password across applications and 
programs, or using two-factor authentication.  Ans. ¶ 10 (Ex. 1); Hill Report ¶ 95 (Ex. 2); 
Kaloustian IH Tr. at 254-58 (Ex. 6) (stating that LabMD had no credential requirements, 
other authentication controls, or mechanism to assess the strength of users’ passwords); 
Dep. Tr. of S. Brown (Jan. 11, 2014) at 11-15 (stating that she used the username sbrown 
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and password labmd across applications throughout her tenure at LabMD) (attached as 
Exhibit 8); Dep. Tr. of M. Bureau (Jan. 10, 2014) at 82-84 (no credential requirements) 
(attached as Exhibit 9); Dep. Tr. of P. Gilbreth (Feb. 7, 2014) at 67 (no password policies 
or procedures) (attached as Exhibit 10); Dep. Tr. of R. Hyer (Dec. 13, 2013) at 26-27 
(stating that some employees shared credentials and passwords were not sufficiently 
complex) (attached as Exhibit 11); Dep. Tr. of B. Bradley (Feb. 14, 2014) at 7, 128-30 
(stating there was no requirement to periodically change passwords when he started, in 
approximately May 2010) (attached as Exhibit 12).   

6. Respondent did not maintain and update operating systems of computers and other 
devices on its networks.  Ans. ¶ 10 (Ex. 1); Hill Report ¶ 100 (Ex. 2); Providyn External 
Vulnerability Scan, May 19, 2010 at 1, 19, 37 (identifying as an “Urgent Risk” an 
anonymous login vulnerability on its FTP server, for which a solution had been published 
in 1999, concluding that “Overall Security Posture” of the server was “Poor”) (attached 
as Exhibit 13); Dep. Tr. of P. Howard at 34-37 (LabMD used FTP to receive Personal 
Information from its physician clients) (attached as Exhibit 14).

7. For example, on some computers Respondent used operating systems that were 
unsupported by the vendor, making it unlikely that the systems would be updated to 
address newly discovered vulnerabilities.  Ans. ¶ 10 (Ex. 1); Hill Report ¶ 100 (Ex. 2); 
Kaloustian IH Tr. at 271-74 (Ex. 6) (stating that LabMD used unsupported operating 
systems on servers); Dep. Tr. of A. Truett (Feb. 27, 2014) at 82-84 (servers running 
Symantec Corporate 7, which was no longer supported) (attached as Exhibit 15).

8. Respondent did not employ readily available measures to prevent or detect unauthorized 
access to personal information on its computer networks.  For example, Respondent did 
not use appropriate measures to prevent employees from installing on computers 
applications or materials that were not needed to perform their jobs or adequately 
maintain or review records of activity on its networks.  Ans. ¶ 10 (Ex. 1); Hill Report 
¶ 105 (Ex. 2); Kaloustian IH Tr. at 90-93 (Ex. 6) (no process for risk assessment), 166-67 
(administrative privileges), 173-75 (no automated scanning of desktops); Dep. Tr. of A. 
Simmons (Feb. 5, 2014) at 52-56 (no technical controls prevented employees from 
downloading file-sharing software to their computers) (attached as Exhibit 16). 

9. As a result, Respondent did not detect the installation or use of an unauthorized file-
sharing application on its networks.  Ans. ¶ 10 (Ex. 1); Simmons Dep. Tr. at 24-25, 54-56 
(Ex. 16) (LimeWire installed on billing manager’s computer in 2005 or 2006; LabMD did 
not use tools that could have detected the installation of a P2P application); Kaloustian IH 
Tr. at 269-70 (Ex. 6) (LabMD did not use tools that could have prevented or detected the 
installation of a P2P application).   

10. Respondent could have corrected its security failures at relatively low cost using readily 
available security measures.  Ans. ¶ 11 (Ex. 1); Hill Report ¶¶ 60, 62, 68, 71, 76-77, 80, 
85, 91-92, 95-96, 100-01, 104-06 (Ex. 2).   
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11. Consumers have no way of independently knowing about Respondent’s security failures 
and could not reasonably avoid possible harms from such failures, including identity 
theft, medical identity theft, and other harms, such as disclosure of sensitive, private 
medical information.  Ans. ¶ 12 (Ex. 1); Expert Report of Rick Kam, Certified 
Information Privacy Professional (CIPP/US) (“Kam Report”) at 17 (attached as Exhibit 
17); Dep. Tr. of J. Maxey, Southeast Urology Network Designee (Jan. 17, 2014) at 78-79 
(stating that, except in limited circumstances, patient would not know which lab was 
testing their specimen and patient would not know about lab’s data security practices 
before specimen was sent) (attached as Exhibit 18); Dep. Tr. of L. Randolph, Midtown 
Urology Designee (Feb. 4, 2014) at 66-67 (stating that great majority of patients did not 
know their specimen was going to LabMD and patient would not know about LabMD’s 
data security practices) (attached as Exhibit 19).

Peer-to-Peer File Sharing Application 

12. P2P applications allow a user to both designate files on the user’s computer that are 
available to others on a P2P network and search for and access designated files on other 
computers on the P2P network.  Ans. ¶ 14 (Ex. 1); Expert Report of Clay Shields, Ph.D. 
(“Shields Report”) ¶¶ 14, 17-18, 22, 29, 31, 56-57, 65, 69-71 (attached as Exhibit 20). 

13. After a designated file is shared with another computer, it can be passed along among 
other P2P network users without being downloaded again from the original source.
Generally, once shared, a file cannot with certainty be removed permanently from a P2P 
network.  Ans. ¶ 15 (Ex. 1); Shields Report ¶ 21 (Ex. 20); Hill Report ¶ 44 (Ex. 2). 

14. Since at least 2005, security professionals and others (including the Commission) have 
warned that P2P applications present a risk that users will inadvertently share files on 
P2P networks.  Ans. ¶ 16 (Ex. 1); Shields Report ¶¶ 40-48 (Ex. 20) (identifying the 
research literature); FTC Consumer Alert: File-Sharing: A Fair Share? Maybe Not (July 
2003) (attached as Exhibit 21); Revised FTC Consumer Alert: P2P File-Sharing: 
Evaluating the Risks (June 2005) (attached as Exhibit 22); Revised FTC Consumer Alert: 
P2P File-Sharing: Evaluate the Risks (July 2005) (attached as Exhibit 23); FTC 
Distribution: Revised P2P File Sharing: Evaluate the Risks (Dec. 2006) (attached as 
Exhibit 24); FTC Distribution: Revised P2P File Sharing: Evaluate the Risks (Feb. 2008) 
(attached as Exhibit 25); Revised FTC Spanish Consumer Alert: File-Sharing: Evaluating 
the Risks (Spanish July 2005) (attached as Exhibit 26); Revised FTC Spanish Consumer 
Alert: File-Sharing: Evaluating the Risks (Spanish Oct. 2006) (attached as Exhibit 27); 
Revised FTC Spanish Consumer Alert: File-Sharing: Evaluate the Risks (Spanish Feb. 
2008) (attached as Exhibit 28). 
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Security Incidents 

15. After receiving the May 2008 notice that the P2P insurance aging file was available 
through LimeWire, Respondent determined that at that point in time, the P2P insurance 
aging file was one of hundreds of files that were designated for sharing from the billing 
computer using LimeWire.  Ans. ¶ 18(b) (Ex. 1) (denying that the P2P insurance aging 
file was designated for sharing); FTC-LABMD-003755 (screenshot produced by LabMD 
of billing computer showing that more than 900 files were being shared on the P2P 
network through LimeWire, including the P2P insurance aging file, listed as 
“insuranceaging_6.05.071.pdf”) (attached as Exhibit 29); Simmons Dep. Tr. at 36-39 
(stating that “insuranceaging_6.05.071.pdf” is the P2P insurance aging file found by 
Tiversa) (Ex. 16). 

16. In October 2012, the Sacramento, California Police Department found more than 35 Day 
Sheets and a small number of copied checks in the possession of individuals who pleaded 
no contest to state charges of identity theft.  Ans. ¶ 21 (Ex. 1); Dep. Tr. of K. Jestes (Dec. 
17, 2013) at 22-23, 43-44 (attached as Exhibit 30); Sup. Ct. of Cal.: Erick Garcia Minute 
Order re Plea (attached as Exhibit 31); Sup. Ct. of Cal.: Josie Martinez Maldanado 
Minute Order re Plea (attached as Exhibit 32). 

17. A number of the Social Security numbers in the Day Sheets are being, or have been, used 
by people with different names, which may indicate that the Social Security numbers 
have been used by identity thieves.  Ans. ¶ 21 (Ex. 1); Kam Report at 23 (Ex. 17).   

Consumer Injury 

18. LabMD’s security practices caused or are likely to cause substantial injury to consumers.
Ans. ¶ 22 (Ex. 1); Kam Report at 8-10, 17-23 (Ex. 17).  
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PART II:  COMPLAINT COUNSEL’S RESPONSE TO 
RESPONDENT’S STATEMENT OF “UNDISPUTED FACTS” 

Pursuant to Rule 3.24, Complaint Counsel responds to several of the facts Respondent 

LabMD contends are “undisputed” in its Motion for Summary Decision, and in so doing 

demonstrates that there are numerous material factual issues as to which there is a genuine issue 

for the evidentiary hearing.  16 C.F.R. § 3.24.  Complaint Counsel reserves the right to introduce 

evidence and testimony at the evidentiary hearing to contest each fact set forth in Respondent’s 

Motion for Summary Decision even if not contested for the purposes of Complaint Counsel’s 

Opposition to Respondent’s Motion for Summary Decision. 

1. LabMD is a “Covered Entity” that receives, maintains and transmits PHI during the 
normal course of its business. See 45 C.F.R. § 160.103. 

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and 
immaterial.

Respondent cites no evidence to support its contention that LabMD is a “Covered 

Entity.”  Whether LabMD “receives, maintains and transmits PHI during the normal course of 

business” is neither relevant nor material to Respondent’s request for summary decision.  See

Anderson, 477 U.S. at 248.  The Complaint alleges that LabMD’s conduct violated Section 5 of 

the FTC Act and does not contain any allegations of law or fact relating to HIPAA, HITECH, or 

their implementing regulations, and Respondent did not raise HIPAA, HITECH, or their 

implementing regulations as an affirmative defense.  See Ans. at 6-7. 
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2. On or about February 5, 2008, without LabMD’s knowledge or consent, Tiversa, Inc. 
(Tiversa”), took possession of a single LabMD insurance aging file (the “Insurance 
Aging File”). Deposition of Robert Boback, dated Nov. 21, 2013, at 25, attached hereto 
as Exh. 1. 

Complaint Counsel’s Response: Misleading, not supported by evidence, and irrelevant and 
immaterial.

Complaint Counsel disputes the use of the term “took possession.”  Tiversa downloaded a 

copy of the Insurance Aging File on a P2P network.  Resp. Mot. Summ. Dec. at Ex. 1.  It did not 

“take possession” of the file to the extent this implies that it obtained the file directly from 

LabMD or obtained exclusive ownership of the file.

The evidence Respondent cites to support this contention is insufficient. See Resp. Mot. 

Summ. Dec. at Ex. 1.  Respondent’s exhibit does not establish that the file was downloaded 

without LabMD’s knowledge or consent, does not establish that Tiversa “took possession” of the 

file, and does not state that this event took place on February 5, 2008. Id.

Even if undisputed, this contention is neither relevant nor material to Respondent’s 

request for summary decision.  To be material the fact must “affect the outcome of the suit under 

the governing law.” Anderson v. Liberty Lobby, 477 U.S. 242, 248 (1986).  Respondent’s 

contention regarding Tiversa and the Insurance Aging File supports Complaint Counsel’s 

allegations that Respondent’s data security practices caused or are likely to cause substantial 

consumer injury that consumers could not reasonably avoid and is not outweighed by 

countervailing benefits to consumers or competition. 
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3. Subsequently, Tiversa made the Insurance Aging File available to Professor Eric 
Johnson, of Dartmouth College, who was conducting research under a government 
contract for his article entitled, “Data Hemorrhages in the Health Care Sector”. See 
Data Hemorrhages in the Health-Care Sector at 1 fn. 1, attached in relevant part hereto 
as Exh. 2. 

Complaint Counsel’s Response: Misleading, not supported by evidence, and irrelevant and 
immaterial. 

Respondent cites no evidence to support its contention that Tiversa made the Insurance 

Aging File available to Professor Johnson.  See Resp. Mot. Summ. Dec. at Ex. 2.  This evidence 

merely states that “[e]xperiments conducted in this paper were conducted in collaboration with 

Tiversa . . .” Id. Even if undisputed, this contention is neither relevant nor material to 

Respondent’s request for summary decision.  See Anderson, 477 U.S. at 248.

4. In January 2010, the FTC began a three year full investigation of LabMD’s data security 
practices based upon the disclosure of the PHI contained in the Insurance Aging File. 

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and 
immaterial.

Respondent cites no evidence to support its contentions that the FTC began its 

investigation in January 2010 and that the investigation was based on the disclosure of PHI.

Even if undisputed, these contentions are neither relevant nor material to Respondent’s request 

for summary decision.  The Commission’s bases for issuing the Complaint is not an issue to be 

determined in this proceeding.  See, e.g., Order on Complaint Counsel’s Motion to Quash 

Subpoena Served on Complaint Counsel and for Protective Order (Jan. 30, 2014), at 6 

(“Precedent dictates that [the bases for the Commission’s commencement of this action] are not 

relevant . . . in an administrative adjudication.”).
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5. In an attempt to notify LabMD of its find, the Sacramento police “googled” LabMD, and 
discovered that LabMD was under investigation by the FTC.  Deposition of Detective 
Jestes, dated Dec. 17, 2013, at 27-28, 56, attached hereto as Exh. 3.

Complaint Counsel’s Response:  Not supported by evidence, and irrelevant and 
immaterial.

Respondent cites no evidence to support its contention that Detective Jestes, or anyone 

else with the Sacramento police, “googled” LabMD and discovered that LabMD was “under 

investigation by the FTC.”  Detective Jestes’ testimony cited to by Respondent and provided as 

an exhibit simply states that she “looked and saw that none of [the consumers’ whose 

information was in the documents found by the Sacramento Police] had a Sacramento connection 

based on their information on the checks, and [that she] may have done a simple Google-type 

search to see if they had a connection [to Sacramento]. . . .”  See Resp. Mot. Summ. Dec. at Ex. 

3.

This contention, even if not disputed, is irrelevant to this case because the actions of the 

Sacramento Police have no bearing on the reasonableness of LabMD’s data security practices 

and do not relate to any of Respondent’s affirmative defenses.  Ans. at 6-7.  Even if relevant, 

which it is not, this contention is immaterial to Respondent’s request for summary decision. See

Anderson, 477 U.S. at 248. 

6. The Sacramento police then notified the FTC of its find, but did not notify LabMD, 
despite Sacramento’s awareness of LabMD’s duty to notify under HIPAA. Deposition of 
Detective Jestes, dated Dec. 17, 2013, at 28, attached hereto as Exh. 3.

Complaint Counsel’s Response:  Not supported by evidence, and irrelevant and 
immaterial.

Respondent cites no evidence to support its contention that the Sacramento Police 

notified the FTC that it had discovered LabMD documents, that the Sacramento Police did not 
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notify LabMD of its finding the documents, or that the Sacramento Police had any awareness as 

to LabMD’s “duty to notify under HIPAA” and to whom that obligation would relate. See Resp. 

Mot. Summ. Dec. at Ex. 3.  The testimony to which Respondent cites has been completely 

redacted, and no testimony in the following excerpted pages supports Respondent’s statement.  

Id.

Even if this contention were undisputed by Complaint Counsel, it is neither relevant nor 

material to Respondent’s request for summary decision. See Anderson, 477 U.S. at 248. 

7. LabMD is a HIPAA-covered entity. Opp’n to Mot. to Dismiss, In the Matter of LabMD, 
Inc., FTC Dkt. No. 9357, (“MTD Opp’n”) (Nov. 22, 2013) at 22 fn 15. It must comply 
with HHS’s HIPAA and Health Information Technology for Economic and Clinical 
Health Act (“HITECH”) regulations, including HHS’s HIPAA Privacy Rule, 65 Fed. 
Reg. 82,462 (Dec. 28, 2000); HHS’s HIPAA Security Rule, 68 Fed. Reg. 8,334 (Feb. 20, 
2003); and HHS’s HITECH Breach Notification Rule, 78 Fed. Reg. 5,566 (Jan. 25, 
2013). 

Complaint Counsel’s Response: Not a statement of fact, not supported by evidence, and 
irrelevant and immaterial.

This statement is a legal conclusion.  Respondent cites no evidence to support its 

assertion that that LabMD is a HIPAA-covered entity that must comply with specific regulations.   

Even if undisputed, this assertion is irrelevant and immaterial to Respondent’s request for 

summary decision.  The Complaint alleges that LabMD’s conduct violated Section 5 of the FTC 

Act and does not contain any allegations of law or fact relating to HIPAA, HITECH, or their 

implementing regulations, and Respondent did not raise HIPAA, HITECH, or their 

implementing regulations as an affirmative defense in its Answer. See Ans. at 6-7; Anderson,

477 U.S. at 248.
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8. HIPAA’s Security Rule establishes substantive data-security standards involving PHI 
with which HIPAA-covered entities, like LabMD, must comply.

Complaint Counsel’s Response:  Not supported by evidence, and irrelevant and 
immaterial. 

This statement is a legal conclusion.  Respondent cites no evidence to support its 

assertion that the HIPAA Security Rule has data security standards or that LabMD is a HIPAA-

covered entity that must comply with specific data security standards.   

Even if characterized as an undisputed fact, the assertion is irrelevant and immaterial to 

Respondent’s request for summary decision. The Complaint alleges that LabMD’s conduct 

violated Section 5 of the FTC Act and does not contain any allegations of law or fact relating to 

the HIPAA Security Rule, and Respondent did not raise the HIPAA Security Rule as an 

affirmative defense.  See Ans. at 6-7; Anderson, 477 U.S. at 248. 

9. HHS exclusively enforces HIPAA and HITECH. Order on Mot. to Dismiss, In the Matter 
of LabMD, Inc., FTC Dkt. No. 9357, (“MTD Order”)(Jan. 16, 2014), at 12 & n.19 
(“[T]he Commission cannot enforce HIPAA and does not seek to do so. … The 
Commission does not enforce HIPAA or HITECH….”). 

Complaint Counsel’s Response: Not a statement of fact, not supported by evidence, and 
irrelevant and immaterial.

This statement is a legal conclusion.  Whether HHS exclusively enforces HIPAA and 

HITECH is irrelevant and immaterial to Respondent’s request for summary decision.  The 

Complaint alleges that LabMD’s conduct violated Section 5 of the FTC Act and does not contain 

any allegations of law or fact relating to HIPAA or HITECH, and Respondent did not raise 

HIPAA or HITECH as an affirmative defense in its Answer.  See Ans. at 6-7; Anderson, 477 

U.S. at 248.
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10. The FTC has not accused LabMD of violating HIPAA, HITECH or any implementing 
regulations. Compl. ¶¶ 22-23; Initial Pretrial Conference Transcript, In the Matter of 
LabMD, Inc., FTC Dkt. No. 9357, 22:10-13 (Sept. 25, 2013) (“Trans.”); MTD Order at 
12 n. 20 (Jan. 16, 2014); Complaint Counsel’s Resp. to LabMD’s RFAs, (“CC’s RFA 
Responses”) at 8-9 ¶ 7-8, attached hereto as Exh. 4.

Complaint Counsel’s Response: Irrelevant and immaterial. 

This contention is irrelevant and immaterial to Respondent’s request for summary 

decision.  The Complaint alleges that LabMD’s conduct violated Section 5 of the FTC Act and 

does not contain any allegations of law or fact relating to HIPAA, HITECH, or their 

implementing regulations, and Respondent did not raise HIPAA, HITECH, or their 

implementing regulations as an affirmative defense in its Answer.  See Ans. at 6-7; Anderson,

477 U.S. at 248.

11. The FTC has never specified what data security standards were in place at any given 
point during the relevant time period or when LabMD specifically violated them. 

Complaint Counsel’s Response: Not supported by evidence, irrelevant and immaterial. 

Complaint Counsel disputes this contention. The Commission “has repeatedly affirmed 

its authority to take action against unreasonable data security measures as ‘unfair . . . acts or 

practices’ in violation of Section 5.”  MTD Order at 8.  Complaint Counsel sets forth in ¶¶ 1 

through 18 of Part I of this statement the disputed facts Complaint Counsel intends to establish at 

trial to show that LabMD failed to provide reasonable data security.

Even if undisputed, which it is not, this contention does not support Respondent’s request 

for summary decision, as it is irrelevant and immaterial. See Anderson, 477 U.S. at 248. 
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12. The FTC claims it need not “allege the specific industry standards Respondent failed to 
meet or specific hardware or software Respondent failed to use.” CC’s RFA Responses at 
6-7 ¶ 5, attached hereto as Exh. 4. 

Complaint Counsel’s Response: Irrelevant and immaterial. 

Respondent’s contention regarding Complaint Counsel’s statement relating to pleading 

requirements under the FTC Act is irrelevant and immaterial to Respondent’s request for 

summary decision. See Anderson, 477 U.S. at 248.

13. When asked by the ALJ whether “the Commission issued guidelines for companies to 
utilize to protect...[sensitive] information or is there something out there for a company 
to look to,” the FTC admitted that “[t]here is nothing out there for a company to look 
to.” Trans. 9:13-18.

Complaint Counsel’s Response:  Irrelevant and immaterial. 

Respondent’s contentions regarding Complaint Counsel’s answers to questions about 

sources of information regarding data security are irrelevant and immaterial to Respondent’s 

request for summary decision.  See Anderson, 477 U.S. at 248.

14. The FTC admits that it has never promulgated data-security regulations, guidance, or 
standards under Section 5: “[T]here is no rulemaking, and no rules have been issued, other 
than the rule issued with regard to the Gramm-Leach-Bliley Act…for financial institutions.” 
Trans. 10:11-15. 

Complaint Counsel’s Response: Misleading, not supported by evidence, irrelevant and 
immaterial.   

Complaint Counsel disputes this contention.  Complaint Counsel has produced to 

Respondent Commission business publications, consumer publications, Congressional testimony, 

consent orders, speeches, and other material that has been made available to businesses and the 

public as guidance on reasonable data security. See, e.g., FTC Facts for Business, Security 

Check: Reducing Risks to your Computer Systems (June 2003) (attached as Exhibit 33); 
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Protecting Information Security and Preventing Identity Theft, Prepared Statement of the FTC 

before Subcomm. on Tech., Info. Policy, Intergov’t Relations, and Census, Comm. On Gov’t 

Reform, U.S. House of Representatives. (Sept. 22, 2004) (attached as Exhibit 34); In re The TJX 

Cos., FTC Dkt. No. C-4227, FTC File No. 072-3055 (July 29, 2008) (attached as Exhibit 35).

15. When asked about other sources of data-security standards, FTC said: the “Commission 
has entered into almost 57 negotiations and consent agreements that set out a series of 
vulnerabilities that firms should be aware of, as well as the method by which the 
Commission assesses reasonableness.” Trans. 9:18-22. The FTC also stated that “public 
statements made by the Commission” and so-called “educational materials” were 
standards. Trans. 9:23-25. And finally the FTC argued that “the IT industry…has issued 
a tremendous number of guidance pieces and other pieces that basically set out the same 
methodology that the Commission is following in deciding reasonableness,” except that 
the “Commission’s process” involves “calculation of the potential consumer harm from 
unauthorized disclosure of information.”  Trans. 10:1-7. 

Complaint Counsel’s Response: Irrelevant and immaterial. 

Respondent’s contentions regarding Complaint Counsel’s answers to questions about 

sources of information regarding data security are irrelevant and immaterial to Respondent’s 

request for summary decision.  See Anderson, 477 U.S. at 248.

16. In response to LabMD’s written discovery requesting documents relating to the 
standards the FTC enforces regarding data-security, the FTC produced thousands of 
pages of consent decrees, reports, PowerPoint presentations, and articles from the FTC’s 
website, including many in Spanish. Ltr. from L. VanDruff, dated Jan. 27, 2014, attached 
hereto as Exh. 6 (showing that the FTC produced thousands of documents responsive to 
Request 10, which requested documents pertaining to the standards the FTC enforces); 
Ltr. from L. VanDruff, dated Mar. 3, 2014, attached hereto as Exh. 7 (same); Example of 
Production, attached hereto as Exh. 8. 

Complaint Counsel’s Response: Irrelevant and immaterial. 

Respondent’s characterization of Complaint Counsel’s responses to Respondent’s 

discovery requests is irrelevant and immaterial to Respondent’s request for summary decision.  

See Anderson, 477 U.S. at 248.
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17. At the hearing, the ALJ asked: “Are there any rules or regulations that you’re going to 
allege were violated here that are not within the four corners of the complaint?” The 
FTC responded “No.” Trans. 22:10-13.

Complaint Counsel’s Response:  Irrelevant and immaterial. 

Respondent’s contention regarding Complaint Counsel’s response to a question about 

rules or regulations not pled in the Complaint is irrelevant and immaterial to Respondent’s 

request for summary decision.  See Anderson, 477 U.S. at 248.

18. The FTC also admits that “[n]either the complaint nor the notice order prescribes 
specific security practices that LabMD should implement going forward.” Trans. 20:15-
17.

Complaint Counsel’s Response: Irrelevant and immaterial.

Respondent’s contentions regarding the allegations in the Complaint and the relief sought 

in the notice order are irrelevant and immaterial to Respondent’s request for summary decision.  

See Anderson, 477 U.S. at 248.
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EXPERT REPORT OF RAQUEL HILL, PH.D. 

I. Introduction 

1. I am a tenured professor of Computer Science at Indiana University with over 25 years of 

experience in computing with expertise in computer security, data privacy, and networking 

systems. 

2. The FTC has engaged me to testify as an expert in this litigation. As explained in more 

detail in Section V, below, Complaint Counsel has asked me to assess whether LabMD provided 

reasonable and appropriate security for Personal Information1 within its computer network.  

3. This report states my opinions and provides the justifications for those opinions. It also 

includes the following information:  

A summary of my experience and qualifications; 

An overview of network security principles and a description of LabMD’s 
network; and

A description of the materials that I considered in forming my opinions and 
conclusions.

4. Based on my review of the materials described in Section VI, below, and my experience 

described in Section II, below, my overall conclusion is that LabMD failed to provide reasonable 

and appropriate security for Personal Information within its computer network, and that LabMD 

could have corrected its security failures at relatively low cost using readily available security 

measures. This conclusion covers the time period from January 2005 through July 2010 

1 For purposes of this report, Personal Information means individually identifiable information from or about an 
natural person including, but not limited to: (a) first and last name; (b) telephone number; (c) a home or other 
physical address, including street name and name of city or town; (d) date of birth; (e) Social Security number; (f) 
medical record number; (g) bank routing, account, and check numbers; (h) credit or debit card information, such as 
account number; (i) laboratory test result, medical test code, or diagnosis, or clinical history; (j) health insurance 
company name and policy number; or (k) a persistent identifier, such as a customer number held in a “cookie” or 
processor serial number. See Complaint Counsel’s February 19, 2014 Requests for Admission to LabMD, p. 2. 
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(Relevant Time Period); as I explain in Paragraph 48, below, from my review of the record, there 

are not sufficiently diverse types of information available after the Relevant Time Period for me 

to offer opinions about that period. In section VIII, below, I present my specific opinions that 

support this conclusion.

II. Summary of Experience and Qualifications 

5. I have over 25 years of combined academic, research, and industrial experience in 

computing. I received my B.S. degree with Honors in Computer Science from the Georgia 

Institute of Technology. As an undergraduate, I worked as a Cooperative Education student with 

IBM and received my Cooperative Education Certificate for working a minimum of six 

academic quarters with IBM as an undergraduate. This cooperative education experience allowed 

me to apply the theories that I was learning in the classroom, but also enabled me to help fund 

my degree. 

6. I also received my M.S. degree in Computer Science from Georgia Tech. As an M.S. 

student, I worked for several companies, including: Cray Research, Hayes Microsystems, and 

Nortel Networks. My M.S. degree was funded by Cray Research via an academic scholarship. 

7. After completing my M.S. degree, I worked for three years with Nortel Networks, where 

I designed and implemented network protocols that enabled telephone switches to communicate 

with remote devices. These protocols sustained communications even when a communications 

channel failed. 

8. In 1996, I left Nortel Networks to pursue a Ph.D. in Computer Science at Harvard 

University. At Harvard, I designed and implemented a quality of service protocol that enabled 

routers in the network to reserve bandwidth for audio and video applications using a light-weight 

signaling protocol. As a part of this work, I evaluated the protocol to determine the threats and 
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vulnerabilities and designed mechanisms to secure the reservation process. I received my Ph.D. 

in October 2002, and began working as a lecturer within the School of Electrical Engineering at 

the Georgia Institute of Technology, where I taught a course in Digital Circuits. After working at 

Georgia Tech for 9 months, I accepted a position as a Post-Doctoral Research Associate with a 

joint appointment in the Computer Science Department and the National Center for Super 

Computer Application (NCSA) at the University of Illinois, Urbana-Champaign. As a Post-Doc, 

I designed and implemented mechanisms to secure environments where mobile devices and 

sensors are an integral part of the computing space. These spaces are often referred to as 

pervasive or ubiquitous computing environments. One of the major challenges to securing such 

environments is to apply uniform security policies across devices that have varying 

computational, space, and battery limitations. 

9. After completing a two-year assignment at the University of Illinois, I joined Indiana 

University as an Assistant Professor of Computer Science in 2005. I was promoted to Associate 

Professor with tenure in 2012. Over the years, I have designed and taught classes in information 

and systems security including: Analytical Foundations of Security, Trusted Computing, 

Computer Networks, and Data Protection. My research areas span the areas of system security 

and data privacy. I have published articles on various topics, including: quality of service in 

networking, security for pervasive computing environments, encryption-based access control, 

reputation systems, trusted computing, smartphone security, and privacy in research datasets. I 

have published over 25 peer-reviewed articles and abstracts and given 25 invited technical talks 

and panels. 
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10. I am currently on sabbatical at Harvard University, where I am a Visiting Scholar within 

the Center for Research on Computation and Society at the School of Engineering and Applied 

Sciences. I am continuing my data protection research with a specific focus on medical data. 

11. A more extensive summary of my professional accomplishments and a list of all 

publications that I have authored within the last 10 years can be found in my curriculum vitae, a 

copy of which is attached to this report as Appendix A. I have not testified as an expert at trial or 

at deposition within the last four years. 

12. I am being compensated at a rate of $150 per hour for my work in connection with this 

litigation. 

III. Overview of Network Security Principles 

A. Background: Computer Networks 

13. In this section, I describe very basic network functionality at a high level to support my 

opinions. A network is a collection of workstations, laptop computers, servers, and other devices 

(computers) that are connected via some communications channel that is either wired or wireless. 

In commercial settings, data is usually passed between computers within a network via a switch 

or a router. A switch and router can be combined into one device. 

14. Computers use network interface cards (NIC) to connect to a network, and each NIC has 

a unique media access control (MAC) address. Each computer within a network is therefore 

uniquely identified by the MAC address of the computer’s NIC. A computer’s MAC address is 

not known outside of a computer’s local area network (LAN). 

15. A switch is a device that inspects incoming data to determine the destination MAC 

address and forwards the data to the computer with the specified MAC address.
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i. Network Addresses and Ports 

18. In Paragraphs 13-16, I identified three types of addresses: Hostnames/URLs, IP 

addresses, and MAC addresses. DNS maps a hostname to an IP address, and ARP maps an IP 

address to a MAC address. The hostname and IP and MAC addresses are all needed to forward 

data to a specific computer. Once the data arrives at that computer, it must be sent to the 

application that is awaiting the information. The application is the ultimate recipient of any data 

that is sent to a computer on a network. 

19. Applications are identified by numbers called ports. When data arrives at the destination, 

the receiving computer extracts the port number from the data and sends the data to the 

application that corresponds to that port number. Applications and their corresponding port 

numbers are the doors to computers and the networks to which the computers are connected. An 

application that contains a security vulnerability may allow an external entity to gain access to 

the LAN and any resources that are connected to the LAN. For this reason, it is important to 

ensure that all computers have been updated with all of the latest security patches for 

applications and related software 

20. There are 216 = 65,536 possible ports on any computer. An open port is an open door to 

the computer, even when there is no application attached to the port. Therefore, it is important to 

close all unused ports on all computers. For example, when web access is not approved or 

authorized, ports 80 and 443 (which are typically used for web access) should be closed to 

prevent access to the computer through those ports.  
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ii. Firewalls and Intrusion Detection Systems 

21. Firewalls are barrier mechanisms that are used to protect networks and individual 

computers. A firewall can be either a hardware device or a piece of software. It can be placed at 

a network gateway, or installed on a router or individual computer. 

22. Firewalls can be configured to close all unused ports. When a port is closed, any data that 

arrives at the network or computer for that port will be discarded. Firewalls can also be 

configured to prevent and/or limit incoming connection requests. An incoming connection 

request is a request that originates from outside of the network but seeks to establish 

communication with a computer that is within the network. Only computers that are running 

authorized server applications should receive connection requests. A firewall, for example, could 

be configured to prevent all incoming connection requests for computers that are not running an 

authorized server application. 

23. An intrusion detection system (IDS) is a device, typically another computer, that is 

placed inside a protected network to monitor activity in order to identify suspicious events. It can 

be either host-based or network-based. A host-based IDS runs on a single computer to protect 

that one host, while a network-based IDS is a stand-alone device that is attached to the network 

to monitor traffic throughout the network. An IDS acts as a sensor, like a smoke detector, that 

raises an alarm if specific things occur. It may perform a variety of functions including: 

monitoring users and system activity; auditing system configuration for vulnerabilities and 

misconfiguration; assessing the integrity of critical system and data files; identifying known 

attack patterns in system activity; recognizing abnormal activity through statistical analysis; 

managing audit trails and highlighting user violations of policy; correcting system configuration 

errors; and installing and operating traps to record information. 
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iii. Authentication and Access Control 

24. Authentication and access control mechanisms prevent unauthorized access to computers, 

applications, services, and data.

25. To authenticate themselves, users provide a combination of information that tells the 

system who they are (identity) and information that proves that identity (proof). Usernames and 

passwords are commonly used to authenticate users. When authenticating, a user enters her 

username to identify herself to the authentication system, and her password to prove her identity. 

Some authentication mechanisms may require multiple forms of proof. For example, a user may 

be required to provide a password (what she knows), and proof of using something she 

possesses, such as a biometric (finger print, iris scan, etc.) or token. An authentication 

mechanism that requires two forms of proof is called two-factor authentication, and it is used as 

part of a defense in depth strategy (see Section III.B below) to reduce the risk of compromise. 

Remote login and access to highly sensitive data are scenarios for which either two-factor or 

multi-factor authentication is often used. 

26. Access control mechanisms restrict a user’s access to computers, services, applications, 

or data. An access control mechanism enforces policies that specify the resources that users may 

access. A user’s role, security clearance, etc., may be used to identify the resources to which that 

user has access. 

B. Defense in Depth 

27. The most effective way to secure a network and its computers is by using multiple 

security measures to provide defense in depth. In such an approach, the network is viewed as a 

system with multiple layers, and security mechanisms are deployed at each layer to reduce the 

overall likelihood that an attack will succeed. The basic idea is not to rely on just one security 
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measure. Practicing defense in depth reduces the likelihood that an attack will succeed by forcing 

the attacker to penetrate multiple defenses. To generally illustrate the benefit of defense in depth, 

assume that an attacker has a 50% chance of penetrating each defense mechanism. If there are 

three layers of protection, the probability of gaining unauthorized access to a resource at the 

innermost layer is (1/2)3 = 1/8.

28. To illustrate the concept of network layers and defense in depth, consider Figure 1 above. 

In this simple network, the layers are: the router that connects the LAN to the Internet; the 

computers on the LAN; and applications on each computer on the LAN. Defense in depth on this 

network would require security policies and mechanisms to be specified and deployed at the 

router that connects the LAN to the Internet, at the workstations/servers, and at user accounts on 

those computers. 

29. Continuing with the simple network in Figure 1, assume there is a risk that a company’s 

employees will download and install on their computers applications they do not need to perform 

their jobs and that the company has a security policy prohibiting unauthorized applications. A 

simple prohibition that relies on employees following the policy does not provide defense in 

depth. A defense in depth strategy would prevent the employee from installing the application 

and/or limit the impact of an unauthorized application on the network. To achieve defense in 

depth, the company should use different security measures at different layers in the network, as 

follows:

a. Internet Connection Layer: At this layer, we cannot prevent software from 

being installed on a workstation or server, but we can restrict the type of traffic that flows 

into the network. Therefore, even if unauthorized software has been inadvertently 

installed on a workstation/server, mechanisms could be used to render the application 
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ineffective. Recall that port numbers map to specific applications, and that firewalls can 

be configured to restrict the types of application traffic that is allowed into the network, 

by dropping any data that contains an unauthorized port number. Thus, to illustrate the 

concept of defense in depth, a first line of defense to prevent use of unauthorized 

applications is to configure a firewall to close all ports at the gateway router except those 

that are used by authorized applications. Other mechanisms besides firewalls could be 

deployed at this layer as well, such as an IDS.2

b. Workstation/Server Layer: Even if a firewall were deployed at the gateway 

router, a second layer of security may be appropriate. The firewall at the gateway router 

may be misconfigured or not configured to discard all unauthorized traffic because the 

corresponding firewall policy would be hard to implement and manage. In these 

circumstances, a software firewall can be deployed at workstations and servers to further 

filter traffic that may have passed through the firewall at the gateway router. Because the 

firewall at a workstation or server is configured to protect that specific computer, the 

security settings can be more restrictive.

c. User Account Layer: Finally, in the simple network in Figure 1, user accounts 

for specific computers could be configured to so that system administrators can install 

software but ordinary users cannot.

30. As illustrated above, deploying security measures at different layers of a network 

enhances overall security by closing gaps in any one measure. In practice, achieving defense in 

2 A firewall and IDS could be used together to provide additional protection. If an IDS detects a violation, it could 
send a security alert to the system administration, indicating that unauthorized traffic is entering the network (i.e. 
traffic destined for an unauthorized application) and that firewall settings need to be updated to discard such traffic. 
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depth involves using layered security measures to address the many different risks and 

vulnerabilities a network may face. 

C. Principles for Assessing and Securing a Network 

31. There are seven principles that help to specify the policies and identify the mechanisms 

that are to be deployed at each layer of a defense in depth security strategy. These principles are 

listed and described below. 

a. Don’t Keep What You Don’t Need: The first principle recognizes that 

maintaining sensitive information that is not needed creates an unnecessary risk.

b. Patch: A most basic principle is to Patch, meaning to apply updates to fix all 

known or reasonably foreseeable security vulnerabilities and flaws. 

c. Ports: The third principle concerns Ports. As previously stated, applications 

communicate via ports. There are well-known ports for well-known applications. For 

example, a web server listens for incoming connections on Ports 80 and 443. All unused 

ports should be closed. 

d. Policies: Policies are processes and procedures that are put in place to satisfy an 

organization’s security requirements. Examples of policies would include the following: 

Data Access – Limit data access to persons with a need for the data. 

Passwords – Policies regarding passwords should contain rules about the 
following:

o Acceptable minimum length. 

o Lifetime of a password. 

The lifetime of a password is often related to the sensitivity 
of the information that the user accesses, the greater the 
sensitivity, the shorter the password’s lifetime. 

o Password history. 
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o Passwords to avoid. 

If you are a big sports fan, don’t use a password that is 
related to your favorite team. 

Avoid personal data such as spouse’s name, children’s 
name, pet’s name, and birthdays. 

Backups – Backup data on a regular basis to be able to restore it because 
data is more valuable than the computer. 

o Encrypt backups. 

o Keep data in a secure location. 

o Limit access to backups. 

e. Protect: Ensure that reasonable security software is employed, such as firewalls, 

anti-spyware, anti-virus, and IDS software, and authentication and access control. This 

list includes software that can be classified as either proactive or reactive. Proactive 

mechanisms attempt to prevent threats, while reactive mechanisms respond to threats that 

may have bypassed proactive mechanisms. Therefore, both types of mechanisms should 

be used to secure a system. Firewalls, authentication, and access control mechanisms try 

to block or prevent attacks. Anti-spyware, anti-virus, and IDS mechanisms attempt to 

detect the presence of malicious software or an attack while it is occurring. 

f. Probe: Probing is a security audit that tests the state of a network. One type of 

probing is penetration testing, which searches the network for security flaws. Penetration 

testing includes scanning ports to verify that unused ports are closed or disabled. A 

thorough security probe would include a review of security policies, patching system, 

security logs, computers for unauthorized software, and any other processes, procedures, 

or information that may impact the security of a system. 
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g. Physical: There must be policies that govern the physical access to devices and 

data. Some examples of such policies include: 

Computer rooms must be locked. 

Server rooms must be locked with limited access. 

IV. LabMD’s Network During the Relevant Time Period 

32. LabMD’s network was small and simple. It included: computers LabMD provided to 

physician clients to use to place orders and retrieve results over the Internet; a small number of 

servers located at its business premises; and computers used by employees. In this section, I 

describe at a high level the network during the Relevant Time Period.

33. LabMD provided computers to physician clients. Through these computers, physician 

clients sent Personal Information over the Internet to LabMD. This information included names, 

addresses, Social Security numbers, insurance information, diagnosis codes, physician orders for 

tests and services, and other information. In some instances, physician clients entered the 

information into the computer that LabMD had provided, one consumer at a time, and then sent 

the information to LabMD. In other instances, the LabMD computer in the physician’s office 

retrieved Personal Information for all patients of the physician’s practice from a database located 

on another computer in the physician’s office and forwarded the information for all of those 

patients in bulk to LabMD, regardless whether LabMD performed testing for those patients. 

34. The Personal Information LabMD received from physician clients typically was 

transmitted from physician clients to LabMD’s network using a File Transfer Protocol (FTP) 

service LabMD installed on its network and the computers it provided to physician offices.

35. Regardless of whether Personal Information came as a bulk transfer or one consumer at a 

time, it was received by a server on LabMD’s network (called Mapper), where it was processed 

(so that it could be used by applications LabMD used in is laboratory and billing department) and 
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then maintained on servers on the network. The laboratory and billing applications also ran on 

servers on LabMD’s network. In addition, LabMD maintained Personal information on desktop 

computers, such as the Finance/Billing Manager’s computer.  

36. After LabMD’s laboratory and medical employees had provided the services ordered by 

physician clients, they added results to the Personal Information LabMD maintained on its 

network.

37. The evidence in the record shows that LabMD did not encrypt Personal Information 

while it was maintained on LabMD’s network.  

38. Physician clients typically retrieved the results of the services they ordered from LabMD 

through LabMD’s web portal. In doing so, they accessed Personal Information stored on 

LabMD’s network.

39. LabMD’s network included a number of servers that hosted applications, including back-

up, email, webserver, database, laboratory, and billing applications. Some of these servers hosted 

multiple applications and also stored Personal Information. For example, one server hosted 

billing and mail applications 3

40. Employees in the laboratory and billing departments, and certain other employees, used 

their LabMD computers to access resources on LabMD’s network, including applications that 

provided access to Personal Information maintained on the network. Some LabMD employees 

could remotely access LabMD’s network, including Personal Information maintained on the 

network.

3 See, for example, FTC-LABMD-00002 (CX0034). 
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41. Record evidence shows that in 2005 or 2006, LimeWire, a peer-to-peer (P2P) file-sharing 

program, was installed on a computer on LabMD’s network. The computer was used by the 

Billing Manager. 

42. At a high level, the software is called peer-to-peer because users use it to search for and 

retrieve files directly from the computers of others using the software instead of retrieving files 

from a central server. To do this, the software allows users to designate or place files they will 

share in a folder (Sharing Folder). Using the software, a user can search the Sharing Folders of 

other users for files of interest. P2P programs have been widely available since 1999, and have 

been, and are, used by millions of users to share music, video, and other types of files.

43. Record evidence, including a screenshot of the Sharing Folder on the Billing Manager’s 

computer taken in May 2008, shows that hundreds of files were in the Sharing Folder on the 

Billing Manager’s computer.4 Among these files was an insurance aging file (called the 1,718 

File) that contained Personal Information about more than 9,300 people.5 Copies of the 1,718 

File were found on computers in California, Arizona, Costa Rica, and the United Kingdom.6

44. The risk of inadvertently sharing files with sensitive information using P2P software and 

the difficulty of undoing sharing are well known. After a file has been shared, the copy is out of 

the control of the original source and can be shared again from its new location to any number of 

other computers running the software. Searching for the file might not find all of the copies 

4 See FTC-LABMD-3755 (CX0152). 
5 See FTC-LABMD-3755 (CX0152); Tiversa-FTC_Response-000001 through Tiversa-FTC_Response-001719
(CX0008) 
6 See Robert Boback, November 21, 2013 Deposition Transcript, pp. 50-53; TIVERSA-FTC_RESPONSE-000001
through TIVERSA-FTC_RESPONSE-006876 (CX0008-CX0011); TIVERSA-FTC_RESPONSE-006882 
(CX0019). 
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because, for example, a computer with a copy might be turned off when the search occurs. 

Security professionals and others have warned about this risk since at least 2005. 

V. Scope of Opinions 

45. Complaint Counsel has asked me to assess whether LabMD provided reasonable and 

appropriate security for Personal Information within its computer network. Specifically, I was 

asked to analyze the record evidence relating to the following paragraphs of the FTC’s 

complaint:  

a. Paragraph 10: “At all relevant times, respondent engaged in a number of practices 

that, taken together, failed to provide reasonable and appropriate security for personal 

information on its computer networks. Among other things, respondent: 

(a) did not develop, implement, or maintain a comprehensive information 
security program to protect consumers’ personal information. Thus, for 
example, employees were allowed to send emails with such information to 
their personal email accounts without using readily available measures to 
protect the information from unauthorized disclosure; 

(b) did not use readily available measures to identify commonly known or 
reasonably foreseeable security risks and vulnerabilities on its networks. 
By not using measures such as penetration tests, for example, respondent 
could not adequately assess the extent of the risks and vulnerabilities of its 
networks;

(c) did not use adequate measures to prevent employees from accessing 
personal information not needed to perform their jobs; 

(d) did not adequately train employees to safeguard personal information; 

(e) did not require employees, or other users with remote access to the 
networks, to use common authentication-related security measures, such 
as periodically changing passwords, prohibiting the use of the same 
password across applications and programs, or using two-factor 
authentication;

(f) did not maintain and update operating systems of computers and other 
devices on its networks. For example, on some computers respondent used 
operating systems that were unsupported by the vendor, making it unlikely 
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that the systems would be updated to address newly discovered 
vulnerabilities; and

(g) did not employ readily available measures to prevent or detect 
unauthorized access to personal information on its computer networks. For 
example, respondent did not use appropriate measures to prevent 
employees from installing on computers applications or materials that 
were not needed to perform their jobs or adequately maintain or review 
records of activity on its networks. As a result, respondent did not detect 
the installation or use of an unauthorized file sharing application on its 
networks.”

b. Paragraph 11: “Respondent could have corrected its security failures at relatively 

low cost using readily available security measures.” 

VI. Materials Considered in Forming Opinions 

46. A list of the materials that I considered in reaching my opinions is attached to this report 

as Appendix B. Those materials include: transcripts and exhibits from investigational hearings 

and depositions of LabMD, its current and former employees, and third parties; documents and 

correspondence provided to Complaint Counsel by LabMD and third parties in connection with 

the pre-complaint investigation or this litigation; and industry and government standards, 

guidelines, and vulnerability databases that establish best practices for information security 

practitioners. I also have relied upon my education and experience in reaching my opinions.  

47. I am continuing to review material obtained by Complaint Counsel through discovery in 

this litigation. LabMD produced to Complaint Counsel more than 11,500 pages of documents 

between February 25 and March 4, 2014, and Complaint Counsel has informed me that 

depositions are noticed to be taken after March 18, 2014. I reserve the right to revise or 

supplement my opinions based upon my continued review of the documents recently produced 

by LabMD, information learned during depositions conducted after the submission of this report, 
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or any other new information relevant to this litigation that comes to my attention after the 

submission of this report. 

48. As I noted in Paragraph 4, above, my overall conclusion and the specific opinions that 

support that conclusion cover the Relevant Time Period, which is January 2005 through July 

2010. From my review of the record, there are not sufficiently diverse types of information 

available after the Relevant Time Period for me to offer opinions about that period. 

VII. Summary of Opinions 

49. Based on my review of the materials described in Section VI, above, and my experience 

described in Section II, above, my overall conclusion is that LabMD failed to provide reasonable 

and appropriate security for Personal Information within its computer network, and that LabMD 

could have corrected its security failings at relatively low cost using readily available security 

measures. In reaching this conclusion, I have taken into account the amount and nature of the 

data maintained within LabMD’s network, LabMD’s network and security practices, risks and 

vulnerabilities on LabMD’s network, and the cost of remediating those risks and vulnerabilities. 

Record evidence shows that LabMD maintains Personal Information about more than 750,000 

consumers.7 For purposes of this report, I have assumed that these types of information can be 

used to harm consumers, through identity theft, medical identity theft, and disclosing private 

information. 

50. In Section VIII, below, I present my specific opinions that support my overall conclusion. 

In each subpart of Section VIII, below, I present my specific opinions regarding whether LabMD 

7 See LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, ¶ 23. For most of those 
consumers, that information includes: Social Security numbers, insurance information, and medical diagnosis codes. 
See Tiversa-FTC_Response-000001 through Tiversa-FTC_Response-001719 (CX0008). 
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could have corrected its security failings at relatively low cost using readily available security 

measures, which relate to Paragraph 11 of the Complaint.  

VIII. Opinions 

A. Comprehensive Information Security Program – Complaint ¶ 10(a) 

51. Complaint Counsel has asked me to provide an opinion on whether LabMD developed, 

implemented, or maintained a comprehensive information security program to protect 

consumers’ Personal Information. My opinion is organized as follows: (1) an explanation of the 

contents of a comprehensive information security program; (2) my opinion, including some 

examples of key evidence supporting those opinions.  

52. A comprehensive information security program is a plan that sets out an organization’s 

security goals, the written policies that would satisfy those goals, the mechanisms that would be 

used to enforce the written policies, and how those mechanisms would be used to enforce the 

written policies. The best practices for developing a comprehensive information security 

program would include the seven principles that I discuss in Paragraph 31, above: don’t keep 

what you don’t need, patch, ports, policies, protect, probe and physical.

53. A comprehensive information security program should be in writing to provide guidance 

to those who are implementing the plan and those who receive training through the plan. It also 

should be in writing to record the organization’s current security goals and practices to facilitate 

changes to those goals and practices as security threats continually evolve and, because turnover 

is inevitable, to communicate the security goals and practices of the organization to future 

employees. 

54. An organization’s comprehensive information security program should specify 

confidentiality, integrity, and availability goals, and related policies and mechanisms.  
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55. A confidentiality goal/policy ensures that only authorized individuals are able to access 

data. Encryption and access controls are mechanisms that can be used to enforce confidentiality 

policies. Encryption mechanisms are used to protect stored data and data that is being transmitted 

between parties, but encryption alone doesn’t prevent unauthorized individuals from gaining 

access to the data. If I encrypt the data and distribute the encryption key to everyone, the 

encryption procedure is ineffective. Therefore, in addition to encrypting the data, an organization 

should specify under which conditions should data be accessed and which employees should be 

allowed to access the data. Role-based access control policies have been often used by 

organizations to differentiate the data access of employees. In such policies, employees are 

assigned data access rights based on the job that they are required to perform. 

56. An integrity goal/policy ensures that data is not inadvertently changed or lost. 

Mechanisms that enforce an integrity policy ensure that any unauthorized changes to a system 

and its data can be detected. For example, cryptographic hash functions may be used to detect 

unauthorized changes to stored data (i.e. software executables, patient records) and transmitted 

data. A cryptographic hash function takes data input of any size and computes a fixed-size 

number called a hash value that is unique to the data and can be used as the digital fingerprint for 

the data. Thus, changes in a file’s hash value indicates that the file has been changed. Integrity-

based software scanners can be configured to detect newly added software and/or changes to 

existing application executables. Any new software that has been installed on a computer may 

indicate an unauthorized installation, while changes to existing executables may denote that 

malware has been embedded in an application. 

CX0740 page 22

Exhibit 2



21

57. An availability goal/policy specifies processes to ensure that the computing system (i.e. 

hardware, software, and network), and data are accessible, even in the presence of natural 

disasters or malicious attempts to compromise the system.  

58. Achieving confidentiality, integrity, and availability goals may incorporate the use of a 

variety of security mechanisms, including firewalls, intrusion detection systems, integrity 

scanners, anti-virus scanners, backups, logging, authentication, physical security, access control, 

risk assessment, and remediation, etc.  

59. While security goals, policies and mechanisms are key components of any security plan, 

the success of any defense-in-depth based information security program will be limited when the 

users and managers of the computing system are not properly trained. Therefore any 

comprehensive security plan should also include training procedures for non-IT and IT 

employees. This training should ensure that employees understand the security goals and policies 

and how to use any mechanisms that are to be used to secure the system. In addition, IT staff 

should receive training on specific mechanisms to mitigate risks and on evolving threats. I 

discuss the training component of a comprehensive information security program in more detail 

in Section VIII.D, below. 

60. Securing electronic health data is a topic that has been explored by many national experts 

for years, which has resulted in the creation of best practices and guidelines for securing this 

information. Examples of comprehensive information security programs concerning electronic 

health data have been available online at no cost from various sources since as early as 1997, 

including, for example, the National Research Council (NRC), the National Institute of 

Standards and Technology (NIST), and the Health Insurance Portability and Accountability Act 
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(HIPAA) Security Rule.8  These comprehensive security programs include guidelines for 

ensuring the confidentiality, integrity, and availability of data, including mechanisms for 

authenticating individual users, employing access control mechanisms to restrict access based on 

an individual’s role, limiting a user’s ability to install software, assessing risks and 

vulnerabilities, encrypting stored data and data in transit, logging access to data and system 

components, ensuring system and data integrity, protecting network gateways, maintaining up-

to-date software, etc.

61. Based on my review of evidence from the record, I have formed the opinion that LabMD 

did not develop, implement or maintain a comprehensive information security program to protect 

consumers’ Personal Information. Record evidence shows that: 

a. From 2005 to 2010, LabMD had no written information security program.9

During the Relevant Time Period, LabMD employees received an employee handbook, 

but this document did not address the practices covered by a comprehensive security 

program. For example, the handbook states that LabMD has taken specific measures to 

comply with HIPAA but does not explain those measures.10

8 See, for example, National Research Council, For the Record: Protecting Electronic Health Information (1997), at 
http://www nap.edu/openbook.php?record id=5595&page=R1; Woody, Carol, Clinton, Larry, Internet Security 
Alliance, “Common Sense Guide to Cyber Security for Small Businesses” (March 2004), 
http://isalliance.org/publications/3C.%20Common%20Sense%20Guide%20for%20Small%20Businesses%20-
%20ISA%202004.pdf; SANS Institute InfoSec Reading Room, “The Many Facets of an Information Security 
Program” (2003), https://www.sans.org/reading-room/whitepapers/awareness/facets-information-security-program-
1343; and Federal Register, Department of Health and Human Services, “Health Insurance Reform: Security 
Standards” (February 20, 2003), 
http://www hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf.
9 LabMD’s Policy Manual, FTC-LABMD-003141 through FTC-LABMD-003162 (CX0006) and LabMD’s 
Computer Hardware, Software and Data Usage and Security Policy Manual, FTC-LABMD-003590 through FTC-
LABMD-003621 (CX0007), were written in 2010. See, for example, John Boyle February 5, 2013, Investigational 
Hearing Transcript, pp. 78-79, 91-92. 
10 See FTC-LABMD-003531 through FTC-LABMD-003553 (CX0001), p. 6; FTC-LABMD-003554 through FTC-
LABMD-003575 (CX0002), p. 6. 
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b. Although LabMD contends that the policies set forth in LabMD’s Policy 

Manual11 were in place in 2007 and 2008, there is no documentation demonstrating that 

those policies were in place, and if they were in place, at least some of those policies 

were not being enforced. For example:  

LabMD contends that it adopted policies in 2002 to identify and remove 
unauthorized software that had been installed on employee computers and 
to configure firewalls on employee computers to block incoming 
connection requests. If these policies had been implemented, unauthorized 
software would have been detected and removed from employee 
computers, and computers located outside LabMD’s network would not be 
able to initiate communications with computers inside the network. As 
discussed in Paragraphs 41-43, above, LimeWire, an unauthorized P2P file 
sharing program, was installed on the Billing Manager’s computer in 2005 
or 2006 and used to share files. LabMD’s processes did not detect the 
software or prevent its use. LabMD removed the software in May, 2008, 
approximately two to three years from the date of installation, after being 
informed that the 1,718 File was found on a P2P network. 

In 2007 and 2008, when LabMD contends that the policies in its Policy 
Manual were in place, LabMD did not provide the encryption tools listed 
in its policy or provide staff with training on how to secure sensitive 
information included in emails or attachments.12

c. LabMD’s Policy Manual and its Computer Hardware, Software and Data Usage 

and Security Policy Manual,13 both of which were written in 2010, are not sufficiently 

comprehensive. For example, they lack specific policies that describe how Personal 

Information is protected during transmission between the physician offices and LabMD, 

and whether sensitive information is to be stored in an encrypted format. 

11 See FTC-LABMD-003141 through FTC-LabMD-003162 (CX0006); John Boyle February 5, 2013, 
Investigational Hearing Transcript, pp. 91-92. 
12 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 277-278; Alison Simmons 
May 2, 2013 Investigational Hearing Transcript, p. 163. 
13 See FTC-LABMD-003141 through FTC-LabMD-003162 (CX0006); FTC-LABMD-003590-3621 (CX0007). 
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LabMD relied on the Secure Socket Layer (SSL) Protocol and HTTPS to 
encrypt communications and secure its web-based applications.14 Record 
evidence shows that LabMD’s servers allowed the use of SSL version 2.0, 
which had known security flaws.15

62. LabMD could have developed, implemented, or maintained a comprehensive information 

security program to protect consumers’ Personal Information at relatively low cost.16

B. Risk Assessment – Complaint ¶ 10(b) 

63. Complaint Counsel has asked me to provide an opinion as to whether LabMD used 

readily available measures to identify commonly known or reasonably foreseeable security risks 

and vulnerabilities on its network, which is often called “risk assessment” in the IT field. My 

opinion is organized into several parts: (1) an explanation of why risk assessment is important; 

(2) a discussion of the mechanisms and protocols IT practitioners use to assess risks; and (3) my 

opinion, including some examples of key evidence supporting those opinions. 

64. The relationship between risk assessments and reasonable security is very well known 

among IT practitioners, and frameworks for conducting risk assessments are widely available 

from many sources. When an assessment is inadequate or incomplete, network administrators 

and users may not know which risks or vulnerabilities they face and thus the security measures 

they should consider implementing. To IT practitioners, risk assessments are the foundation for 

choosing security measures that are reasonable and appropriate under their circumstances. It is an 

essential component of defense in depth. 

65. IT practitioners use a variety of measures and techniques, to assess and remediate risks. 

These include antivirus applications, firewalls, various types of vulnerability scans, intrusion 

14 SSL is the protocol that ensures that data is encrypted for HTTPS. 
15 This vulnerability is discussed in Paragraph 100, below. 
16 See, for example, footnote 8, above, and the accompanying text.  

CX0740 page 26

Exhibit 2



25

detection systems, penetration tests, file integrity monitoring, and other measures. Typically, 

each mechanism can only assess the exposure to a particular type of risk or vulnerability. 

Antivirus applications, for example, can assess the incidence of viruses on a network, but not the 

installation of unauthorized applications on the network. Logs from firewalls, for example, can 

be reviewed to identify the application and host targets of unauthorized attempts to access the 

network, but traditional firewalls are designed to block specific types of traffic, not detect 

intrusions and attacks. An IDS can be used to detect attacks and alert the IT staff that firewall 

settings should be reconfigured. External vulnerability scans, which are conducted from outside 

the network, can, for example, assess the incidence of vulnerabilities in an application inside the 

network, but not the incidence of viruses. File integrity monitoring can identify changes in 

critical files that may indicate malware has been installed on the network, but does not identify 

or remove the malware. No one mechanism can assess the exposure to all the risks and 

vulnerabilities a network may face. An appropriate risk assessment process usually requires the 

use of a number of mechanisms. 

66. Network administrators usually have a number of options to choose from in each 

mechanism category. For example, there are a number of branded antivirus applications, and 

within a brand there often are versions that differ in cost, the types of functions they can perform, 

and other aspects of performance. Properly used and reviewed, these mechanisms provide 

network administrators with essential information about risks and vulnerabilities they face. 

Having options provides companies with flexibility, so that they can balance the effectiveness of 

a mechanism, the sensitivity of the business and consumer information the assessment concerns, 

and the mechanism’s cost. 
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67. Based on my review of the evidence from the record, I have formed the opinion that 

LabMD did not use an appropriate set of readily available measures to assess risks and 

vulnerabilities to the Personal Information within its computer network during the Relevant Time 

Period.

68. Record evidence shows that, prior to 2010, LabMD used antivirus applications, firewalls, 

and manual computer inspections to assess risks within the network. These mechanisms were not 

sufficient to identify or assess risks and vulnerabilities to the Personal Information maintained on 

LabMD’s computer network.  

a. As I discussed in Paragraph 65, above, antivirus applications can assess the 

incidences of viruses on a network but cannot assess the installation of unauthorized 

applications on the network. The evidence shows that at times, LabMD did not 

effectively manage its antivirus applications, or used applications that were out of date or 

had limited risk assessment functionality. For example, at some points, the antivirus 

application LabMD used on critical servers would not scan for viruses,17 and thus could 

not identify risks to the servers. LabMD continued to use the same antivirus application 

after the vendor stopped providing updated virus definitions needed to identify newly 

discovered risks. On employee workstations, LabMD at times used antivirus applications 

that provided only limited risk assessment functionality, at least until late 2006. These 

applications could not be centrally managed by a network administrator; which meant 

that to be effective, individual employees had to update the virus definitions on their 

17 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035). 
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computers and report warnings to LabMD’s IT Department. Even after it implemented a 

more capable antivirus application, LabMD did not install it on all its equipment.18

b. The firewall product that LabMD used until 2010 had very limited risk 

assessment capabilities. It could only log a few days of network traffic, which LabMD 

only reviewed to troubleshoot a performance problem, such as a user complaint that he or 

she could not connect to a website.19 The firewall product also could not monitor traffic.20

IT practitioners use traffic monitoring to, for example, determine if sensitive consumer 

information is being exported from their networks. LabMD could have used the freely 

available mechanism, Wireshark, to do packet level analysis to provide information to 

use to determine if Personal Information left the network without authorization.

c. Evidence in the record shows that, through at least mid-2008, LabMD conducted 

manual computer inspections only in response to a physician or employee reporting that a 

computer had malfunctioned.21 Even when conducted on a regular basis, manual 

computer inspections can never be exhaustive because vulnerabilities and risks can exist 

anywhere in a computer, and human beings cannot inspect every one of those places. 

Even if they could, malicious software may, in some instances, mask its presence to 

avoid detection during a manual inspection, such as by altering the task manager 

application in Windows to prevent the malicious software’s process from being 

displayed. For these reasons, IT practitioners should not rely on manual inspections and 

18 See, for example, Christopher Maire January 9, 2014 Deposition Transcript, p. 95; Curt Kaloustian May 3, 2013 
Investigational Hearing Transcript, pp. 150-151. 
19 See, for example, Allen Truett February 27, 2014, Deposition Transcript, pp. 68-69. 
20 See, for example, Allen Truett February 27, 2014, Deposition Transcript, p. 67. 
21 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 177-178; Alison Simmons 
Investigational Hearing Transcript, pp. 78-80, 85-86; Matthew Bureau January 10, 2014 Deposition Transcript, pp. 
50-52. 
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should also use automated mechanisms, such as IDS, file integrity monitoring, and 

penetration testing to assess risks and vulnerabilities on the network. 

69. LabMD did not implement an IDS or file integrity monitoring,22 and only began 

conducting penetration tests in May 2010. These tests were limited to external facing servers and 

did not test employee workstations and computers inside LabMD’s network. LabMD could not 

adequately assess the extent of the risks and vulnerabilities of its network without using these 

automated mechanisms. 

70. A penetration test of all IP addresses on the network, for example, would have identified 

vulnerabilities like outdated software, security patches that had not been applied, administrative 

accounts with default settings, etc. IT practitioners use this information to address these 

vulnerabilities. Information from penetration tests also could have identified all open ports 

within the network and all computers that accepted connection requests. This information could 

have been used to re-configure firewalls to close unneeded ports and to deny connection requests 

for computers whose work purpose didn’t require the servicing of such requests.

71. Several well-respected and freely available penetration test and network analysis 

mechanisms have been available since 1997. Examples include: nmap (www.nmap.org, released 

1997), Nessus (free until 2008), and Wireshark (formerly Etheral, released 1998). Using these 

mechanisms, LabMD could have conducted vulnerability scans, or had vulnerability scans 

conducted for it, throughout the Relevant Time Period, and doing so would have allowed it to 

correct significant risks, including those I describe in Paragraph 72, below, much sooner. The 

22 LabMD could have implemented an IDS and file integrity monitoring during the Relevant Time Period at 
relatively low cost. For example, LabMD could have implemented SNORT, a well-respected and widely used IDS 
that has been freely available since 1998, and, as I explain in Paragraph 104 below, Stealth and OSSEC are 
examples of freely available file integrity monitoring products. 
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cost of having penetration tests is modest: the penetration test LabMD had performed in 2010 by 

ProviDyn, an IT service provider, cost $450.23

72. Evidence in the record shows that the external vulnerability scans conducted in 2010 

identified a number of well-known and significant risks and vulnerabilities on LabMD’s 

network, including some that had been known to IT practitioners for years. For example, 

ProviDyn’s April 2010 external vulnerability scan report identified a Level 5 anonymous FTP 

problem. This problem was first reported by the security community on July 14, 1993, 17 years 

before ProviDyn found it on LabMD’s Mapper server.

73. Under the IT industry standardized classification system ProviDyn used, a Level 5 risk is 

an Urgent Risk and requires immediate remediation.24

74. The process for choosing reasonable and appropriate measures to address risks 

discovered through risk assessment is well-known and understood among IT practitioners and 

businesses. Guidelines on how to select reasonable and appropriate security measures have been 

freely available for years. NIST, for example, published a standard that explained the process in 

2002.25 In 2005, the Centers for Medicare and Medicaid Services published HIPAA Security 

Series 6: Basics of Risk Analysis and Risk Management, which incorporates the central 

23 See, for example, FTC-LABMD-003732 through FTC-LABMD-003736 (CX0044); FTC-LABMD-005254 
through FTC-LABMD-005258.
24 The risk classifications ProviDyn used are the classifications in the PCI Data Security Standard, which are derived 
from the Common Vulnerability Scoring System (CVSS) established by the National Institute of Standards (NIST). 
See PCI Technical and Operational Requirements for Approved Scanning Vendors, Version 1.1 (September 2006). 
In this classification, there are 5 levels: Urgent Risk (5), Critical Risk (4), High Risk (3), Medium Risk (2), and Low 
Risk (1). Level 5 (Urgent Risk) Vulnerabilities provide remote intruders with remote root/administrative 
capabilities. With this level of vulnerability, hackers can compromise the entire host. Level 5 includes vulnerabilities 
that provide remote hackers with full file-system read and write capabilities, remote execution of commands as an 
administrative user. 
25 See NIST Risk Management Guide for Information Technology Systems SP-800-30 (July 2002), at 
http://csrc nist.gov/publications/nistpubs/800-30/sp800-30.pdf.
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principles of NIST SP 800-30 in explaining how to perform the risk analysis and risk 

management required by the HIPAA Security Rule.26

75. IT practitioners have used these concepts to identify security measures that are reasonable 

and appropriate under various circumstances for years. The basic idea is to balance the severity 

of a risk and the harm that will result if the risk is exploited against the cost of a measure that 

remediates the risk. The more sensitive the Personal Information maintained within the network, 

the greater the need for enhanced security measures, 

76. Consider the anonymous FTP problem set out in Paragraph 72, above: users are 

anonymous because no password is needed to log into the FTP service. It is an urgent risk to an 

application that LabMD used to transmit large amounts of Personal Information. Thus, the risk is 

high and the harm that would result if the risk were exploited is also high. The cost of 

remediating it is low, involving only IT-employee time to disallow anonymous log-ins. As a 

result, it would be reasonable and appropriate under these circumstances to disallow anonymous 

log-ins. The point of conducting appropriate risk assessments is to identify risks early, so that 

they can be remediated. 

77. LabMD could have used readily available measures to identify commonly known or 

reasonably foreseeable security risks and vulnerabilities on its network at relatively low cost.27

C. Access to Information Not Needed to Perform Jobs – Complaint ¶10(c) 

78. Complaint Counsel has asked me to provide opinions as to (1) whether LabMD 

maintained more Personal Information than necessary on its network and (2) whether LabMD 

26 See U.S. Department of Health and Human Services, HIPAA Security Series, “6 Basics of Security Risk Analysis 
and Risk Management” (March 2007), 
http://www hhs.gov/ocr/privacy/hipaa/administrative/securityrule/riskassessment.pdf. 
27 See, for example, Paragraph 71, above.  
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used adequate measures to prevent employees from accessing Personal Information not needed 

to perform their jobs. My opinion is organized as follows: (1) an explanation of why it is 

important for an organization to not maintain more Personal Information than necessary on its 

network; (2) my opinion concerning whether LabMD maintained more Personal Information 

than necessary on its network, including some examples of key evidence supporting those 

opinions; (3) an explanation of why limiting access to Personal Information is important; (4) a 

discussion of the mechanisms IT practitioners use to limit access to information maintained 

within a network; and (5) my opinion concerning whether LabMD used adequate measures to 

prevent employees from accessing Personal Information not needed to perform their jobs, 

including some of the evidence I considered. 

i. Whether LabMD Maintained More Personal Information than 
Necessary 

79. One of the principles of information security is for an organization to not maintain more 

information than it needs to conduct its business. This is important because, if an organization 

collects more data than is needed to conduct its business, it increases the scope of potential harm 

if the organization’s network is compromised. 

80. Based on my review of evidence from the record, I have formed the opinion that LabMD 

collected and maintained Personal Information about individuals for whom it has not performed 

testing (either directly or by outsourcing to another laboratory) and therefore did not use 

adequate measures to prevent employees from having access to Personal Information that was 

not needed to perform their jobs. 

a. Record evidence shows that LabMD collected and maintained indefinitely 

Personal Information about approximately 100,000 consumers for whom it never 

performed testing (either directly or by outsourcing to another laboratory) and that 
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LabMD did not need to maintain Personal Information about those consumers in order to 

conduct its business.28

b. LabMD could have purged the data that it collected from consumers for whom it 

did not perform testing (either directly or by outsourcing to another laboratory) through 

its database applications. Purging data from a network is the type of thing that IT 

practitioners did regularly throughout the Relevant Time Period. Correcting this issue 

would have required only the time of trained IT staff and could have been done at 

relatively low cost. 

ii. Whether LabMD Used Adequate Measures to Prevent Employees 
from Accessing Personal Information Not Needed to Perform Jobs 

81. By not limiting access to data, an organization increases the likelihood that sensitive data 

will be exposed outside of the organization by either a malicious insider or a compromised 

system. Insider threat is one of the major issues facing organizations. Though some insiders do 

not have malicious intent, some scenarios create the perfect storm for the leaking of sensitive, 

personal data, especially health data. For example, in recent years, there have been several highly 

publicized events where individuals with celebrity status had their personal health information 

exposed by an insider of the health care organization. While these events are publicized, there 

are numerous others that are not. Friends, family members, co-workers or acquaintances access 

the personal health records of an individual outside of the organizations’ policy, thereby 

violating that individual’s right to privacy. To address this problem an organization must specify 

policies and employ mechanisms that limit an employee’s access to data based on that which is 

needed to perform their daily tasks. For example, a lab tech may need information that identifies 

28 LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, ¶ 23; Michael Daugherty 
March 4, 2014 Deposition Transcript, pp. 198-199.  
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the patient, but may not need the patient's insurance information. Additionally, when an 

organization has information about a large number of people, it is not only necessary to limit the 

types of information that an employee within a specific role may access, but it is also important 

to limit the number individuals whose Personal Information the employee may access. Doing so 

reduces the impact of a malicious insider. 

82. In addition to the insider threat, when data may be accessed by multiple parties, the 

likelihood that the data may be accessed from a computer that has been compromised also 

increases. This is especially the case for organizations that do not have a comprehensive 

information security plan, and have security practices that are at best reactive. In such cases, 

when data is downloaded to a compromised computer, vulnerabilities on that computer may 

expose the data to individuals outside of the organization. 

83. A multi-pronged, defense in depth, approach must be used to effectively restrict access to 

data. The organization must first define roles for its employees and specify the types of data that 

are needed to complete the tasks that have been assigned to those roles. To enforce these roles, 

IT practitioners have long used role-based access control mechanisms to restrict access to 

sensitive data resources. These mechanisms should be employed to restrict access to data files 

and to applications that mediate access to the data.  

84. Based on my review of evidence from the record, I have formed the opinion that LabMD 

did not use adequate measures to prevent employees from accessing Personal Information that 

was not needed to perform their jobs. 

a. Record evidence shows that LabMD is unable to specify the types of Personal 

Information that each of its employees was permitted to access via LabMD’s network and 

can specify only that its employees had “various levels of access” to various types of 
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Personal Information and that “all employees could gain knowledge of any Personal 

Information regarding Consumers to the extent it was necessary to the performance of 

their job duties.”29

b. Because LabMD cannot specify the types of Personal Information that each of its 

employees was permitted to access via LabMD’s network, I conclude that LabMD did 

not specify policies and employ mechanisms to limit its employees’ access to Personal 

Information to only the types of Personal Information that the employees needed to 

perform their jobs. 

85. LabMD could have specified policies and implemented access control mechanisms to 

limit its employees’ access to Personal Information to only the types of Personal Information that 

the employees needed to perform their jobs at relatively low cost. Operating systems and 

applications have access control mechanisms embedded in them. Therefore, correcting this issue 

would have required only the time of trained IT staff and could have been done at relatively low 

cost. 

D. Information Security Training – Complaint ¶10(d) 

86. Complaint Counsel has asked me to provide an opinion as to whether LabMD adequately 

trained employees to safeguard Personal Information. My opinion is organized as follows: (1) an 

explanation of the importance of training; and (2) my opinion, including some examples of key 

evidence supporting those opinions. 

87. The user is the weakest link in any information security program. A flawless security 

mechanism can be rendered ineffective by an untrained user. For example, a username/password 

29 LabMD’s February 20, 2014 and March 17, 2014 responses to Complaint Counsel’s Interrogatory No. 2. See also, 
for example, March 10, 2014 Order on Complaint Counsel’s Motion for Discovery Sanctions, p. 5. 
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authentication mechanism is only effective when users create strong passwords. Weak passwords 

that are short in length, contain dictionary words, contain the names of relatives, or favorite 

sports teams are more easily guessed than others. Therefore, an organization should train its 

employees on how to use any security mechanisms that require employee action or any security 

mechanisms that employees are not technically prevented from reconfiguring (such as disabling 

a firewall on a workstation without IT staff approval).

88. Employees also should receive periodic training on expected and acceptable use of 

computing facilities and current threats and best usage practices.

89. Since computer threats and vulnerabilities are always evolving, IT practitioners should 

receive periodic training on the most recent advances in protecting against such threats. Several 

nationally recognized organizations provide low-cost and free IT security training courses.30

90. I see no evidence in the record indicating that LabMD’s non-IT employees received 

training on how to use security mechanisms or training on the consequences of reconfiguring 

security settings in applications and security mechanisms on their computers, such as enabling 

file-sharing, which I discuss in Section VIII.G, below.  

91. Record evidence shows that LabMD did not adequately train employees to safeguard 

Personal Information or provide appropriate opportunities for its IT employees to receive 

formalized security related training about evolving threats and how to protect against them.31

This resulted in gaps in their knowledge and a creation of security processes that were reactive, 

incomplete, ad hoc, and ineffective. For example, prior to 2010: 

30 For example, the Center for Information Security Awareness, formed in 2007, provides free security training for 
individuals and businesses with less than 25 employees. The SysAdmin Audit Network Security Institute (SANS) 
formed in 1989, provides free security training webcasts. Additional free training resources may be found at 
http://msisac.cisecurity.org/resources/videos/free-training.cfm. The Computer Emergency Response Team (CERT) 
at Carnegie Mellon University has e-learning courses for IT professionals for as low as $850. 
31 See, for example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, pp. 52-53, 60-61. 
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a. Penetration testing was never done;32

b. Software with known flaws was not updated on servers that contained Personal 

Information;33

c. Firewalls were disabled on servers that contained Personal Information;34

d. Servers executed software that was no longer supported by vendors, including 

operating system and antivirus software;35

e. There was no uniform policy requiring strong passwords or expiration of 

passwords;36

f. Personal Information was transmitted and stored in an unencrypted format;37

g. At least some employees were given administrative access accounts and were able 

to download and install software without restriction, etc.38

92. LabMD could have adequately trained employees to safeguard Personal Information at 

relatively low cost.39

E. Use of Authentication Related Security Measures – Complaint ¶10(e) 

93. Complaint Counsel has asked me to provide an opinion as to whether LabMD required 

employees, or other users with remote access to the network, to use common authentication-

32 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 92, 281-282. 
33 See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070). 
34 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 293-294. 
35 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 271-274; FTC-LABMD-
003475 through FTC-LABMD-003482 (CX0035). 
36 See, for example, Robert Hyer December 13, 2013 Deposition Transcript, pp. 25-27, 45-46; Alison Simmons May 
2, 2013 Investigational Hearing Transcript, pp. 153-154; John Boyle February 5, 2013 Investigational Hearing 
Transcript, pp. 181-184. 
37 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 62-64, 302-304. 
38 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 172; Alison Simmons 
Investigational Hearing Transcript, pp. 37-39; Robert Hyer December 13, 2013 Deposition Transcript, pp. 27-29. 
39 See, for example, footnote 30, above, and the accompanying text.  
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related security measures, such as periodically changing passwords, prohibiting the use of the 

same password across applications and programs, or using two-factor authentication. My opinion 

is organized as follows: (1) an explanation of why using authentication-related security measures 

is important; (2) a discussion of common authentication-related security measures to limit 

access; and (3) my opinion, including some examples of key evidence supporting those opinions. 

94. Organizations should use strong authentication mechanisms to control access to 

workstations. Usernames/passwords are one such mechanism, but the effectiveness of this 

mechanism depends on the strength of the passwords and how the passwords are stored and 

managed. An organization should specify policies on how to create strong passwords. For 

example, password policies should specify acceptable length, required characters (numbers, case, 

symbols), lifetime, password history, passwords to avoid, etc. To enforce these policies: 

password management should be centralized; passwords should not be stored in clear text; and a 

cryptographic hash should be applied to the password before it is stored. 

95. Based on my review of evidence from the record, I have formed the opinion that LabMD 

did not require employees or other users with remote access to its network, to use common, 

effective authentication-related security measures. 

a. Record evidence shows that LabMD did not provide specific strong password 

policies or enforcement mechanisms to ensure that strong passwords were being used to 

authenticate users and authorize them to access LabMD’s network, either on site or 

remotely. For example: 

LabMD billing employee Sandra Brown testified that she used the same 
username, sbrown, and password, labmd, to access her LabMD computer 
on site and remotely from 2006 to 2013.40

40 See Sandra Brown January 11, 2014 Deposition Transcript, p. 13.  
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LabMD created weak passwords for the nurses’ user accounts that were 
created on the computers that it placed in its physician clients’ offices. The 
typical password included the nurse’s initials.41

Although the Windows operating systems that LabMD used provided a 
centralized scheme to manage passwords, LabMD did not use that 
functionality.42

Requiring two-factor authentication for remote users would have 
implemented a defense in depth strategy and could have compensated for 
LabMD’s failure to require the use of strong passwords. LabMD did not 
use two-factor authentication.43

b. Record evidence shows that between at least October 2006 and June 2009, 

passwords required for access to Personal Information were shared by multiple LabMD 

employees.44

96. LabMD could have easily implemented strong authentication-related security measures at 

low cost. 

F. Maintenance and Updating of Operating Systems– Complaint ¶10(f) 

97. Complaint Counsel has asked me to provide an opinion as to whether LabMD maintained 

and updated operating systems of computers and other devices on its network. My opinion is 

organized as follows: (1) an explanation of the risks of using outdated software; and (2) my 

opinion, including some examples of key evidence supporting those opinions. 

41 See, for example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, pp. 46-48; Letonya Randolph 
February 4, 2014 Deposition Transcript, pp. 39-41. 
42 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 171-172; Robert Hyer 
December 13, 2013 Deposition Transcript, pp. 84-88.  
43 See, for example, Alison Simmons, May 2, 2013 Investigational Hearing Transcript, pp. 47, 144, 152, 156; Curt 
Kaloustian May 3, 2013, Investigational Hearing Transcript, pp. 254-258; Matthew Bureau January 10, 2014 
Deposition Transcript, pp. 83-84; Lawrence Hudson January 13, 2014 Deposition Transcript, pp. 74-75, 89, 183; 
Letonya Randolph February 4, 2014 Deposition Transcript, pp. 38-41.  
44 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 79; Robert Hyer December 
13, 2013 Deposition Transcript, pp. 26-27, 45, 62, 74-75. 
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98. Researchers have found that experienced programmers introduce 1 bug per every 10 lines 

of code that they write.45 Therefore, for a program like Windows Server 200346 that has 50 

million lines of code, you can expect approximately 5 million software bugs to be introduced 

while the software is being developed. While many of the bugs will be detected and fixed during 

system testing, not all bugs will be identified before the product is shipped. In addition, code that 

was added to fix a problem may also introduce new bugs.  

99. Hackers exploit software bugs to gain unauthorized access to computer resources and 

data. To limit these exploits, IT practitioners should connect to product notification systems and 

immediately apply remediation processes and updates for vulnerabilities that have been 

identified. These systems provided freely available notifications from vendors, CERT, OSVDB, 

NIST, and others throughout the Relevant Time Period.  

100. Based on my review of evidence from the record, I have formed the opinion that through 

at least 2010, LabMD did not adequately maintain and update operating systems of computers 

and other devices on its network.

a. Record evidence shows that LabMD servers executed software that had 

vulnerabilities that had been identified and reported by the security and IT community 

several years prior to being detected on LabMD computers.47 This time delay indicates 

that LabMD was neither knowledgeable of nor responsive to security alerts and software 

updates for the products that it used. 

45 See Humphrey, Watts, “A Discipline for Software Engineering,” Addison-Wesley Professional 1995. 
46 LabMD used Windows Server 2003 on at least some of its servers in May 2010. See, for example, FTC-PVD-
001038 through FTC-PVD-001079 (CX0070). 
47 See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070). 
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b. Record evidence shows that LabMD did not apply software updates in accordance 

with the policies it claims were in place during the Relevant Time Period48 and had no 

policy for updating the software on hardware devices such as firewalls and routers. 

c. Record evidence shows that LabMD’s servers were running the Windows NT 4.0 

server in 2006, two years after the product had been retired by Microsoft.49  The support 

life-cycle for Windows NT 4.0 ended on June 30, 2004, and Microsoft retired public and 

technical support and security updates on December 31, 2004. In a Microsoft press 

release, Microsoft states “Microsoft is retiring support for these products because the 

technology is outdated and can expose customers to security risks. The company 

recommends that customers who are still running Windows NT 4.0 begin migrations to 

newer, more secure Microsoft operating system products as soon as possible.”50

d. Record evidence shoes that the LabMD Labnet server was running a version of 

Veritas Backup software that was configured with the default administrative password. 

This vulnerability had a Level 5 (Urgent Risk) rating, which means that an attacker can 

compromise the entire host. This problem was detected in 2010, and the corresponding 

solution was available as early as August 15, 2005. The Veritas software on the Labnet 

server also contained a Level 4 (Critical) buffer overflow vulnerability that would allow 

an attacker to execute arbitrary code on the remote host.51 This problem was also detected 

48 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035); FTC-LABMD-003141 
through FTC-LABMD-003162 (CX0006); FTC-LABMD-003590 through FTC-LABMD-003621 (CX0007). 
49 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 271-274. 
50 “Q&A: Support for Windows NT Server 4.0 Nears End; Exchange Server 5.5 to Follow in One Year,” 
https://www microsoft.com/en-us/news/features/2004/dec04/12-03ntsupport.aspx, last accessed March 17, 2014. 
51 Level 4 risks are “Vulnerabilities expose highly sensitive information and provide hackers with remote user 
capabilities. Intruders have partial access to file system; for example, full read access without full write access.”

CX0740 page 42

Exhibit 2



41

in 2010, and the corresponding solution was made available by the vendor on July 11, 

2007.

e. Record evidence shows that several LabMD servers were running Integrated 

Information Services (IIS) web servers that used an insecure version of the Secure Socket 

Layer protocol (SSL 2.0).52 This vulnerability had a Level 3 (High Risk) rating, which 

means that it provided hackers with access to specific information on the host, including 

security settings.53  The vulnerability was detected on LabMD servers in 2010. Microsoft 

provided instructions on how to disable SSL 2.0 as early as April 23, 2007. Microsoft 

released Windows Server 2008 along with IIS 7.0 on February 27, 2008 and 

recommended both as upgrades to address the SSL 2.0 flaw. Thus, remediation for the 

flaw was available for three years prior to the vulnerability being detected on LabMD’s 

network by the ProviDyn scan. 

101. LabMD could have maintained and updated operating systems of computers and other 

devices on its network at relatively low cost. 

G. Prevention and Detection of Unauthorized Access – Complaint ¶10(g) 

102. Complaint Counsel has asked me to provide an opinion as to whether LabMD employed 

readily available measures to prevent or detect unauthorized access to Personal Information on 

its computer network. My opinion is organized as follows: (1) an explanation of the available 

measures and how they could have been deployed to prevent or detect unauthorized access to 

52 See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070). SSL is the protocol that ensures that 
data is encrypted for https. 
53 Level 3 risks are “High Risk vulnerabilities provide hackers with access to specific information stored on the host, 
including security settings. This level vulnerabilities could result in potential misuse of the host by intruders. 
Examples of level 3 vulnerabilities include partial disclosure of file contents, access to certain files on the host, 
directory browsing, disclosure of filtering rules and security mechanisms, susceptibility to denial of service (DoS) 
attacks, and unauthorized use of services (for example, mail relaying).”  FTC-PVD-001038 through FTC-PVD-
001079 (CX0070).  
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Personal Information; and (2) my opinion, including some examples of key evidence supporting 

those opinions. 

103. Since security threats and vulnerabilities are changing constantly, security mechanisms 

that prevent an attack can never be exhaustive. Therefore, a defense in depth strategy must 

include mechanisms that attempt to prevent the exploitation of vulnerabilities by an attacker and 

detect unauthorized access when an attack is successful. The process of detection enables the 

organization to identify and patch holes in its security system. 

104. There are several proactive, measures that should be employed, as part of a defense in 

depth strategy, to prevent the unauthorized sharing of Personal Information with external entities, 

including:

a. Employees should be given non-administrative accounts on workstations, thereby 

preventing them from installing software. Windows includes the functionality to enforce 

this policy in its operating systems package. This is a cost free measure. 

b. Backups of Personal Information should be stored on devices that are isolated 

from other employee activities. An employee’s workflow may inadvertently expose 

sensitive information to malicious software, unauthorized software, unauthorized 

individuals, unauthorized changes, etc. Therefore, backups of Personal Information 

should not be stored on multi-purpose employee workstations. Enforcing such a policy 

could be cost-free, if the organization designated an existing device for storage purposes 

only.

c. Windows operating systems provide the functionality to allow users to create 

folders that are stored on their individual workstations that can be shared with others.54

54 These folders are different from shared folders on a network server that are centrally managed by IT staff. 
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When a folder is shared, it allows others to view the files that are contained within the 

folder.

d. While shared folders facilitate document sharing within an organization, there are 

many opportunities to mis-configure the sharing settings, which may lead to the 

inadvertent sharing of sensitive information with unauthorized parties. Such 

misconfigurations may include: giving read/write permissions to unauthorized parties, 

including restricted files in the shared folders, not including password protection, etc. In 

addition to the risk of misconfigurations, file-sharing applications, like LimeWire, also 

present the contents of shared folders to other users of those applications as information 

that is available to be downloaded. Therefore, employees should not be permitted to 

create shared folders on their workstations. Enforcing a no-shared folders policy requires 

no additional software, and can be achieved by configuring folder settings to disallow 

sharing and periodic monitoring of those settings. 

e. A firewall should be employed at the network gateway to block all unwanted 

traffic from entering the network. The gateway firewall could be configured to block 

traffic destined to all unauthorized applications, such as file-sharing applications, which 

in turn would prevent traffic for those applications from entering the network. This type 

of configuring would create a list of acceptable applications and was routinely done by IT 

practitioners throughout the Relevant Time Period. 

f. In addition, all employee workstations should be configured to use a software 

firewall. On August 25, 2004, Microsoft released its Windows Firewall as part of 

Windows XP Service Pack 2. This software firewall could be configured to block all 

incoming connection requests to a workstation. This would prevent, for example, users of 
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file-sharing applications, like LimeWire, from establishing a successful connection with a 

workstation and downloading shared files. The Windows Firewall accompanied the 

operating system at no cost to the customer. 

g. Properly configuring firewalls at the network gateway and on employee 

workstations implements a defense in depth strategy for network protection. This 

provides protection and the outer network layer and the inner workstation layer to 

provide more robust protection against unauthorized attempts to access the network 

infrastructure.  

h. File Integrity Monitors (FIM) take an initial snapshot of the files that are stored on 

a computer and periodically monitor the system to determine whether any changes have 

occurred. Any change may indicate malicious activity and raises an alert notification, 

indicating further investigation is needed. A FIM can be used to determine the presence 

of unauthorized software on a system. There are both free and commercially available 

FIM products. Stealth55 and OSSEC are examples of free products, and Tripwire is an 

example of a commercial product. These are the types of mechanisms that IT 

practitioners used regularly throughout the Relevant Time Period.  

105. Based on my review of evidence from the record, I have formed the opinion that LabMD 

did not employ readily available measures to prevent or detect unauthorized access to Personal 

Information on its computer network. 

a. Record evidence shows that LabMD actively stored backups of highly sensitive 

Personal Information on the Billing Manager’s workstation.56 At least one document 

55 “Center for Information Technology, University of Groningen -- SSH-based Trust Enforcement Acquired through 
a Locally Trusted Host,” http://stealth.sourceforge net/, accessed on March 17, 2014. 
56 See FTC-LABMD-003141 through FTC-LABMD-003162 (CX0006). 
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containing [a backup of] Personal Information was stored in a shared folder on the Billing 

Manager’s workstation, which made it accessible to the unauthorized file-sharing 

application that had been previously installed on that computer.  

b. As discussed in Paragraph 61, above, record evidence shows that LabMD did not 

detect and remove the file-sharing application, LimeWire, until 2008, two to three years 

after it had been installed.57 Had LabMD used FIM products to periodically monitor the 

Billing Manager workstation during this two to three year period, it might have detected 

the LimeWire application by, for example, detecting its installation or detecting music 

files downloaded through LimeWire. FIM therefore would have strengthened a defense in 

depth approach.

c. Record evidence shows that LabMD had several firewalls, including the firewall 

that was part of its gateway router and internal firewalls, but these firewalls were not 

configured to prevent unauthorized traffic from entering the network.58

106. LabMD could have employed readily available measures to prevent or detect 

unauthorized access to Personal Information on its computer network at relatively low cost. 

57 See, for example, July 16, 2010 Letter from P. Ellis to A. Sheer (FTC-LABMD-002495 through FTC-LABMD-
002503). 
58 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 98-103. 
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University, CERIAS, October 14, 2009; The Symposium on Computing 
at Minority Institutions, April 8-10, 2010, Jackson State University, 
Jackson MS. 

“Characterizing Trustworthy Behavior of Email Servers”, CAARMS 
2009, Rice University, June 23-26, 2009; The Symposium on 
Computing at Minority Institutions, April 8-10, 2010, Jackson State 
University, Jackson MS. 

 “Hardware Enabled Access Control for Electronic Voting Systems”, 
Rose Hulman, January 6, 2009; Jackson State University, February 26, 
2009

“Hardware-enabled Access Control for the Prime III Voting System”, 
Auburn University, June 16, 2008 

“Understanding the Behaviors of Malicious Users of Pervasive 
Computing Environments”, ARO/FSTC Workshop on Insider Attacks 
and Cyber Security, June 11-12, 2007, Arlington, Virginia. 

“Trusting Your Security”, Second Annual Network Security Workshop, 
Lehigh University, May 15-16, 2006 

“Establishing a Trusted Computing Base for Software Defined Radio”, 
Information Security Institute, Johns Hopkins University, February 
2005, Baltimore, Maryland. 
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Invited Talks “Towards a Framework for Automatically Satisfying Security 
Requirements”, Department of Computer Science, Queens University, 
October 2004, Kingston, Ontario, Canada. 

“Overlay QoS”, Department of Computer Science, Auburn University, 
February 2004, Auburn, Alabama. 
“Distributed Admissions Control for Sticky QoS”, Ninth Annual 
Conference for African-American Researchers in the Mathematical 
Sciences, June 2003, West LaFayette, Indiana.

“Distributed Admissions Control for Sticky QoS”. Sixth Informs 
Telecommunications Conference, March, 2002, Boca Raton, Florida.

Panels 

Teaching

Former Congressman Lee Hamilton, Professor Fred Cate, and Professor 
Raquel Hill, “Security and Privacy in a Cyberwar World: A conversation 
about Edward Snowden, the NSA and the outlook for reform”, Indiana 
Statewide IT Conference, Indiana University, Bloomington, IN October, 
29, 2013 

R. Hill, “Building Trusting Systems: Trusting Your Security”, Workshop
on Useable Security, co-located with 11th Conference on Financial 
Cryptography and Data Security,  February 2007, Lowlands, 
Scarborough, Trinidad/Tobago. 

R. Hill, R. Campbell, “Understanding, Managing and Securing 
Ubiquitous Computing Environments”, Grace Hopper Celebration of 
Women in Computing, October 2004, Chicago, Illinois. 

C. Lester, R. Hill, M. Spencer, “Making Waves: Navigating the 
Transition from Graduate Student to Faculty Member”, Grace Hopper: 
Celebration of Women in Computing, San Diego, California, Oct. 4-6, 
2006. 

University Course Semesters Taught 
Indiana
University

I230 Analytical 
Foundations of Security 

Spring 2006, Fall 
2007-2011 

CSCI P438 Introduction to 
Computer Networks 

Fall 2009,2010,2012 

CSCI H343 Data Structures 
(Honors

Fall 2011,2012 

CSCI B649 Trusted 
Computing 

Spring 2006-2011 

CSCI B649 Data Protection Spring 2013 
Georgia
Institute of 
Technology

ECE 2030 Introduction to 
Computer Engineering 

Spring 2003, 
Summer 2003 
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Professional
Activities

Member of Technical Program Committee
IEEE International Conference on Information Technology 
(ITCC) 2005, Pervasive Computing Track 
IEEE International Conference on Communications 2006: 
Network Security and Information Assurance Symposium 
Indiana Women in Computing Conference  February 2006 
Workshop on Security, Privacy and Trust for Pervasive 
Computing Applications, September 2006, 2007, 2008, 2009, 
2010
Middleware Support for Pervasive Computing Workshop 
(PERWARE) at the 4th Conference on Pervasive Computing and 
Communications, March 2007, 2008, 2009 
IEEE International Conference on Computer Communications 
and Networks, (ICCCN'06), Network Security and 
Dependability Track, October 2006; (ICCCN’07), Pervasive 
Computing and Mobile Networking Track, August 2007. 
IFIP Sixth International Conference on Networking (Networking 
2007, 2008), 
Fourth International Conference on Testbeds and Research 
Infrastructures for the Development of Networks and 
Communities, March 17-20, 2008 (Tridentcom 2008) 
First International ICST Conference on Mobile Wireless 
Middleware, Operating Systems and Applications, February 13-
15, 2008, (Mobileware 2008, 2009,2010 

Member of Review Panel 
National Science Foundation
Department of Energy
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Appendix B 
Materials Considered or Relied Upon

IH Transcripts and Exhibits    Bates Range
13.02.05 Boyle, John - Transcript    FTC-000001-FTC-000115 
13.02.05 Boyle, John - Exhibits     FTC-000116-FTC-000376 
13.02.06 Daugherty, Michael - Transcript   FTC-000377-FTC-000416 
13.02.06 Daugherty, Michael - Exhibit #8   FTC-000225-FTC-000246 
13.02.06 Daugherty, Michael - Exhibit #14   FTC-000283-FTC-000304 
13.02.06 Daugherty, Michael - Exhibit #23   FTC-000417-FTC-000423 
13.05.02 Simmons, Alison - Transcript   FTC-000424-FTC-000493 
13.05.02 Simmons, Alison - Exhibits    FTC-000494-FTC-000512 
13.05.03 Kaloustian, Curt - Transcript   FTC-000513-FTC-000638 
13.05.03 Kaloustian, Curt - Exhibits    FTC-000639-FTC-000656 

Deposition Transcripts and Exhibits
14.01.09 Maire, Chris
14.01.10 Bureau, Matt 
14.01.11 Brown, Sandra
14.01.13 Hudson, Lawrence 
14.01.17 Maxey, Jerry Southeast Urology Network Rule 3.33 
14.01.24 Howard, Patrick 
14.04.28 Boyle, John
14.02.04 Randolph, Letonya Midtown Urology Rule 3.33 
14.02.05 Simmons, Alison
14.02.06 Martin, Jeff 
14.02.07 Gilbreth, Patricia 
14.02.14 Bradley, Brandon 
14.02.17 Carmichael, Lou 
14.03.04 Daugherty, Michael LabMD Rule 3.33
14.02.10 Daugherty, Michael 
14.01.25 Garrett, Karalyn 
14.02.21 Harris, Nicotra 
14.02.11 Parr, Jennifer 
14.01.31 Sandrev, Peter Cypress Communication Rule 3.33 
14.02.27 Truett, Allen 
13.12.02 Dooley, Jeremy 
13.11.21 Boback, Robert Tiversa Rule 3.33 
13.12.13 Hyer, Robert 

Correspondence    Bates Range
10.02.24 Ellis Letter     FTC-LABMD-002506-FTC-LABMD-002520 
10.06.04 Ellis Letter    FTC-LABMD-002523-FTC-LABMD-002524 
10.07.16 Ellis Letter    FTC-LABMD-002495-FTC-LABMD-002503 
10.07.16 Ellis Exhibits   FTC-LABMD-002505-FTC-LABMD-003131 
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10.08.30 Ellis Letter     FTC-LABMD-003132-FTC-LABMD-003137 
10.08.30 Ellis Exhibits   FTC-LABMD-003138-FTC-LABMD-003270 
11.05.16 Rosenfeld Letter   FTC-LABMD-003445-FTC-LABMD-003452 
11.05.16 Rosenfeld Exhibits   FTC-LABMD-003453-FTC-LABMD-003628 
11.05.31 Rosenfeld Letter   FTC-LABMD-003629-FTC-LABMD-003634 
11.05.31 Rosenfeld Exhibits   FTC-LABMD-003635-FTC-LABMD-003748 
11.07.22 Rosenfeld Email   FTC-LABMD-003749-FTC-LABMD-003750 
11.07.22 Rosenfeld Email   FTC-LABMD-003756-FTC-LABMD-003756 
11.07.22 Rosenfeld Email-Screenshots FTC-LABMD-003757-FTC-LABMD-003761 
11.12.21 CID to Daugherty and Responses FTC-000417-FTC-000423 
13.01.17 CID to Daugherty and Responses  NA 
11.12.21 CID to LabMD and Responses  FTC-000116-FTC-000127 
13.01.17 CID to LabMD and Reponses  NA 

Documents Produced by LabMD
FTC-LABMD-000001-FTC-LABMD-000304 
FTC-LABMD-000306-FTC-LABMD-000385  
FTC-LABMD-000388-FTC-LABMD-000603       
FTC-LABMD-000605-FTC-LABMD-000634 
FTC-LABMD-000636-FTC-LABMD-000646 
FTC-LABMD-000648-FTC-LABMD-000776 
FTC-LABMD-003139-FTC-LABMD-003444 
FTC-LABMD-003453-FTC-LABMD-003628 
FTC-LABMD-003635-FTC-LABMD-003748 
FTC-LABMD-003752-FTC-LABMD-003761 
FTC-LABMD-003763-FTC-LABMD-004358 
FTC-LABMD-004514-FTC-LABMD-004536 
FTC-LABMD-004576-FTC-LABMD-004677 
FTC-LABMD-004782-FTC-LABMD-004851 
FTC-LABMD-004882-FTC-LABMD-004891 
FTC-LABMD-004897-FTC-LABMD-004906 
FTC-LABMD-004922-FTC-LABMD-004950 
FTC-LABMD-004975-FTC-LABMD-005129 
FTC-LABMD-005160-FTC-LABMD-005221 
FTC-LABMD-005250-FTC-LABMD-005310 
FTC-LABMD-005644-FTC-LABMD-005651 
FTC-LABMD-005686-FTC-LABMD-006637 
FTC-LABMD-006820-FTC-LABMD-006823 
FTC-LABMD-006828-FTC-LABMD-006835 
FTC-LABMD-007128-FTC-LABMD-007132 
FTC-LABMD-007212-FTC-LABMD-007342 
FTC-LABMD-007463-FTC-LABMD-007507 
FTC-LABMD-007619-FTC-LABMD-007627 
FTC-LABMD-007636-FTC-LABMD-007659 
FTC-LABMD-007990-FTC-LABMD-007994 
FTC-LABMD-008022-FTC-LABMD-008036 
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FTC-LABMD-008108-FTC-LABMD-008124 
FTC-LABMD-008780-FTC-LABMD-008783 
FTC-LABMD-009955-FTC-LABMD-009958 
FTC-LABMD-009960-FTC-LABMD-010060 
FTC-LABMD-010513-FTC-LABMD-010615 
FTC-LABMD-010654-FTC-LABMD-010660 
FTC-LABMD-011103-FTC-LABMD-011106 
FTC-LABMD-011116-FTC-LABMD-011120 
FTC-LABMD-011855-FTC-LABMD-011858 
FTC-LABMD-012751-FTC-LABMD-012755 
FTC-LABMD-013286-FTC-LABMD-013289 
FTC-LABMD-013304-FTC-LABMD-013308 
FTC-LABMD-013441-FTC-LABMD-013448 
FTC-LABMD-014422-FTC-LABMD-014483 
FTC-LABMD-014512-FTC-LABMD-014521 
FTC-LABMD-014533-FTC-LABMD-014607 
FTC-LABMD-014613-FTC-LABMD-014620 
FTC-LABMD-014625-FTC-LABMD-014680 
FTC-LABMD-014689-FTC-LABMD-014692 
FTC-LABMD-014699-FTC-LABMD-014869 
FTC-LABMD-014896-FTC-LABMD-014952 
FTC-LABMD-014957-FTC-LABMD-015016 
FTC-LABMD-015020-FTC-LABMD-015218 
FTC-LABMD-015242-FTC-LABMD-015245 
FTC-LABMD-015414-FTC-LABMD-015430 
FTC-LABMD-015457-FTC-LABMD-015477 
FTC-LABMD-015491-FTC-LABMD-015525 
FTC-LABMD-015542-FTC-LABMD-015962 
FTC-LABMD-015994-FTC-LABMD-016063 
FTC-LABMD-016135-FTC-LABMD-016141 
FTC-LABMD-016148-FTC-LABMD-016179 

Documents Produced by Tiversa  
TIVERSA-FTC RESPONSE-000001-006904 

Documents Produced by Sacramento Police Department 
FTC-SAC-000001-FTC-LABMD-000044

Documents Produced by the Privacy Institute 
FTC-PRI-000001-FTC-PRI-001719

Documents Produced by Cypress Communication, LLC
FTC-CYP-000001-FTC-CYP-000001
FTC-CYP-0001656-FTC-CYP-0001725
FTC-CYP-0001729-FTC-CYP-0001733
FTC-CYP-0001735-FTC-CYP-0001757
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FTC-CYP-0001759-FTC-CYP-0001763
FTC-CYP-0001765-FTC-CYP-0001772
FTC-CYP-0001784-FTC-CYP-0001811
FTC-CYP-0001881-FTC-CYP-0001896
FTC-CYP-0001898-FTC-CYP-0001899
FTC-CYP-0001954-FTC-CYP-0001968
FTC-CYP-0001973-FTC-CYP-0001976
FTC-CYP-0001983-FTC-CYP-0001984
FTC-CYP-0002008-FTC-CYP-0002009
FTC-CYP-0002109-FTC-CYP-0002109

Documents Produced by ProviDyn, Inc.
FTC-PVD-000001-FTC-PVD-001582

Documents Produced by TrendMicro
FTC-TRM-000001-FTC-TRM-000455

Web Content Considered or Relied Upon 

The Center for Information Security Awareness, http://www.cfisa.org/, last accessed 
March 18, 2014. 
Center for Information Technology, University of Groningen -- SSH-based Trust 
Enforcement Acquired through a Locally Trusted Host, http://stealth.sourceforge.net/,
last accessed March 16, 2014.
The Computer Emergency Response Team (CERT), https://www.cert.org/, last accessed 
March 18, 2014. 
The Computer Emergency Response Team (CERT)  -- Anonymous FTP Activity (1997), 
http://www.cert.org/historical/advisories/CA-1993-10.cfm, last accessed March 18, 2014. 
Cisco -- Cisco 1841 Integrated Services Router,
http://www.cisco.com/c/en/us/products/routers/1841-integrated-services-router-
isr/index.html, last accessed March 16, 2014.
Common Vulnerabilities and Exposures – The Standard for Information Security 
Vulnerability Names, http://cve.mitre.org/cgi-bin/cvename.cgi?name=1999-0527, last 
accessed March 16, 2014.
Federal Communications Commission -- Cybersecurity for Small Businesses, 
http://www.fcc.gov/cyberforsmallbiz, last accessed March 16, 2014. 
Microsoft Forum -- Disable SSL v2 in IIS6?, http://forums.iis.net/t/1131343.aspx, last 
accessed March 16, 2014.
Microsoft News Center -- Microsoft Windows Server 2003 Is Available Worldwide 
Today (April 24, 2003), http://www.microsoft.com/en-us/news/press/2003/apr03/04-
24windowsserver2003launchpr.aspx, last accessed March 16, 2014. 
Microsoft Security TechCenter – Microsoft Security Bulletin MS05-019 – Critical, 
http://technet.microsoft.com/en-us/security/bulletin/ms05-019, last accessed March 16, 
2014.
Microsoft Security TechCenter – Security Guidance for IIS,
http://technet.microsoft.com/en-us/library/dd450371.aspx, last accessed March 16, 2014.
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Microsoft Security TechCenter – Microsoft Security Advisory (2661254),
http://technet.microsoft.com/en-us/security/advisory/2661254, last accessed March 16, 
2014.
Microsoft Security TechCenter – Microsoft Security Bulletin MS05-019 – Critical,
http://technet.microsoft.com/en-us/security/bulletin/ms05-019, last accessed March 16, 
2014.
Microsoft Support – How to disable simple file sharing and how to set permissions on a 
shared folder in Windows XP, http://support.microsoft.com/kb/307874, last accessed 
March 16, 2014.
Microsoft Support, http://support.microsoft.com/?id=187498, last accessed March 16, 
2014.
Microsoft Support – How to install and use the IIS Lockdown Wizard,
http://support.microsoft.com/kb/325864, last accessed March 16, 2014. 
Microsoft Support – Microsoft Security Advisory: Update for minimum certificate key 
length, http://support.microsoft.com/kb/2661254, last accessed March 16, 2014.
Microsoft Support, http://support.microsoft.com/kb/2661254, last accessed March 16, 
2014.
Multi-State Information Sharing & Analysis Center – Cyber Security Awareness Free 
Training and Webcasts, http://msisac.cisecurity.org/resources/videos/free-training.cfm,
last accessed March 18, 2014. 
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-2005-2611, last accessed March 
16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2005-
0048&search type=all&cves=on, last accessed March 16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-2007-3509, last accessed March 
16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2002-
1717&search type=all&cves=on, last accessed March 16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-1999-0651, last accessed March 
16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-1999-0527, last accessed March 
16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2005-
0048&search_type=all&cves=on, last accessed March 16, 2014.
National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-2007-5969, last accessed March 
16, 2014.
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National Vulnerability Database – National Cyber Awareness System, 
http://web.nvd.nist.gov/view/vuln/detail?vulnId=CVE-2003-1491, Last accessed March 
16, 2014.
Nmap.org – www.nmap.org, last accessed March 18, 2014.
Open Source SECurity, http://www.ossec.net/, last accessed March 16, 2014.
Open Source Vulnerability DataBase, http://osvdb.org/76, last accessed March 16, 2014. 
Open Source Vulnerability DataBase, http://osvdb.org/show/osvdb/193, last accessed 
March 16, 2014. 
Symantec - Symantec Backup Exec for Windows Server: PRC Interface Heap Overflow, 
Denial of Service, 
http://securityresponse.symantec.com/avcenter/security/Content/2007.07.11a.html, last 
accessed March 17, 2014. 
Symantec – VERITAS Backup Exec for Windows Servers, VERITAS Backup Exec for 
NetWare Servers, and NetBackup for NetWare Media Server Option Remote Agent 
Authentication Vulnerability, 
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b.html, last 
accessed March 17, 2014.   
The SysAdmin Audit Network Security Institute (SANS) – Information Security 
Resources, http://www.sans.org/security-resources/, last accessed March 18, 2014. 
TrendMicro – Threat Encyclopedia, http://about-
threats.trendmicro.com/us/archive/grayware/crck_vista.b, last accessed March 16, 2014.
TrendMicro – Threat Encyclopedia, http://about-
threats.trendmicro.com/Malware.aspx?id=35451&name=CRCK KEYGEN&language=a
u, last accessed March 16, 2014.
TrendMicro – Threat Encyclopedia, http://about-
threats.trendmicro.com/us/archive/grayware/CRCK KEYGEN.AU, last accessed March 
16, 2014. 
U.S. Department of Health and Human Services – Health Information Privacy: The 
Security Rule, http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/, last 
Accessed March 18, 2014. 

Articles & Publications 

Espenschied, Jon, “Five free pen-testing tools” (May 27, 2008), 
http://www.computerworld.com/s/article/9087439/Five free pen testing tools, last 
accessed March 16, 2014. 
Federal Register, Department of Health and Human Services, “Health Insurance Reform: 
Security Standards” (February 20, 2003),
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf,
last accessed March 16, 2014.
Halamka, John D., Szolovits, Peter, Rind, David, Safran, Charles, “A WWW 
Implementation of National Recommendations for Protecting Electronic Health 
Information” Journal of the American Medical Informatics, (Nov-Dec 1997), 
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC61263/, last accessed March 16, 2014.

CX0740 page 64

Exhibit 2



7

Houston, Peter, “Q&A: Support for Windows NT Server 4.0 Nears End; Exchange 
Server 5.5 to Follow in One Year,” https://www.microsoft.com/en-
us/news/features/2004/dec04/12-03ntsupport.aspx, last accessed March 17, 2014.
Kelly, Allen, “Proper Management of SSL Certificates: Why it is Critical to Your 
Organization - Part II” (September 8, 2011), 
http://www.symantec.com/connect/blogs/proper-management-ssl-certificates-why-it-
critical-your-organization-part-ii, last accessed March 16, 2014. 
Kissel, Richard, “Small Business Information Security: The Fundamentals” (October 
2009), http://csrc.nist.gov/publications/nistir/ir7621/nistir-7621.pdf, last accessed March 
16, 2014.
NIST Special Publication 800-30 Revision 1, “Guide for Conducting Risk Assessments” 
(September 18, 2012), http://csrc.nist.gov/publications/drafts/800-30-rev1/SP800-30-
Rev1-ipd.pdf, last accessed March 18, 2014. 
PCI Security Standards Council “PCI Technical and Operational Requirements for 
Approved Scanning Vendors, Version 1.1” (September 2006), 
https://www.pcisecuritystandards.org/pdfs/pci scanning procedures v1-1.pdf, last 
accessed March 18, 2014. 
SANS Institute InfoSec Reading Room, “Understanding IIS Vulnerabilities - Fix Them!” 
(2001), http://www.sans.org/reading-room/whitepapers/webservers/understanding-iis-
vulnerabilities-fix-them-296, last accessed March 16, 2014.
SANS Institute InfoSec Reading Room, “Cryptanalysis of RSA: A Survey” (2003), 
http://www.sans.org/reading-room/whitepapers/webservers/understanding-iis-
vulnerabilities-fix-them-296, last accessed March 16, 2014.
SANS Institute InfoSec Reading Room, “The Many Facets of an Information Security 
Program” (2003), https://www.sans.org/reading-room/whitepapers/awareness/facets-
information-security-program-1343, last accessed March 18, 2014.
Stoneburner, Gary, Goguen, Alice, Feringa, Alexis, “NIST Risk Management Guide for 
Information Technology Systems” NIST (July 2002), 
http://csrc.nist.gov/publications/nistpubs/800-30/sp800-30.pdf, last accessed March 18, 
2014.
U.S. Department of Health and Human Services, HIPAA Security Series, “6 Basics of 
Security Risk Analysis and Risk Management” (March 2007), 
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/riskassessment.pdf, last 
accessed March 18, 2014. 
Wagner, David, Schneier, Bruce, “Analysis of the SSL 3.0 protocol,”
https://www.schneier.com/paper-ssl.pdf, last accessed March 16, 2014.
Woody, Carol, Clinton, Larry, Internet Security Alliance, “Common Sense Guide to 
Cyber Security for Small Businesses” (March 2004), 
http://isalliance.org/publications/3C.%20Common%20Sense%20Guide%20for%20Small
%20Businesses%20-%20ISA%202004.pdf, last accessed March 18, 2014.

Books

Humphrey, Watts, “A Discipline for Software Engineering,” Addison-Wesley 
Professional (1995). 
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National Research Council, “For the Record: Protecting Electronic Health Information” 
Washington, DC: The National Academies Press (1997), 
http://www.nap.edu/openbook.php?record id=5595&page=R1, last accessed March 16, 
2014.

FTC Provided Documents 

13.08.28 Complaint
14.02.19 Complaint Counsel’s Requests for Admission to Respondent LabMD 
14.02.20 Revised Answer to Complaint Counsel’s Interrogatory 1 and 2 
14.03.03 Respondent’s Objections and Responses to Complaint Counsel’s Requests for 
Admission 
14.03.10 Order Granting In Part and Denying In Part Complaint Counsel’s Motion for 
Discovery Sanctions 
14.03.14 Order on Complaint Counsel’s Motion for Discovery Responses 
14.03.17 Respondent’s Supplemental Response to Complaint Counsel’s First Set of 
Interrogatories

Miscellaneous 

Federal Register, Department of Health and Human Services, “Standards for Privacy of 
Individually Identifiable Health Information” (October 15, 2002), 
http://www.hhs.gov/ocr/privacy/hipaa/administrative/privacyrule/privruletxt.txt, last 
accessed March 18, 2014. 
Federal Register, Department of Health and Human Services, “Health Insurance Reform: 
Security Standards” (February 20, 2003),
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf,
last accessed March 16, 2014.
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UNITED STATES OF AMERICA 
BEFORE THE FEDERAL TRADE COMMISSION 

OFFICE OF THE ADMINISTRATIVE LAW JUDGES 

____________________________________
      ) 
In the Matter of    ) 
      ) 
LabMD, Inc.,     )  Docket No. 9357 

a corporation,    ) 
Respondent.    ) 

____________________________________)

REBUTTAL EXPERT REPORT OF RAQUEL HILL, PH.D. 

I. Introduction 

1. I am Dr. Raquel Hill, a tenured professor of Computer Science at Indiana University. I 

have over 25 years of combined academic, research, and industrial experience in computing, 

with expertise in computer security, data privacy, and networking systems. I submitted an Expert 

Report on behalf of Complaint Counsel in this matter on March 18, 2014 (Initial Expert Report).1

2. I have been asked by Complaint Counsel to evaluate and comment on the Expert Report 

of Adam Fisk submitted on behalf of LabMD in this matter (Fisk Report), specifically Mr. Fisk’s 

rebuttal to my Initial Expert Report and his opinions regarding LabMD’s network security 

practices. 

3. I discussed my experience and qualifications as an expert in Section II of my Initial 

Expert Report and attached a copy of my curriculum vitae as Appendix A to my Initial Expert 

Report. In reaching my conclusions, I considered the Fisk Report and some of the materials cited 

1 See Expert Report of Raquel Hill, Ph.D., In the Matter of LabMD, Inc., Docket No. 9357, dated March 18, 2014 
(CX0740) (Initial Expert Report). 
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therein, materials listed in Appendix B to my Initial Expert Report, and the materials listed in 

Appendix A to this report.2

4. Based upon my review of these materials and my experience described in Section II of 

my Initial Expert Report, I conclude that Mr. Fisk’s opinion that “LabMD’s security was 

reasonable and adequate”3 to protect the Personal Information4 maintained on its network during 

the Relevant Time Period5 is unreliable and fundamentally flawed because:   

a. As I explain in Section II, below, Mr. Fisk’s analysis of the adequacy of LabMD’s 

security practices fails to address the goals, policies, and mechanisms of a comprehensive 

information security program that implements a defense in depth strategy; and 

b. As I explain in Sections III and IV, below, Mr. Fisk’s analysis of the adequacy of 

LabMD’s security practices is not supported by the record evidence.

5. Nothing in the Fisk Report changes my conclusion that LabMD failed to provide 

reasonable and appropriate security for Personal Information within its computer network,6 or 

the opinions that I provided in my Initial Expert Report in support of that conclusion. 

2 I reserve the right to revise or supplement my opinions based upon information learned during depositions 
conducted after the submission of this report, or any other new information relevant to this litigation that comes to 
my attention after the submission of this report. 
3 Fisk Report, p. 34. 
4 “Personal Information” has the same meaning in this report as in my Initial Expert Report. See Initial Expert 
Report, ¶ 2, n.1 (citing Complaint Counsel’s February 19, 2014 Requests for Admission to LabMD, p. 2). 
5 As I explained in Paragraphs 4 and 48 of my Initial Expert Report, the Relevant Time Period is January 2005 
through July 2010. 
6 See Initial Expert Report, ¶ 4.  
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II. Mr. Fisk’s Analysis of the Adequacy of LabMD’s Security Practices is Unreliable 

6. Mr. Fisk’s analysis of the adequacy of LabMD’s security practices during the Relevant 

Time Period is unreliable because he fails to address the goals, policies, and mechanisms of a 

comprehensive information security program that implements a defense in depth strategy.  

7. Defense in depth is the most effective way to provide reasonable security for a network, 

its computers, and the information that it stores. Implementing an appropriate defense in depth 

strategy requires more than the deployment of technical measures, such as firewalls. It requires 

that an organization identify the resources that are to be protected, specify an appropriate set of 

security goals and policies for protecting those resources, and deploy mechanisms that are 

appropriately configured to enforce those policies. Simply deploying security mechanisms 

without going through the process of developing a comprehensive set of goals and policies for 

protecting a network generally does not result in defense in depth.7 When an organization fails to 

develop a comprehensive information security program, it sets itself up to fail at protecting its 

critical and sensitive resources. 

8. Mr. Fisk fails to explain how LabMD integrated security goals, policies, and mechanisms 

into a comprehensive information security program that implements a defense in depth strategy. 

As I explained in my Initial Expert Report, an organization should implement a defense in depth 

strategy that deploys multiple security measures at each layer of the network to address the 

myriad risks that an organization faces and reduce the overall likelihood that an attack will 

succeed or an unauthorized disclosure will occur.8

7 See Initial Expert Report, ¶¶ 27-31, 52. 
8 See Initial Expert Report, ¶¶ 27-31. 
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9. An appropriate defense in depth strategy must be driven not just by the size of the 

organization, but by the resources that the organization needs to protect. For LabMD, those 

resources include large amounts of highly sensitive Personal Information, including Social 

Security numbers, medical insurance information, and medical diagnosis codes. As I explained 

in my Initial Expert Report, the more sensitive the Personal Information maintained within the 

network, the greater the need for enhanced security measures to provide reasonable and 

appropriate security.9

10. The record shows that LabMD did not specify security goals or policies that were 

sufficiently comprehensive to protect the large amounts of sensitive Personal Information 

maintained on its network during the Relevant Time Period.10 Because LabMD did not have such 

a roadmap for selecting and deploying security measures, it deployed technical security measures 

in an ad hoc manner, as the record shows.11 This left LabMD vulnerable to known or reasonably 

foreseeable threats that could have been mitigated through goal-oriented security measures such 

as risk assessments, the application of software updates, and employee training. 

11. Although Mr. Fisk does not dispute the importance of defense in depth, he fails to 

address whether LabMD implemented a defense in depth strategy. Instead he focuses his analysis 

primarily on one type of technical security measure—LabMD’s firewalls—which he contends 

adequately protected LabMD’s network.12 Because Mr. Fisk’s analysis fails to address the goals, 

policies, and mechanisms of a comprehensive information security program implementing a 

9 See Initial Expert Report, ¶¶ 74-75. 
10 See Initial Expert Report, ¶ 61. 
11 See Initial Expert Report, ¶ 91. 
12 Mr. Fisk also discusses several other LabMD security practices in his analysis. See, for example, Fisk Report, 
pp. 16-23, 33-34. As I explain in Section IV, below, Mr. Fisk’s contentions about these practices are not supported 
by the record. 
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defense in depth strategy, his conclusion that LabMD’s security practices were reasonable and 

appropriate is unreliable. 

12. As Mr. Fisk’s critique of my analysis indicates, firewalls alone are not sufficient to 

protect a network against certain known and reasonably foreseeable threats, such as LimeWire. 

Mr. Fisk acknowledges that LimeWire was designed to allow files to be shared even if the 

computer sharing files is behind a firewall that blocks incoming connection requests. This 

illustrates the importance of defense in depth, because a single technical security measure, such 

as a firewall, does not protect against this risk or other threats that are designed to evade that 

technical security measure. 

13. The fact that LimeWire was designed to evade firewall settings13 affects only two 

examples in support of my opinion that LabMD did not employ readily available measures to 

prevent or detect unauthorized access to its network. I provided a number of other examples in 

support of that opinion,14 and as I explain in Paragraph 19 below, there is additional evidence in 

the record that LabMD’s firewalls were not properly configured to block certain known and 

reasonably foreseeable threats. Therefore, the fact that LimeWire can evade firewall settings 

does not affect that opinion. It also does not affect my conclusion that LabMD failed to provide 

reasonable and appropriate security for Personal Information within its computer network, or my 

other opinions in support of that conclusion.15

13 See Fisk Report, pp. 26-28. 
14 See Initial Expert Report, ¶¶ 102-106. 
15 See Initial Expert Report, ¶ 4. Mr. Fisk also critiques my analysis of the risk of Windows shared folders. Although 
he is correct that LimeWire does not automatically present the contents of Windows shared folders to other 
LimeWire users as information that is available to be downloaded, that does not affect my analysis regarding the 
other risks associated with the use of Windows shared folders or my opinion that employees should not be permitted 
to create Windows shared folders on their workstations. See Initial Expert Report, ¶ 104(d).  
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III. Mr. Fisk’s Opinions about the Configuration of LabMD’s Firewalls and Router Are 
Not Supported by the Record Evidence 

14. Not only is Mr. Fisk’s analysis of the adequacy of LabMD’s security practices unreliable 

because it fails to address the goals, policies, and mechanisms of a comprehensive information 

security program implementing a defense in depth strategy, as I explained in Section II above, 

but it is also not supported by the record evidence. Specifically, the record does not support Mr. 

Fisk’s opinions about the configuration of LabMD’s firewalls and router, including his opinion 

that LabMD’s firewalls were configured to block all incoming connections.  

15. Mr. Fisk contends that LabMD’s firewalls were configured by default to block all 

connections that originated outside of LabMD’s network.16 He then assumes that LabMD used 

these default configurations throughout the Relevant Time Period.17 This assumption is 

fundamentally flawed because, had the LabMD firewalls been configured to block all incoming 

connections as Mr. Fisk assumes, LabMD would not have been able to conduct its business.

16. The default configurations of LabMD’s firewalls were not designed to meet the specific 

communications needs of LabMD. For LabMD to conduct business, its firewalls had to be 

configured to allow some incoming connections. For example, the firewalls had to be configured 

to allow LabMD physician clients to initiate connections from outside of LabMD’s network in 

order to transfer patient Personal Information to LabMD via File Transfer Protocol (FTP) 

transfer or through LabMD’s web-based application interface.18 If Mr. Fisk’s assumption about 

the configuration of LabMD’s firewalls were correct, LabMD’s firewalls would have blocked 

these connections, and the patient Personal Information would not have been transferred to 

16 See, for example, Fisk Report, p. 20. 
17 See, for example, Fisk Report, p. 26. 
18 For a description of how LabMD’s physician clients transferred patients’ Personal Information to LabMD, see 
Initial Expert Report, ¶¶ 33-35. 
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LabMD. However, the record shows that patient Personal Information was transferred to LabMD 

throughout the Relevant Time Period.19

17. The default firewall configurations that Mr. Fisk contends were in place would have also 

prevented LabMD’s remote employees from accessing the network,20 blocked LabMD’s 

incoming email traffic,21 and possibly prevented LabMD from receiving lab results from tests 

that it outsourced to certain other laboratories.22

18. Record evidence confirms that LabMD changed the default firewall settings during the 

Relevant Time Period. For example, an invoice from LabMD contractor APT shows that, on 

June 1, 2006, APT changed the firewall settings to allow individuals from outside of the network 

to access one or more LabMD applications. The invoice states: “Worked with Pat on setting up 

the second firewall and making sure people were able to get to the application from outside the 

network.”23

19 See, for example, LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, ¶ 17; 
Michael Daugherty March 4, 2014 Deposition Transcript, pp. 138-139; Michael Daugherty February 10, 2014 
Deposition Transcript, p. 131. 
20 The record shows that LabMD employees accessed the LabMD network remotely. See, for example, Sandra 
Brown January 11, 2014 Deposition Transcript, pp. 9-13; Jennifer Parr February 11, 2014 Deposition Transcript, 
p. 40; Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 239-240. See also Initial Expert Report, 
¶ 40.  
21 The record shows that LabMD maintained its own email server, which was located on its network. See, for 
example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, p. 163; Jennifer Parr February 11, 2014 
Deposition Transcript, pp. 44-47; FTC-LABMD-000002 through FTC-LABMD-000003 (CX0034); FTC-LABMD-
003646 (CX0039). 
22 The record shows that LabMD received lab results from other laboratories via Virtual Private Network (VPN) 
connections with those laboratories. See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing 
Transcript, p. 100; FTC-PVD-000054 (CX0052) (Final Page of ProviDyn Service Solutions Proposal listing name 
and Public IP Addresses for network security scans); FTC-PVD-001186 through FTC-PVD-001210 (CX0074) (May 
2010 Scan of LabCorp VPN). 
23 See FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035), p. 3.
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19. Mr. Fisk also contends that “[t]here is no evidence that LabMD’s firewalls were in fact 

misconfigured.” 24 Contrary to his assertion, there is evidence in the record indicating that 

LabMD’s firewalls were not properly configured to block certain known and reasonably 

foreseeable threats to LabMD’s network. For example, the external vulnerability scans that 

ProviDyn conducted in May 2010 indicate that port 10,000 was open.25 The application that used 

that port was LabMD’s Veritas backup application, which did not need to be accessed by 

individuals who were outside of LabMD’s network. Therefore, there was no business need for 

port 10,000 to be open. Furthermore, Symantec issued an alert in 2005 recommending that port 

10,000 be closed until the Veritas backup application was updated to correct a significant 

vulnerability.26 The ProviDyn external vulnerability scans show that not only was port 10,000 

open in 2010, but also that LabMD’s Veritas backup application had not been updated to correct 

the vulnerability that Symantec identified.27 Updating applications is an important part of 

reasonable and appropriate security.28

20. Mr. Fisk also speculates that Cypress may have enabled any intrusion detection and 

prevention capabilities that LabMD’s Cisco 1841 router had. There is no evidence in the record 

that is the case. To the contrary, testimony from several former LabMD employees indicates that 

LabMD had neither an intrusion detection system (IDS) nor an intrusion prevention system (IPS) 

24 See Fisk Report, p. 34. 
25 See FTC-PVD-000865 through FTC-PVD-000934 (CX0067). 
26 See Symantec – VERITAS Backup Exec for Windows Servers, VERITAS Backup Exec for NetWare Servers, 
and NetBackup for NetWare Media Server Option Remote Agent Authentication Vulnerability, 
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b html, last accessed April 11, 2014. 
27 See FTC-PVD-000865 through FTC-PVD-000934 (CX0067). 
28 See Initial Expert Report, ¶ 31. 
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in place during the Relevant Time Period.29 In addition, there is no evidence in the record of logs 

or other alerts that normally would have been created by an IDS or an IPS.

IV. Mr. Fisk’s Opinion that LabMD’s Network “Adhered to Best Practices” Is Not 
Supported by the Record Evidence 

21. In addition to his claims about the configuration of LabMD’s firewalls and router (which 

are not supported by the record, as I explained in Section III, above), Mr. Fisk makes three other 

claims in support of his opinion that “LabMD’s network adhered to best practices during the 

Relevant Time Period”: (1) LabMD outsourced its network infrastructure to Cypress and APT, 

and “there is no evidence that those firms did not deploy secure networks using best practices” 

(Cypress/APT Claim); 30 (2) Starting in 2001, LabMD had an “Employee User Account Policy” 

that prohibited downloading and “installing applications that were unnecessary for performing 

work duties” (Employee User Account Policy Claim);31 and (3) LabMD attempted to detect 

unauthorized applications by performing manual inspections that Mr. Fisk implies were as 

effective, but less efficient, than an automated File Integrity Monitor (Manual Inspection 

Claim).32 As I explain below, none of these claims is supported by the evidence in the record. 

A. Cypress/APT Claim 

22. The record evidence does not support Mr. Fisk’s Cypress/APT Claim. Rather, the 

evidence in the record indicates that Cypress was a passive ISP and that LabMD had 

29 See, for example, Allen Truett February 27, 2014 Deposition Transcript, p. 122; Robert Hyer December 13, 2013 
Deposition Transcript, pp. 123-124, 126; Patrick Howard January 24, 2014 Deposition Transcript, pp. 58, 140; Curt 
Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 92. 
30 Fisk Report, p. 33. 
31 Fisk Report, pp. 22-23, 33. 
32 Fisk Report, p. 33. 
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responsibility for the security of its network.33 For example, Cypress designee Peter Sandrev 

testified that Cypress provided LabMD a “highway to get to and from the internet” and nothing 

more, and that LabMD has responsibility for the security and management of its information.34

23. The record also indicates that the only security measures that APT deployed were: 

(1) one or more firewalls, which did not have IDS or IPS features enabled, and (2) antivirus 

software. Furthermore, the evidence shows that APT did not actively monitor the operation of 

LabMD’s firewalls, but rather monitored their operation only in an “ad hoc” way when 

responding to problems raised by LabMD employees.35

24. In addition, the record indicates that, by 2007, LabMD had started to use its own IT 

employees, headed by Curt Kaloustian, as a replacement for APT’s services.36 If Mr. Fisk is 

correct that Mr. Kaloustian had a “limited understanding of computer networks,” this is 

additional evidence that LabMD’s network was not managed using “best practices” as Mr. Fisk 

contends. Mr. Kaloustian, as LabMD’s lead IT employee, had first-hand knowledge about 

LabMD’s network and practices during much of the Relevant Time Period. Accordingly, in 

forming my opinions, I credited testimony from Mr. Kaloustian that describes LabMD’s 

practices and network setup during his tenure. 

33 See, for example, Peter Sandrev January 31, 2014 Deposition Transcript, pp. 26-27, 60-61; Curt Kaloustian 
May 3, 2013 Investigational Hearing Transcript, pp. 97-99; Jeremy Dooley December 2, 2013 Deposition 
Transcript, pp. 29-30. 
34 See Peter Sandrev January 31, 2014 Deposition Transcript, pp. 60-61. 
35 See, for example, Allen Truett February 27, 2014, Deposition Transcript, pp. 68-69, 78-79.
36 See, for example, John Boyle February 5, 2013 Investigational Hearing Transcript, pp. 64-65; John Boyle January 
28, 2014 Deposition Transcript, p. 12; July 12, 2011 Email from D. Rosenfeld to A. Sheer and R. Yodaiken (FTC-
LABMD-003749 through FTC-LABMD-003750) (CX0449); FTC-LABMD-003624 through FTC-LABMD-003625 
(CX0396) (APT “Contract Period” ran from August 2003 to March 2007). 
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B. Employee User Account Policy Claim 

25. Mr. Fisk’s Employee User Account Policy Claim is not supported by the record evidence. 

First, although Mr. Fisk contends that the policy restricting employee downloads was in place as 

of 2001, the version of the Employee User Account Policy that LabMD claims represents its 

security practices in 2007 and 2008 does not include the policy restricting employee 

downloads.37

26. In addition, the record shows that the Employee User Account Policy was not written 

until 2010. As I explained in my Initial Expert Report, it is important that security policies be in 

writing to provide guidance to employees who implement the policies and receive training about 

the policies, to facilitate changes to the policies as security threats evolve, and to communicate 

the policies to future employees.38

27. Second, contrary to Mr. Fisk’s contention, there is no evidence in the record indicating 

that, as a manager, Ms. Woodson “likely needed access to unique applications to perform her job 

duties.”39 Nonetheless, the record evidence indicates that the policy restricting employee 

downloads, even if it had existed, was not enforced with respect to managers, like Ms. Woodson, 

before summer 2009.40 In fact, former LabMD IT Manager, Robert Hyer, testified that, when he 

began working for LabMD as a contractor in summer 2009, one of the first things he did with 

respect to security was to implement technical measures to prevent all LabMD managers except 

37 Mr. Fisk cites to CX0007, see Fisk Report at 22-23, but LabMD claims that CX0006 represents its security 
practices in 2007 and 2008. See, for example, John Boyle February 5, 2013 Investigational Hearing Transcript, 
pp. 78-79, 98; August 30, 2010 Letter from P. Ellis to A. Sheer (FTC-LABMD-003132 through FTC-LABMD-
003137) (CX0446). The version of the Employee User Account Policy in CX0007 includes the policy restricting 
employee downloads. See CX0007, page 21. The version in CX0006 does not. See CX0006, page 12. 
38 See Initial Expert Report, ¶ 53.  
39 Fisk Report, p. 23. 
40 See, for example, Robert Hyer December 13, 2013 Deposition Transcript, pp. 26-30, 33-35; Curt Kaloustian May 
3, 2013 Investigational Hearing Transcript, pp. 171-172; Alison Simmons May 2, 2013 Investigational Hearing 
Transcript, pp. 38-39. 
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the Vice President of Operations from downloading applications to their computers because 

“those constraints were not being administered as they should have been” prior to his arrival.41

C. Manual Inspections Claim 

28. Mr. Fisk’s Manual Inspections Claim is not true. Automated tools, such as File Integrity 

Monitors, are not only more efficient than manual inspections at discovering unauthorized 

applications and other risks and vulnerabilities on a network, they are also significantly more 

effective. As I explained in my Initial Report, even when conducted on a regular basis, manual 

computer inspections can never be exhaustive.42 Human beings cannot inspect every place in a 

computer where vulnerabilities and risks can exist. Even if they could, malicious software may, 

in some instances, mask its presence to avoid detection during a manual inspection.43

Furthermore, the record shows that, at least until mid-2008, LabMD manually inspected 

employee computers only when an employee complained about the computer’s performance.44

29. Tellingly, LabMD’s manual inspections never discovered that LimeWire was installed on 

the billing manager’s computer even though it had been installed on the computer at least two 

years before Tiversa notified LabMD that it had found the 1,718 File on a P2P network. This 

illustrates the ineffectiveness of LabMD’s manual inspection process.45

41 See Robert Hyer December 13, 2013 Deposition Transcript, pp. 26-30, 33-35. 
42 See Initial Expert Report, ¶ 68(c). 
43 See Initial Expert Report, ¶ 68(c). 
44 See Initial Expert Report, ¶ 68(c). 
45 Mr. Fisk critiques my analysis concerning the risks associated with LabMD’s use of SSL 2.0, noting that IIS 7.0 
shipped with SSL 2.0 enabled by default. See Fisk Report at 31. Mr. Fisk does not, however, dispute that Microsoft 
warned about the vulnerabilities in SSL 2.0 as early as 2007. LabMD could have easily addressed those 
vulnerabilities by following instructions provided by Microsoft, which would disable SSL 2.0 and enable a more 
secure version of SSL, version 3.0/TLS 1.0. Mr. Fisk’s observation that yahoo.com supports SSL 2.0 is not relevant 
because it fails to take into account the large amounts of highly sensitive Personal Information that LabMD 
maintained on its network during the Relevant Time Period.  
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Appendix A 

Web Content Considered or Relied Upon 

BitTorrent For Developers, http://www.bittorrent.org/beps/bep 0003.html, last accessed 
April 11, 2014. 
Cisco 1841 Integrated Services Router, 
http://www.cisco.com/c/en/us/products/routers/1841-integrated-services-router-
isr/index.html, last accessed April 11, 2014. 
Federal Communications Commission Small Biz Cyber Planner 2.0, 
http://www.fcc.gov/cyberplanner, last accessed April 11, 2014. 
Gnutella Protocol Development, http://rfc-gnutella.sourceforge.net/developer/index.html,
last accessed April 11, 2014. 
LittleShoot P2P File Sharing Browser, http://www.littleshoot.org/, last accessed April 11, 
2014.
Microsoft Support – How to disable PCT 1.0, SSL 2.0, SSL 3.0, or TLS 1.0 in Internet 
Information Services, http://support.microsoft.com/kb/187498, last accessed April 11, 
2014.
MSDN Blogs – Support for SSL/TLS protocols on Windows, 
http://blogs.msdn.com/b/kaushal/archive/2011/10/02/support-for-ssl-tls-protocols-on-
windows.aspx, last accessed April 11, 2014. 
Symantec – VERITAS Backup Exec for Windows Servers, 
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b.html, last 
accessed April 11, 2014. 
ZyWall Firewall, 
http://help.zyxel.com/documents/webhelp/zwp1/401XJ0/en/h_Fire_DefaultRule-
Router.html, last accessed April 11, 2014. 

Articles & Publications Considered or Relied Upon 

Bloomberg BusinessWeek, “The Scent of Easy Prey” (March 14, 2001), 
http://www.businessweek.com/stories/2001-03-14/the-scent-of-an-easy-prey, last 
accessed April 11, 2014. 
Federal Communications Commission, “Cyber Security Planning Guide”, 
http://transition.fcc.gov/cyber/cyberplanner.pdf, last accessed April 11, 2014. 
Muncaster, Phil, The Register, “Dimmed but not out: Lantern anti-censorship tool 
blocked in China” (December 12, 2013), 
http://www.theregister.co.uk/2013/12/12/lantern_censorship_blocked_great_firewall/,
last accessed April 11, 2014. 
National Security Agency, “Defense in Depth: A practical strategy for achieving 
Information Assurance in today’s highly networked environments”, 
http://www.nsa.gov/ia/_files/support/defenseindepth.pdf, last accessed April 11, 2014. 
NIST Special Publication 800-30 Revision 1, “Guide for Conducting Risk Assessments” 
(September 18, 2012), http://csrc.nist.gov/publications/drafts/800-30-rev1/SP800-30-
Rev1-ipd.pdf, last accessed April 11, 2014. 
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SANS Institute InfoSec Reading Room, “Peer-to-Peer File-Sharing Networks: Security 
Risks” (2002), https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-
peer-file-sharing-networks-security-risks-510, last accessed April 11, 2014.  
VERITAS Datasheet, “VERITAS Backup Exec 10 for Windows Servers” (2004), 
http://eval.veritas.com/mktginfo/products/Datasheets/Data_Protection/bews_10_options_
datasheet.pdf, last accessed April 11, 2014. 
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UNITED STATES OF AMERICA
BEFORE THE FEDERAL TRADE COMMISSION
OFFICE OF ADMINISTRATIVE LAW JUDGES

_____________________________________
) DOCKET NO. 9357

In the Matter of )
)

LabMD, Inc., ) 
a corporation. )
____________________________________ )

RESPONDENT’S SUPPLEMENTAL RESPONSE TO COMPLAINT COUNSEL’S 
FIRST SET OF INTERROGATORIES

Respondent, LabMD, Inc. (“LabMD”), supplements its response to Complaint Counsel’s 

First Set of Interrogatories as follows:

2. For each Person identified in response to Interrogatory No. 1, state the types of Personal 

Information that the Person had authority to access.

Answer: Respondent objects to this Interrogatory to the extent that it is vague and 

ambiguous and seeks information which is neither relevant nor reasonably calculated to lead to 

the discovery of admissible evidence. Specifically, Complaint Counsel’s use of the phrase 

“authority to access” is ambiguous. Without waiving these objections and/or the foregoing 

General Objections, Respondent states that it is unable to answer this Interrogatory as worded, 

but states that all employees could gain knowledge of any Personal Information regarding 

Consumers to the extent it was necessary to the performance of their job duties. Moreover, 

Respondent points out that despite numerous depositions of LabMD employees by Complaint 

Counsel, including IT personnel, no deponent has been able to state precisely the type of 

Personal Information each employee had access to during their entire period employment from 

January 2005 through the present. According to the deposition testimony, most LabMD 

employees were aware that they had access to sufficient information to perform their jobs but 
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that they did not have access to all information on the system.  Respondent further states neither

Mike Daugherty nor Jeff Martin were able to provide the precise information that would be 

responsive to this Interrogatory as worded.

/s/ William A. Sherman, II__
Reed D. Rubinstein, Esq.
William A. Sherman, II, Esq.
Dinsmore & Shohl, LLP
801 Pennsylvania Ave., NW Suite 610
Washington, DC  20004
Phone: (202) 372-9100
Facsimile: (202) 372-9141
Email:  william.sherman@dinsmore.com

Michael D. Pepson 
Cause of Action
1919 Pennsylvania Ave., NW, Suite 650
Washington, D.C. 20006
Phone: 202.499.4232
Fax: 202.330.5842
Email: michael.pepson@causeofaction.org
Admitted only in Maryland.
Practice limited to cases in federal court and 
administrative proceedings before federal 
agencies.
Counsel for Respondent

Exhibit 7



3

CERTIFICATE OF SERVICE

This is to certify that on March 17, 2014, I served via electronic mail delivery a copy of 
the foregoing document to:

Alain Sheer
Laura Riposo VanDruff
Megan Cox 
Margaret Lassack 
Ryan Mehm
Complaint Counsel
Bureau of Consumer Protection
Federal Trade Commission
600 Pennsylvania Avenue, NW Room NJ-8100
Washington, DC 20580
Tel: (202) 326-2999 (VanDruff) Facsimile: (202) 326-3062
Email: lvandruff@ftc.gov 

By: /s/ William A. Sherman, II

552284v1
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Executive Summary 

Federal Trade Commission staff has retained me as an expert witness in the Commission’s 
administrative litigation against LabMD. Complaint Counsel has asked me to assess the likely 
risk of injury, particularly from medical identity theft, to consumers caused by the unauthorized 
disclosure of their sensitive personal information. This document is a statement of my opinions 
and contains the bases and reasons for my conclusions. It includes the following information:

• Overview of my credentials and quali cations.
• Overview of the impact of identity crimes from the perspective of consumers affected by 

the unauthorized disclosure of sensitive personal information.
• Analysis of the potential harm  and risk of harm from medical identity theft to consumers 1

whose sensitive personal information was disclosed without authorization.

I. Introduction

My name is Rick Kam, president and co-founder of ID Experts, a company specializing in data 
breach response and identity theft victim restoration. ID Experts is based in Portland, Oregon. 
Since 2003, leading healthcare, nancial, and educational organizations, and state and federal 
government agencies have relied on ID Experts to help them respond to unauthorized disclosures 
of sensitive personal information. I have had the opportunity to work on data breach incidents as 
part of ID Experts’ incident response team. ID Experts has managed hundreds of incidents, 
protecting millions of affected individuals and restoring the identities of thousands of identity 
theft victims. Within the healthcare industry, I have worked with organizations ranging in size 
from individual providers and small clinics to large hospital systems and health insurance 
companies. ID Experts is recognized as an industry leader, protecting consumers from the harms 
caused by the unauthorized disclosure of their sensitive personal data. 

My expertise includes:

• Identifying and remediating the consequences of identity theft and medical identity theft 
for consumers whose sensitive personal information was compromised.

3

The term “injury” is from the FTC complaint and is used interchangeably with the term “harm.”1
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• Helping organizations develop policies and solutions to address the growing problem of 
safeguarding sensitive personal information.

Based on my unique experience at ID Experts, I lead and participate in several cross-industry 
data-privacy working groups, resulting in the publication of industry white papers. I regularly 
speak at conferences and on webinars; work with other privacy and security experts to contribute 
articles, including a monthly guest article in Government Health IT; and offer commentary to 
privacy, breach risk, and information technology (IT) publications. 

Affiliations and Organizations 

As a privacy professional, I actively work on initiatives that focus on data privacy to protect 
consumers and their sensitive personal information, and I belong to or have belonged to the 
following organizations:

• Chair of PHI Protection Network (PPN), an interactive network of privacy professionals 
focused on expediting the adoption of best practices to protect sensitive personal medical 
information. (2012 - present)

• Chair of The Santa Fe Group Vendor Council ID Management Working Group, which 
published Victims’ Rights: Fighting Identity Crime on the Front Lines, February 2009. 
This white paper explores trends in identity crimes, the victim’s experience, and proposes 
a victim’s “bill of rights.” (2008 - 2012)

• Chair of the American National Standards Institute (ANSI) Identity Management 
Standards Panel “PHI Project,” a seminal research effort to measure nancial risk and 
implications of data breach in healthcare, led by the American National Standards 
Institute (ANSI), via its Identity Theft Prevention and Identity Management Standards 
Panel (IDSP), in partnership with the Shared Assessments Program and the Internet 
Security Alliance (ISA). The “PHI Project” produced The Financial Impact of Breached 
Protected Health Information. (2011 - 2012)

• Co-Chair of three other cross-industry working groups that published whitepapers on 
assessing cyber and data breach risks. The reports include: IDSP Workshop Report: 
Measuring Identity Theft; The Financial Management of Cyber Risk: An Implementation 
Framework for CFOs; and The Financial Impact of Cyber Risk: 50 Questions Every 
CFO Should Ask. (2007 - 2012)

• Contributor to the Research Planning Committee for the University of Texas Center for 
Identity, which focuses on identity management and identity theft risk mitigation best 

4
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practices. ID Experts provided case studies of identity crimes to an analytical repository 
of identity threats and counter measures called Identity Threat Assessment and Prediction 
(ITAP). (2009 - present)

• Member of the International Association for Privacy Professionals (IAPP), the most 
comprehensive, member-based privacy community and resource. I maintain a Certi ed 
Information Privacy Professional CIPP/US certi cation for data privacy. (2010 - present)

• Member of Healthcare Information and Management Systems Society (HIMSS), a global, 
member-based non-pro t focused on the betterment of healthcare information 
technology. (2010 - present)

• Member of the Health Care Compliance Association, (HCCA), a member-based non-
pro t that provides training, certi cation and resources in support of ethics and regulatory 
compliance in healthcare. (2011- present)

• Founding member of the Medical Identity Fraud Alliance (MIFA), a group of over 40 
private and public industry members in the ght against medical identity theft and 
medical fraud. (2013 - present)

I have attached a copy of my CV, which fully describes my background and quali cations, and 
includes a list of my publications over the last 10 years (see Appendix A). 

Compensation

The FTC has engaged me as an expert witness in support of its complaint against LabMD. The 
compensation for this work is $350 per hour, and this report and my testimony are based on the 
experience outlined in this section, a literature review (see Appendix B), and documents 
I received from the FTC. 

II. Summary of the FTC’s Request for Expert Opinion 

The Federal Trade Commission has asked me to assess the risk of injury to consumers caused by 
the unauthorized disclosure of their sensitive personal information. For the purposes of my 
analysis, I have assumed that LabMD failed to provide reasonable and appropriate security for 
consumers’ personal information maintained on its computer networks. 

5
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FTC Documents for Analysis 

I have based my analysis on my experience as outlined in Section I of this report, a literature 
review (see Appendix B), and the documents that I received and reviewed from the FTC, which 
are listed here. 

Documents related to the P2P Disclosure 

• P2P Insurance Aging le (insuranceaging_6.05.071.pdf): This is the 1,718-page le 
Tiversa discovered on a peer-to-peer (P2P) network that contained consumer data from 
the LabMD Insurance Aging Report with roughly 9,300 records. The data elements 
included in this le are:

o First and last names, and middle initials
o Dates of birth
o Nine-digit Social Security numbers (SSNs)
o Health insurance provider numbers, names, addresses, and phone numbers
o Current Procedural Terminology (CPT) Codes: Uniform set of codes de ned by 

the American Medical Association to describe medical, surgical, and diagnostic 
services.

o Billing dates and amounts 

• Transcript of the deposition of Robert Boback, CEO of Tiversa, dated November 21, 
2013, with supporting exhibits. 

• Transcript of the deposition of Alison Simmons, former LabMD IT employee, dated 
February 5, 2014, with supporting exhibits.

• Transcript of the deposition of Eric Johnson, Dean of the Owen Graduate School of 
Management at Vanderbilt University, dated February 18, 2014, with supporting 
exhibits.

• Transcript of the deposition of Michael Daugherty, President and CEO of LabMD, 
dated March 4, 2014.

Documents related to the Sacramento Disclosure

• Day Sheets from LabMD (Sacramento LabMD-Documents.pdf): These are 
documents the Sacramento Police Department found on October 5, 2012, during an arrest 
of two individuals who pleaded “no contest” to identity theft charges. The Day Sheets 
contain approximately 600 records with rst and last names, and middle initials; nine-
digit Social Security numbers; and billing dates and amounts. 

6
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• Nine (9) personal checks and one (1) money order from patients of LabMD 
(Sacramento LabMD-Documents.pdf): The Sacramento Police Department also found 
these documents on October 5, 2012, during the same arrest. Information on the checks 
include: rst and last names, and middle initials; addresses; bank routing and account 
numbers; and signatures. There are also handwritten notes with four of the personal 
checks with what appear to be SSNs, check numbers, and amounts.

• “Sacrementoresults7” spreadsheet: It contains an analysis by the FTC of the Social 
Security numbers found in the Day Sheets. The FTC used the Thomson Reuters CLEAR 
database for this analysis. This spreadsheet shows multiple instances of SSNs that are 
being, or have been, used by people with different names, which may indicate that 
identity thieves used these SSNs. 

• Transcript of the deposition of Detective Karina Jestes, dated December 17, 2013, 
with supporting exhibits. 

• Transcript of the deposition of Kevin Wilmer, FTC investigator, dated February 25, 
2014.

• Transcript of the deposition of Michael Daugherty, President and CEO of LabMD, 
dated March 4, 2014.

• Breach noti cation letter from LabMD to Peter Cuttino, letter dated March 27, 
2013. 

• Breach noti cation letter from LabMD to James Hayes, letter dated March 27, 2013. 

• FTC Consumer Sentinel Network contact records (Norris and Cuttino.pdf).

• FTC-LABMD-003914 to 3915: 3/27/13 letter from LabMD regarding personal 
information that “may have been compromised.”

• FTC-LABMD-003910 to 3911: 12/6/13 letter from LabMD regarding credit monitoring.

Other Documents Related to the FTC Investigation

• 2010.02.24 Ellis Letter to the FTC
• 2010.06.04 Ellis Letter to the FTC
• 2010.07.16 Ellis Letter to the FTC
• 2010.08.30 Ellis Letter to the FTC
• 2011.05.16 Rosenfeld Letter to the FTC 

7
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• 2011.05.31 Rosenfeld Letter to the FTC
• 2011.07.12 Rosenfeld Email to the FTC
• FTC-MID-000012: 1/6/14 letter regarding LabMD not “accepting new specimens.”
• FTC Complaint in the Matter of LabMD 
• Protective Order Governing Discovery of Material.pdf
• LabMD’s Objections to and Responses to Complaint Counsel’s Requests for 

Admission, dated March 3, 2014 
• LabMD’s Responses to Complaint Counsel’s Interrogatories and Discovery 

Requests, dated March 3, 2014 

III. Summary of Conclusions 

As consumers, we place trust in the organizations that hold our most sensitive personal 
information: Social Security numbers, nancial data, and our medical history, to name a few. We 
have con dence that they will protect this information from unauthorized disclosure. 

Once a consumer’s sensitive personal data is disclosed without authorization, that consumer has 
no control over who accesses this information, thus becoming vulnerable to identity fraud, 
identity theft, and medical identity theft. These crimes can damage a consumer’s economic well-
being and reputation, and even risk his or her health. Medical identity theft can be especially 
dif cult to resolve because it is impossible to make a victim’s personal medical history private 
again. 

In Sections V and VI of this report, I provide an overview of the impact of identity crime, with 
an emphasis on medical identity theft, and illustrate the possible harm to victims of these crimes. 
Then, based on that information, the FTC-provided documents, the literature review (see 
Appendix B), and my own expertise and experience, I provide my analysis of the LabMD case, 
speci cally:

• That consumers have no way of knowing about certain unauthorized disclosures of their 
sensitive personal information, including medical information, thus putting them at risk 
of possible harms from identity crimes, including medical identity theft.

• That use of a consumer’s SSN by other people with different names is an indication that 
identity thieves may have used the consumer’s SSN.

• That LabMD’s failure to employ reasonable and appropriate measures to prevent 
unauthorized access to consumers’ personal information is likely to cause substantial 
harm, including harm stemming from medical identity theft.

8
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Summary of LabMD Analysis 

In my opinion, LabMD’s failure to provide reasonable and appropriate security for sensitive 
personal information, including medical information, is likely to cause substantial injury to 
consumers and puts them at signi cant risk of identity crimes. The following is a summary of my 
analysis of likely risks of harm from identity theft and medical identity theft to the approximately 
10,000 consumers affected by the P2P and Sacramento disclosures. Apart from these two 
incidents, I also believe that LabMD’s failure to provide reasonable and appropriate security for 
the more than 750,000 consumers’ personal information maintained on its computer networks 
creates a risk of unauthorized disclosure of this information. These unauthorized disclosures and 
the failure to provide reasonable and appropriate security are likely to cause substantial harm to 
these consumers.

P2P Disclosure 

• Approximately 9,300 consumers from the May 2008 unauthorized disclosure are at 
signi cant risk of harm from identity crimes. 

• LabMD did not notify the 9,300 consumers whose personal information was contained in 
the 1,718-page P2P Insurance Aging le that Tiversa discovered on February 5, 2008. 
Robert Boback indicated in his testimony on November 21, 2013, that this le was found 
on peer-to-peer networks. He indicated that at four of the IP addresses on which Tiversa 
found the 1,718-page P2P Insurance Aging le, Tiversa also found unrelated sensitive 
consumer information that could be used to commit identity theft, including passwords, 
tax returns, account numbers, and Social Security numbers. 

• These 9,300 consumers have had no opportunity to mitigate the risk of harm because 
LabMD, which has known about the unauthorized disclosure of their personal 
information since May 2008, has not noti ed them of this disclosure. Even if LabMD had 
provided notice, consumers would still remain at risk of harm from identity crimes since 
this unauthorized disclosure included Social Security numbers and health insurance 
numbers, which can be used to commit identity crimes over an extended period of time. 

• There is a signi cant risk of reputational damage for 3,000 or more consumers from the 
unauthorized disclosure of sensitive medical information, speci cally diagnostic codes 
indicating tests for prostate cancer, herpes, hepatitis, HIV, and testosterone levels.

9
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Sacramento Disclosure 

The approximately 600 consumers whose personal information was contained in the LabMD 
documents found in the hands of Sacramento identity thieves are at risk of harm from identity 
crimes. In March 2013, LabMD noti ed these consumers about the incident. LabMD’s March 
2013 noti cation gave the affected consumers an opportunity to mitigate some risks of harm. 
However, consumers receiving noti cation of data breaches are not immune to identity crime, 
and they remain at risk of harm from identity crimes.

Consumer Harm from Failing to Provide Reasonable and Appropriate 
Security

There is a risk of harm to consumers when a company fails to protect sensitive personal 
information. Apart from the P2P and Sacramento incidents, I also believe that LabMD’s failure 
to provide reasonable and appropriate security for all of its consumers’ personal information 
maintained on its computer networks increases the risk of unauthorized disclosure of this 
information—likely causing substantial harm to these consumers. This harm often takes the form 
of identity crimes, including identity theft, identity fraud, and medical identity theft.

IV. Identity Crime: An Overview 

This section provides a short overview of the different types of identity crimes—identity theft, 
identity fraud, and medical identity theft.

Definition of Identity Theft and Identity Fraud 

Identity theft occurs when someone uses another person’s identity without his or her permission. 
This could include using another person’s name, address, date of birth, Social Security number, 
credit card and banking information, drivers license, or any combination of these types of 
personal identi ers to impersonate them. Collectively, this type of information is known as 
personally identi able information, or PII. 

Identity fraud, for purposes of this report, is the unauthorized use of some portion of another 
person’s information to achieve illicit nancial gain. This de nition is consistent with that used 
by Javelin Strategy and Research. In my role at ID Experts, I have managed teams working with 
thousands of identity theft and identity fraud victims, helping them pinpoint the issues identity 
thieves caused and working to expunge any negative records created by the identity thieves. 
Identity thieves can use PII to commit numerous crimes, as illustrated by this list of types of theft 
that teams working under my supervision have helped consumers resolve:

10
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• Using another person’s SSN to create credentials such as fake drivers licenses and birth 
certi cates to perpetrate and legitimize identity fraud. 

• New accounts for major credit cards, various retail store cards, and mail-order accounts.
• Takeover of legitimate victim accounts resulting in fraudulent purchases, including goods 

and services.
• New bank accounts, including checking/savings/investment, resulting in several bank 

accounts reported to collections.
• Check counterfeiting and forgery.
• Fraudulent tax returns causing victims not to receive their refunds or to seem to owe 

extensive funds.
• Payday loan fraud reported to collections and other agencies.
• New auto nancing accounts for multiple vehicle purchases. These vehicles were then not 

registered, incurring fees to the victim and making it impossible for them to legitimately 
register their own vehicles, while the thief sold the fraudulently purchased vehicles.

• Fake drivers licenses created to perpetrate and legitimize fraud, further complicating the 
dispute process.

• Employment fraud, in which an individual fraudulently works in another state and reports 
the wages, causing the victim to receive tax notices for non-payment and have dif culty 

ling legitimate tax returns.
• Merchant processing accounts set up under fake businesses to take credit card payments.

According to the 2014 Identity Fraud Report by Javelin Strategy and Research, nearly one in 
three data breach victims (30.5%) also fell victim to identity fraud in 2013.2

Definition of Medical Identity Theft 

Medical identity theft occurs when someone uses another person’s medical identity to 
fraudulently receive medical services, prescription drugs and goods, as well as attempts to 
fraudulently bill private and public health insurance entities.

A person’s medical identity is comprised of a number of personal data elements. The teams I 
have supervised at ID Experts have worked on hundreds of healthcare data breaches, in which 
many of the following data elements were affected:

• Name
• Medical record number
• Health insurance number

11

2014 Identity Fraud Report: Card Data Breaches and Inadequate Consumer Password Habits Fuel Disturbing 2

Fraud Trends, p. 29, February 2014, by Javelin Strategy & Research.
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• Other demographics (which may include address, phone number)
• Charge amounts for services
• Social Security number
• Medicare number (which contains a person’s nine-digit SSN)
• Date of birth
• Financial account information
• Patient diagnosis [i.e., International Classi cation of Diseases (ICD), and Current 

Procedural Terminology Codes (CPT)]

Medical identity theft is a serious problem, affecting an estimated 1.84 million Americans.3

Identity Thieves and Identity Fraud

It may take months or years for a consumer to learn that his or her sensitive personal information 
was disclosed without authorization and misused to commit an identity crime. This is due, in 
part, to identity criminals committing a wide variety of identity fraud, some of which may be 
dif cult for the consumer to detect. The teams I have managed at ID Experts work with victims 
who, in many cases, have several identity fraud issues. A number of the victims we have worked 
with continue to be harmed, since identity thieves will resell their sensitive personal information 
to other identity thieves, thus perpetuating the harms for years. 

In 2007, Utica College did a study using 517 actual identity theft cases investigated by the U.S. 
Secret Service.  The study did not depend on self-reported victim data. The purpose of the study 4

was to understand the nature, perpetrators, and case characteristics of identity crimes. It found 
the most signi cant motive for identity thieves to commit identity fraud is for personal nancial 
gain (see Table 1 below).

12

2013 Survey on Medical Identity Theft, p. 2, September 2013, by Ponemon Institute. From http://medid3 -
fraud.org/2013-survey-on-medical-identity-theft/.

Identity Fraud Trends and Patterns: Building a Data-Based Foundation for Proactive Enforcement, p. 38, October 4

2007, by Center for Identity Management and Information Protection, Utica College. From http://www.utica.edu/
academic/institutes/ecii/publications/media/cimip id theft study oct 22 noon.pdf.
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V. Impact of Identity Crimes on Victims 

This section highlights the range of harms that can befall victims of the various forms of identity 
crimes, with an emphasis on medical identity theft. Here are just a few examples of the 
challenges and frustrations a typical identity crime victim may experience based on my work at 
ID Experts:

• The victim may have to deal with a dizzying array of businesses and government 
institutions. It is not uncommon for an identity thief to establish as many as ve 
fraudulent accounts. In healthcare, for example, a visit to the emergency room would 
result in several bills (i.e. ambulance, lab, emergency room, doctors). Victims would need 
to contact each of these entities to dispute fraudulent charges and close these accounts. In 
many cases this entails following up and submitting copies of a police report, ID theft 
af davit, proof of residence, and identi cation. The victim may have to contact the entity 
several times to ensure his or her accounts are corrected and all negative records created 
by the identity thieves are expunged. 

Table 1: Motivating Factors for Committing Identity Theft or Fraud

Motive Number Percentage

Use stolen ID to obtain and use credit 228 45.3%

Use stolen ID to procure cash 166 33%

Use stolen ID to conceal actual identity 114 22.7%

Use stolen ID to apply for loans to buy vehicles 105 20.9%

Use stolen ID to manufacture and sell 
fraudulent IDs

39 7.7%

Use stolen ID to obtain cell phones and services 23 4.6%

Use stolen ID to gain government benefits 19 3.8%

Use stolen ID to procure drugs 11 2.2%

13
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• Some local police departments won’t accept a police report from an identity theft victim. 
In our experience, we are aware that taking police reports related to identity crimes works 
against department crime metrics, which may be a disincentive for police to help victims.

• There is no central “medical identity bureau” where a consumer can set up a fraud alert, 
like they can with the credit bureaus. He or she has no way to notify healthcare providers 
or payers, or receive consumer alerts, which are part of credit monitoring services. As a 
result, identity thieves can continue to use a consumer’s medical identity to commit 
identity crimes.

• If criminal acts are committed under a stolen identity, the rst news a victim often has of 
the theft may be when he or she is arrested. The identity thief’s arrest record may also 
show up in background checks of a victim, affecting things such as passing security 
clearances, receiving a drivers license, and taking advantage of career opportunities.

• If a victim’s checkbook is stolen, this usually means closing out the old account, opening 
a new one, and ling a police report in case merchants were cheated with bad checks. 
Some nancial institutions won’t reimburse all fraud losses for checking or savings 
accounts until they are con rmed as fraudulent, which may impact a consumer’s ability 
to pay his or her bills. 

• Identity thieves submitting fraudulent tax returns is another growing problem affecting 
approximately 1.8 million consumers.  Tax identity theft typically prevents victims from 5

being able to successfully le their tax returns and obtain refunds.  The delay can extend, 6

in some cases, as long as six months.  This delay materially affects victims’ cash ow.7

• Many hospitals and clinics do not have staff training or internal processes to help victims 
of identity theft and medical identity theft. Consumers may not get help or a response 
unless they can get to a manager, such as the organization’s chief medical of cer or 
compliance of cer.

14

“Detection Has Improved; However, Identity Theft Continues to Result in Billions of Dollars in Potentially Fraudu5 -
lent Tax Returns,” No. 2013-40-122 (Sept. 20, 2013) (public) p. 1, by Treasury Inspector General. From http://
www.treasury.gov/tigta/auditreports/2013reports/201340122fr.html.

 “Tips for Taxpayers, Victims about Identity Theft and Tax Returns,” by Internal Revenue Service, January 2013. 6

From http://www.irs.gov/uac/Newsroom/Tips-for-Taxpayers,-Victims-about-Identity-Theft-and-Tax-Returns.

 Ibid.7
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• The victim of medical identity theft may have the integrity of their electronic health 
record compromised if the health information of the identity thief has merged with that of 
the victim. The resulting inaccuracies may cause serious health and safety risks to the 
victim, such as the wrong blood type or life-threatening drug allergies. 

Financial Harm from Medical Identity Theft  

The 2013 Survey on Medical Identity Theft by Ponemon Institute found that 36 percent of 
medical identity theft victims incurred an average of $18,660 in out-of-pocket expenses.  These 8

costs stem from medical identity theft and include: 1) reimbursement to healthcare providers for 
services received by the identity thief; 2) money spent on identity protection, credit counseling, 
and legal counsel; and 3) payment for medical services and prescriptions because of a lapse in 
healthcare coverage.  9

Other Harms from Medical Identity Theft 

In addition to out-of-pocket costs, victims spent a signi cant amount of time resolving the 
problems caused by medical identity theft. According to the Ponemon Institute survey, the 
amount of time it takes to resolve the crime can discourage victims of medical identity theft from 
even trying to x the problem. This is due, in part, because healthcare organizations believe they 
cannot release medical records that include the identity thief’s sensitive personal information to a 
victim of medical identity theft. For those victims who did try, 36 percent of respondents say it 
took nearly a year or more working with their healthcare providers or insurers to resolve the 
crime, and 48 percent say “the crime is still not resolved.”10

Another problem is health insurance. The Ponemon survey found that 39 percent of medical 
identity theft victims lost their healthcare coverage.  Most life and health insurance 11

organizations subscribe to organizations such as the Medical Information Bureau, which is an 
insurance consumer reporting agency that maintains a database of medical information to help 
insurers determine risk and insurance rates for individual consumers.  A medical identity theft 12

victim who has been diagnosed with and received prescriptions for conditions that are costly to 
treat, like cancer or HIV, could possibly lose life or health insurance coverage.

15

 Ponemon Institute 2013 Survey on Medical Identity Theft, p. 5.8

 Ponemon Institute 2013 Survey on Medical Identity Theft, p. 5.9

 Ponemon 2013 Survey on Medical Identity Theft, p. 12.10

 Ponemon 2013 Survey on Medical Identity Theft, p. 10.11

 The Facts about the Medical Information Bureau (MIB). From http://www.mib.com/facts about mib.html.12
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The Ponemon survey on medical identity theft breaks down other harms of medical identity theft 
to victims including serious health-related risks, loss of con dence in their medical care provider, 
and more. Using statistics from the Ponemon study,  Table 2 below illustrates the health risks to 13

victims of medical identity theft:

*Consequences as a result of inaccuracies in health records.
+ Respondents were permitted two choices for this portion of the survey.

Potential for Reputational Harm from Medical Identity Theft 

Reputational harm can occur from the loss of sensitive personal health information. Medical 
identity theft victims who may have sexually transmitted diseases are particularly sensitive to 
having their condition disclosed. Consumers diagnosed with cancer may feel similarly 
stigmatized. There have also been cases of criminals trying to extort money in exchange for not 
disclosing sensitive information. Two cases were reported in 2008, in which criminals tried to 
extort money from Express Scripts and Medical Excess LLC, a subsidiary of AIG, in return for 
not disclosing health records.  14

Table 2. Other Harms from Medical Identity Theft Ponemon Percentage of 
Medical Identity Victims

Misdiagnosis of Illness*+ 15%

Delay in Receiving Medical Treatment*+ 14%

Mistreatment of Illness*+ 13%

Wrong pharmaceuticals prescribed*+ 11%

16

 Ponemon 2013 Survey on Medical Identity Theft, p. 8.13

 “Express Scripts Data Breach Leads to Extortion Attempt,” by Sarah Rubenstein, November 7, 2008, Wall Street 14

Journal Health Blog, http://blogs.wsj.com/health/2008/11/07/express-scripts-data-breach-leads-to-extortion-
attempt/.
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VI. Analysis of Risk of Harm from LabMD’s Failure to Protect 
Consumer Data 

In this section, I analyze the risk of harm from medical identity theft to consumers resulting from 

LabMD’s failure to provide reasonable and appropriate security for consumers’ personal 
information maintained on its computer networks. Speci cally, I identify the possible harm to the 
approximately 10,000 consumers known to be affected by LabMD’s unauthorized disclosures of 
sensitive personal information. Given the speci c circumstances of this case, in which LabMD’s 
sensitive consumer data was found in the hands of known identity thieves and the fact that this 
sensitive consumer data was found on P2P networks as recently as November 2013—and may 
still exist on these networks—these estimates should be viewed as a oor versus universe of 
potential harms that could befall the 10,000 affected consumers. 

I also explain how, irrespective of these two incidents, LabMD’s failure to provide reasonable 
and appropriate security for more than 750,000 consumers’ personal information maintained on 
its computer networks creates a risk of unauthorized disclosure of this information, thus causing 
a likelihood of substantial harm to consumers. 

Consumers’ Ability to Avoid Possible Harms 

A consumer cannot know about the security practices of every company that collects or 
maintains his or her personal information. As a result, states have enacted data breach 
noti cation laws (see Appendix C for a list of the state data breach noti cation laws in effect in 
May 2008). Generally, noti cations are intended to alert affected consumers of a breach so that 
they can take actions to reduce their risk of harm from identity crime. Without noti cation, 
consumers have no way of independently knowing about an organization’s unauthorized 
disclosure of their sensitive information.

It should be noted that breach noti cation doesn’t completely eliminate the risk of harm to 
consumers from identity crimes. The fact that a consumer’s sensitive personal information has 
been disclosed signi cantly increases the risk of harm—especially if this information is in the 
possession of criminals. Javelin Research nds that almost one in three data breach victims in 
2013 fell victim to identity fraud in the same year.  15

For my analysis I used the following four factors to examine the likely risk of harm to consumers 
from the unauthorized disclosure of their sensitive personal information:

17

 Javelin 2014 Identity Fraud Report, p. 8.15
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1. The nature and extent of the sensitive personal information involved, including the types of 
identi ers and the likelihood of re-identi cation. In other words, could the disclosed 
consumer data elements be used to facilitate identity theft, identity fraud, and medical 
identity theft? Was sensitive personal data part of the unauthorized disclosure (e.g., name, 
medical records, health insurance number, diagnostic codes)?

2. The unauthorized person who used the protected health information or to whom the 
disclosure was made. For instance, was this an employee disclosing the information to 
another employee, which poses a low risk, versus to an unauthorized individual not 
associated with that entity, be it another consumer, business, identity thief, etc.?

3. Whether the sensitive personal information was actually acquired or viewed. An example: 
Was the information stored on a secure encrypted device such as a laptop or storage drive, or 
were they paper health records left on a public bus and viewed by others?

4. The extent to which the risk to the protected health information has been mitigated. For 
instance: Were copies of sensitive information destroyed during its recovery from 
unauthorized parties, or is the data still available for others to misuse?   

Analysis of the P2P Disclosure (9,300 records) 

According to the materials supplied by the FTC, Tiversa alerted LabMD of the unauthorized 
disclosure of the P2P Insurance Aging le that contained 9,300 consumer records in May 2008. 
The compromised data included:

• First and last names, and middle initials
• Dates of birth
• Nine-digit Social Security numbers
• Health insurance provider numbers, names, addresses, and phone numbers
• Current Procedural Terminology (CPT) diagnostic codes
• Billing dates and amounts 

I analyzed these data elements looking at the rst risk factor, speci cally the nature and extent of 
the information disclosed. Approximately 9,300 consumers’ sensitive data was found in a 
LabMD document available on a P2P network on February 5, 2008, in clear text, according to 
Robert Boback’s testimony. The disclosure of names with corresponding Social Security 
numbers, health insurance provider numbers, and CPT diagnostic codes pose a greater risk of 
various identity crimes.
 

18
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The second and third risk factors consider to whom the disclosure was made and whether the 
information was acquired and viewed. In his testimony, Boback said that the P2P Insurance 
Aging le was found at four IP address along with unrelated sensitive consumer information that 
could be used to commit identity theft. Boback also testi ed sensitive consumer information in 
the P2P le could be available to anyone who had access to the peer-to-peer network. He also 
stated that law enforcement had apprehended someone suspected of identity theft or fraud using 
one of the IP addresses. 

The fourth risk factor is the extent to which the risk to a consumer’s personal information has 
been mitigated. According to Boback’s testimony, the P2P Insurance Aging le was rst found 
on the peer-to-peer network on February 5, 2008, at IP address 68.107.85.250. It was found again 
on November 5, 2008, at IP address 173.16.83.112; again on April 7, 2011, at IP address 
201.194.118.82; and yet again on June 9th in 2011, at IP address 90.215.200.56. Boback also 
said Tiversa searched for the le in preparation for his testimony on November 21, 2013, and still 
found the le available on the P2P network. LabMD did not mitigate the risk of identity crimes 
created by this unauthorized disclosure by notifying consumers.  In my experience, a signi cant 
number of these consumers have or could still fall victim to identity crimes since they have no 
way of independently knowing that LabMD disclosed their information without authorization 
almost 6 years ago.  This unauthorized disclosure puts the affected consumers at a signi cantly 
higher risk of identity crimes than the general public.

Harm from P2P Disclosure  

Estimated Financial Out-of-Pocket Cost to Victims of Medical Identity Theft 
According to the ndings from the 2013 Survey on Medical Identity Theft by Ponemon Institute, 
0.0082 is the estimated base rate for medical identity theft in the U.S.  This represents the 16

proportion of consumers who indicated that they were medical identity theft victims, as drawn 
from a representative panel of 5,000 adult-aged U.S. consumers.   17

Therefore: 

9,300 breached records x 0.0082 = 76, the estimated number of victims for medical identity theft.

The Ponemon study also found that 36 percent of victims of medical identity theft paid an 
average of $18,660 in out-of-pocket costs. 

19

 Ponemon 2013 Survey on Medical Identity Theft, p. 2.16

 Ponemon 2013 Survey on Medical Identity Theft, p. 27.17
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Therefore: 

9,300 breached victims x 0.0082 base rate x 0.36 = 27 potential victims who would have to pay 
the average of $18,660 in out-of-pocket costs. Consumers’ out-of-pocket costs would exceed 
$500,000.

Estimation of “Other” Injury from Medical Identity Theft 

As discussed in Section V, medical identity theft and identity fraud have the potential to cause 
“substantial injury” to consumers in ways that are not directly related to nances. And as also 
mentioned above, LabMD’s failure to notify the 9,300 individuals whose information is in the 
P2P Insurance Aging le potentially puts these consumers’ health and safety at risk. 

Table 3 below estimates the number of these consumers who could experience other kinds of 
harm.18

*Consequences as a result of inaccuracies in health records.

+ Respondents were permitted two choices for this portion of the survey.

** Calculation for number of possible victims is number of medical records (9,300) x 0.0082 Ponemon percentage of medical 

identity theft victims x Ponemon “% other harm.”

Table 3. Projected Number of Victims Suffering “Other Harms” from Medical Identity Theft

“Other Harms” from Medical 
Identity Theft

Ponemon % of 
Medical Identity 
Victims

Projected
Number of 
Victims**

Misdiagnosis of Illness*+ 15% 11

Delay in Receiving Medical 
Treatment*+

14% 11

Mistreatment of Illness*+ 13% 10

Wrong pharmaceuticals prescribed*+ 11% 8

Loss of health insurance coverage 39% 30

20

 Ponemon 2013 Survey on Medical Identity Theft, pp. 8,10.18
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Reputational Injury from Medical Identity Theft 

In addition to SSNs and health insurance information, some of the most sensitive medical 
information disclosed by LabMD are the CPT codes indicating various tests that had been 
performed. (For an analysis of each CPT code included in the 1,718-page P2P Insurance Aging 

le, please see Appendix D.) The consumers identi ed in this le had various medical tests 
performed, as indicated by the CPT codes. Several of the CPT codes indicate tests for the 
presence of prostate cancer, testosterone levels, or STDs—speci cally HIV, hepatitis, and herpes. 

• There were 3,195 instances of CPT code 84153; 548 instances of CPT code 84154; and 
109 instances of CPT code G0103. These CPT codes describe tests for “prostate speci c 
antigen”—an indication of possible prostate cancer. More than 3,000 consumers had 
these CPT codes linked to their name.

• There were 134 instances of CPT code 84402 and 435 instances of CPT code 84403, 
which test for testosterone levels. Testosterone results can be used to evaluate men for 
testicular dysfunction. In men, low levels of testosterone may cause reduced fertility or 
lack of libido. More than 400 consumers had these CPT codes linked to their name.

• Nineteen (19) consumers had one or more of the following CPT codes, indicating tests 
for herpes: 86694, 86695, and 86696.

• Six consumers (6) had one or more of these CPT codes, indicating tests for hepatitis B or 
C: 86705 and/or 86706.

• There were 13 instances of CPT code 86689, which indicates a test for HIV. 

Testing for these sensitive medical conditions does not necessarily indicate a diagnosis. 
However, disclosure of the fact that the tests were performed could cause embarrassment or other 
negative outcomes, including reputational harm and changes to insurance for these consumers, 
including life, health, and disability insurance. Once this health data is disclosed, it is impossible 
to restore the consumers’ privacy.

Analysis of Sacramento Disclosure (~600 Records on Day Sheets, 9 Personal 
Checks, 1 money order) 

The Sacramento Police Department discovered sensitive personal information in the possession 
of known identity thieves, including 40 pages of Day Sheets with approximately 600 records, 
and nine personal checks and one money order made out to LabMD. The compromised data 
contained on the LabMD Day Sheets included:

• First and last names, and middle initials
• Nine-digit Social Security numbers

21
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• Billing dates and amounts

The compromised data contained on the nine checks included:
• First and last names, and middle initials
• Address
• Nine-digit Social Security numbers
• Bank routing and account numbers (on checks)
• Amounts
• Signatures
• Handwritten comments that appear to be SSNs, check numbers, and amounts 

I analyzed these data elements using the rst risk factor: the nature and extent of sensitive 
personal information disclosed. This incident disclosed sensitive consumer information, 
speci cally names, nine-digit SSNs, and bank routing and account numbers on the nine checks. 
This sensitive personal information could be used to commit identity theft and identity fraud. 

The Sacramento Police Department found 40 pages of LabMD Day Sheets and nine checks 
during an arrest on October 5, 2012, in the possession of two individuals who pleaded “no 
contest” to identity theft. While Detective Jestes said in her testimony that she could not con rm 
that the identity thieves used this data to commit identity fraud, the fact that known identity 
thieves acquired this information increases the possibility that the crime occurred. I based this 
analysis on the second and third risk factors—who had access to and who viewed the data.

The fourth risk factor considers what actions LabMD has taken to reduce the risk of harm to 
consumers. Michael Daugherty said LabMD noti ed the consumers listed on the Day Sheets on 
March 27, 2013. LabMD mitigated some of the risk of harm for these consumers with 
noti cation and tools like credit monitoring. Even though LabMD provided notice, however, 
there is a strong possibility some of the approximately 600 consumers will still fall victim to 
identity theft and identity fraud. In particular, the unauthorized disclosure of SSNs creates the 
opportunity for identity crimes over a long period of time since consumers don’t typically change 
their SSNs after being noti ed of a breach. Changing an SSN can be a cumbersome process and 
doesn’t necessarily solve all problems. For example, government agencies and private businesses 
maintain records under consumers’ “old” SSNs, and credit reporting companies may use “old” 
SSNs to identify credit records.  19

In my experience, unauthorized disclosures of SSNs increases the risk of identity crimes for 
consumers. Only a small percentage of consumers who receive noti cation of a breach will call 

22

 “Identity Theft and Your Social Security Number,” p. 7, by Social Security Administration, December 2013. From 19

http://www.socialsecurity.gov/pubs/EN-05-10064.pdf.
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into consumer hotlines. An even smaller percentage will take advantage of free credit 
monitoring. According to Michael Daugherty’s March 4, 2014, testimony, approximately 12 
percent of the consumers noti ed enrolled in credit monitoring. Since most consumers won’t 
take any actions to protect themselves—opt in to credit monitoring or set a fraud alert—even 
after knowing they are at elevated risk of identity crimes, they become even more vulnerable to 
these crimes.

Use of SSNs in Day Sheets 

The FTC analysis of the approximately 600 SSNs using the CLEAR database revealed that 314 
SSNs had multiple names listed. I eliminated those that were due to misspellings, name changes, 
and typos, leaving approximately 100 SSNs that appear to have been used by people with 
different names. More than one individual using the same SSN is an indicator that identity 
thieves may have used this information to commit identity theft. 

The Sacramento Police Department arrested two known identity thieves who had access to 
LabMD’s sensitive personal information, which increases the risk of harm for the approximately 
600 consumers affected by the unauthorized disclosure of their sensitive personal information. 

Consumer Harm from Failing to Provide Reasonable and Appropriate 
Security

Setting aside the unauthorized P2P disclosure and the unauthorized Sacramento disclosure, 
LabMD’s failure to provide reasonable and appropriate security for all its consumers’ personal 
information maintained on its computer networks creates an elevated risk of unauthorized 
disclosure of this information. This elevated risk, in turn, is likely to cause substantial harm to 
consumers, in the form of the identity crimes I previously discussed (i.e., identity theft, identity 
fraud, and medical identity theft). These crimes cause a wide range of economic and non-
economic harms to consumers.

Cyber criminals are targeting healthcare organizations because of the high value of sensitive 
medical information. Organizations with inadequate data security programs are vulnerable to 
unauthorized disclosures of sensitive personal information. A recently published report by the 
SANS Institute (an organization that provides security training and certi cation) found that 
healthcare systems are the target of cyber thieves, increasing the risk of data theft and fraud.20

23

SANS Health Care Cyberthreat Report: Widespread Compromises Detected, Compliance Nightmare on Horizon,20

p. 4, by Barbara Filkins, sponsored by Norse, February 2014. From http://norse-corp.com/
HealthcareReport2014.html.
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Submitted by

__________________________________________
Rick Kam, President and Co-Founder of ID Experts
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Appendix A: CV 

Rick Kam CV
Date Updated: 1-30-2014

 
I. Title: President and co-founder, ID Experts

II. Work Experience—Present
Rick Kam, Certi ed Information Privacy Professional (CIPP/US), is president and 
co-founder of ID Experts, based in Portland, Oregon. He has extensive experience leading 
organizations in the development of policies and solutions to address the growing problem of 
protecting protected health information (PHI) and personally identi able information (PII), and 
remediating privacy incidents, identity theft, and medical identity theft. 

Mr. Kam leads and participates in several cross-industry data privacy groups, speaks at 
conferences and webinars, and regularly contributes original articles, including a monthly guest 
article in Government Health IT, and offers commentary to privacy, data breach risk, and IT 
publications. He is often quoted as a resource in news articles about medical identity theft, 
privacy and data breach.

III.About ID Experts
Co-founded by Kam in 2003, ID Experts delivers services that address the organizational risks 
associated with sensitive personal data, speci cally protected health information (PHI) and 
personally identi able information (PII). The teams that Kam has supervised at ID Experts have 
managed hundreds of data breach incidents, protects millions of individuals, and serves leading 
healthcare providers, insurance organizations, universities, and government agencies and is 
exclusively endorsed by the American Hospital Association.

IV. Af liations and Organizations
As a privacy professional, I actively work on initiatives that focus on data privacy to protect 
consumers and their sensitive personal information, and I belong to or have belonged to the 
following organizations:

• Chair of PHI Protection Network (PPN), an interactive network of privacy professionals 
focused on expediting the adoption of best practices to protect sensitive personal medical 
information. (2012 - present)

• Chair of The Santa Fe Group Vendor Council ID Management Working Group, which 
published Victims’ Rights: Fighting Identity Crime on the Front Lines, February 2009. 
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This white paper explores trends in identity crimes, the victim’s experience, and proposes 
a victim’s “bill of rights.” (2008- 2012)

• Chair of the American National Standards Institute (ANSI) Identity Management 
Standards Panel “PHI Project,” a seminal research effort to measure nancial risk and 
implications of data breach in healthcare, led by the American National Standards 
Institute (ANSI), via its Identity Theft Prevention and Identity Management Standards 
Panel (IDSP), in partnership with the Shared Assessments Program and the Internet 
Security Alliance (ISA). The “PHI Project” produced The Financial Impact of Breached 
Protected Health Information. (2011 - 2012)

• Co-Chair of three other cross-industry working groups that published whitepapers on 
assessing cyber and data breach risks. The reports include IDSP Workshop Report: 
Measuring Identity Theft; The Financial Management of Cyber Risk: An Implementation 
Framework for CFOs; and The Financial Impact of Cyber Risk: 50 Questions Every CFO 
Should Ask. (2007 - 2012)

• Contributor to the Research Planning Committee for the University of Texas Center for 
Identity, which focuses on identity management and identity theft risk mitigation best 
practices. ID Experts provided case studies of identity crimes to an analytical repository 
of identity threats and counter measures called Identity Threat Assessment and Prediction 
(ITAP). (2009 - present)

• Member of the International Association for Privacy Professionals (IAPP), the most 
comprehensive, member-based privacy community and resource. Mr. Kam maintains a 
Certi ed Information Privacy Professional CIPP/US certi cation for data privacy. (2010 - 
present)

• Member of Healthcare Information and Management Systems Society (HIMSS), a global, 
member-based non-pro t focused on the betterment of healthcare information 
technology. (2010 - present)

• Member of Health Care Compliance Association (HCCA), a member-based non-pro t 
that provides training, certi cation and resources in support of ethics and regulatory 
compliance in healthcare. (2011-present)

• Founding member of the Medical Identity Fraud Alliance (MIFA), a group of over 40 
private and public industry members in the ght against medical identity theft and 
medical fraud. (2013 - present)

V. Speaking Engagements
• HCCA 2014 Compliance Institute, March-April, 2014 (scheduled)

26
CX0742 page 26

Exhibit 17



Topic: Evolving Cyber Threats to PHI: How Can We Safeguard Data to Lessen the 
Frequency and Severity of Data Breaches

• National HIPAA Summit, February 5-7, 2014 
Topic: HIPAA Security

• The National Health Care Anti-Fraud Association (NHCAA) Institute for Health Care 
Fraud Prevention, 2013 Annual Training Conference, November 2013    

Topic: Electronic Health Records & Cyber Crime

• IAPP Practical Privacy Series, October 2013
Topic: Vendor and Data Strategy: The CVS Caremark Case Study

• ID Experts Webinar, September 23, 2013 
Topic: HIPAA Omnibus Rule Kicks Off

• Federal Trade Commission Panel, May 2013
Topic: Senior Identity Theft: A Problem in This Day and Age

• HCCA 2013 Compliance Institute, April 2013
Topic: Mobile Threats and How Healthcare Can Reduce Risks

• PHI Protection Network, March 2013
Topic: Understanding the Complexities of PHI Privacy and Security: Turning 
PHI Security Into a Competitive Advantage

• American Hospital Association Webinar, August, 2012
Topic: Data Breach Containment in an Uncontained World: Featuring a Case Study from 
Henry Ford Hospital

• ID Experts Webinar, April, 2012
Topic: How to Mitigate Risks, Liabilities, & Costs of Data Breach of Health Info by Third 
Parties

• PHI Project Webinar, March 2012
Topic: The Financial Impact of Breached Protected Health Information: A Business Case 
for Enhanced PHI Security

• ID Experts Webinar, December, 2011
Topic: Second Annual Benchmark Survey on Patient Privacy and Data Security
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• ID Experts Webinar, October, 2011
Topic: Minimizing Risks of Lawsuits and Fines when Managing a Data Breach Response

• IAPP Global Privacy Summit, March 2011
Topic: Early Preview: Results from ANSI Working Group on Financial Impact of 
Unauthorized Disclosure of PII & PHI

• ID Experts Webinar, November, 2010
Topic: Ponemon Institute Benchmark Study on Patient Privacy and Data Security 

• ID Experts Webinar, July, 2010
Topic: Avoiding Increased Risks and Liabilities Under the Just Released HITECH/HIPAA 
Rules

• ID Experts Webinar, May, 2010
Topic: Are You Ready for Data Breaches under the New HITECH Act? 

• IAPP Global Privacy Summit, April 2010
Topic: Data Breach Risks and the HITECH Act: Best Practices for Risk Assessments, 
Noti cation and Compliance

• Blue Ribbon Panel Discussion, November 2010
Topic: HIPAA Security Risk Analysis Do’s and Don’ts

• Blue Ribbon Panel Discussion, August 2010
Topic: Chain of Trust: Implications for BAs and Subcontractors

• HIMSS Analytics Webinar, November 2009
Topic: 2009 HIMSS Analytics Report: Taking a Pulse on HITECH, Are Hospitals and 
Associates Ready?

• Santa Fe Group Panel Discussion Webinar, April 2009
Topic: Identity Crime Trends and Victims Bill of Rights

• Javelin Strategy and Research Webinar, January, 2009
Topic: Data Breach Defense 2009: Prevention, Detection and Resolution Strategies to 
Help Protect Your Bottom Line

• Association of Certi ed Fraud Examiners (ACFE), July 2008
Topic: Anatomy of a Data Breach Response

• Federal Of ce Systems Exposition (FOSE) Conference, April 2008
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Topic: Independent Risk Analysis: Providing Public Agencies a More Effective Solution 
to Mitigate Risk

• National Association of Independent Fee Appraisers, November 2005
Topic: Identity Theft

• Arizona Bankers Association & Federal Bureau of Investigation, Financial Institutions 
Fraud & Security Seminar, September 2005      

      Topic: Avoid the Crisis: Reduce the Chance Your Bank and Customers Will Be Hit

VI. Education
Kam received his BA in Management and Marketing from the University of Hawaii, Honolulu, 
HI.

VII.Published Works
Key articles Mr. Kam has authored:

• Medical Identity Theft
5 Not-So-Merry Tales of Healthcare Fraud Dark Side
By Rick Kam and Christine Arevalo, Government Health IT, December 20, 2013
http://www.govhealthit.com/news/5-not-so-merry-tales-healthcare-fraud-dark-side

The Surprising Truth About Medical ID Thieves
By Rick Kam, Government Health IT, October 11, 2013
http://www.govhealthit.com/news/surprising-truth-about-medical-id-thieves-EHR-ACA-
privacy-security

The Growing Threat of Medical Identity Fraud: A Call to Action
By The Medical Identity Fraud Alliance with Rick Kam as Contributor, July 2013
http://medidfraud.org/the-growing-threat-of-medical-identity-theft-a-call-to-action/

8 Ways to Fight Medical ID Theft
By Rick Kam, Government Health IT, June 17, 2013
http://www.govhealthit.com/news/commentary-8-ways- ght-medical-id-theft

Victim’s Rights: Fighting Identity Crime on the Front Lines
By The Santa Fe Group with Rick Kam as Chair, February 2009

http://santa-fe-group.com/wp-content/uploads/2010/07/SFG-Identity-Crime-Bill-of-
Rights-Feb09.pdf
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• Protected Health Information (PHI)
What is Your PHI worth?
By Rick Kam, Government Health IT, February 21, 2013
http://www.govhealthit.com/news/what-your-phi-worth

The Financial Impact of Breached Protected Health Information
Rick Kam, contributor. Published by the American National Standards Institute (ANSI), 
via its Identity Theft Protection and Identity Management Standards Panel (IDSP), in 
partnership with The Santa Fe Group/Shared Assessments Program Healthcare Working 
Group, and the Internet Security Alliance (ISA), 2012
http://webstore.ansi.org/phi/

PHI Protection Network Announced
By Rick Kam, ID Experts Blog, October 17, 2012
http://www2.idexpertscorp.com/blog/single/phi-protection-network-announced/

The Lifecycle of PHI and Mobile Device Insecurity
By Rick Kam, Government Health IT, June 18, 2012
http://www.govhealthit.com/news/lifecycle-phi-and-mobile-device-insecurity

Protected Health Information Should Come with a Disclaimer – “Handle with 
Care” 
By Rick Kam, ID Experts Blog, March 5, 2012
http://www2.idexpertscorp.com/blog/single/protected-health-information-should-come-
with-a-disclaimer-handle-with-care/

Protecting PHI: An Industry Initiative and Imperative
By Rick Kam, ID Experts Blog, April 22, 2011
http://www2.idexpertscorp.com/blog/single/protecting-phi-an-industry-initiative-and-
imperative/

ANSI and Shared Assessments PHI Project Launched
By Rick Kam, ID Experts Blog, March 23, 2011
http://www2.idexpertscorp.com/blog/single/ansi-and-shared-assessments-phi-project-
launched/

• Identity Theft
IDSP Workshop Report: Measuring Identity Theft
Rick Kam, contributor. Published by the American National Standards Institute’s (ANSI) 
Identity Theft Prevention and Identity Management Standards Panel (IDSP), 2009
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http://webstore.ansi.org/identitytheft/#Measuring

• Data Breach
Data Breaches: 10 Years in Review
By Rick Kam, ID Experts Blog, July 10, 2013
http://www2.idexpertscorp.com/blog/single/data-breaches-10-years-in-review/

2013: The Year of the Data Breach: 11 Data Security Tips to Immunize Your 
Organization
By Rick Kam, ID Experts Blog, January 9, 2013
http://www2.idexpertscorp.com/blog/single/2013-the-year-of-the-data-breach-11-data-
security-tips-to-immunize-your-org/

Why Healthcare Data Breaches Are a C-Suite Concern
By Rick Kam and Larry Ponemon, Forbes, December 7, 2012
http://www.forbes.com/sites/ciocentral/2012/12/07/why-healthcare-data-breaches-are-a-
c-suite-concern/

5 Key Recommendations to Minimize Data Breaches
By Rick Kam, HITECH Answers, December 6, 2012
http://www.hitechanswers.net/5-key-recommendations-to-minimize-data-breaches/

New Ponemon Study Reveals “Common-Cold Frequency” of Data Breaches
By Rick Kam, ID Experts Blog, December 5, 2012 
http://www2.idexpertscorp.com/blog/single/new-ponemon-study-reveals-common-cold-
frequency-of-data-breaches/

Three Top Data Breach Threats
By Rick Kam and Jeremy Henley, Western Pennsylvania Hospital News, November 1, 
2012
http://www.pageturnpro.com/Western-PA-Hospital-News/41635-Western-PA-Hospital-
News,-Issue-10/index.html#22

Reducing the Risk of a Breach of PHI from Mobile Devices
By Rick Kam, HITECH Answers, September 26, 2012
http://www.hitechanswers.net/reducing-the-risk-of-a-breach-of-phi-from-mobile-devices/

Healthcare Data Breaches: Handle with Care
By Rick Kam and Jeremy Henley, Property Casualty 360, March 20, 2012
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http://www.propertycasualty360.com/2012/03/20/healthcare-data-breaches-handle-with-
care

What’s Driving the Rise in Data Breaches?
By Rick Kam and Jeremy Henley, Property Casualty 360, March 14, 2012
http://www.propertycasualty360.com/2012/03/14/whats-driving-the-rise-in-data-breaches

Wi-Fi Networks Leaving Patients Susceptible to Loss of Personal Data
By Rick Kam, ID Experts Blog, July 20, 2011
http://www2.idexpertscorp.com/blog/single/wi- -networks-leaving-patients-susceptible-
to-loss-of-personal-data/

• Privacy 
Google Glass and Other Devices Presenting New Crop of Privacy Risks
By Rick Kam, Government Health IT, August 14, 2013
http://www.govhealthit.com/news/google-glass-and-other-devices-presenting-new-crop-
privacy-risks

5 Steps to Protect Patient Privacy 
By Rick Kam and Larry Ponemon, Government Health IT, December 07, 2012
http://www.govhealthit.com/news/5-steps-protect-patient-privacy

Electronic Health Records vs. Patient Privacy: Who Will Win? 
By Rick Kam and Doug Pollack, IAPP, October 23, 2012
https://www.privacyassociation.org/publications/
2012_11_01_the_healthcare_privacy_balance

Is Privacy a Constitutional Right in America?
By Rick Kam, ID Experts Blog, May 27, 2011
http://www2.idexpertscorp.com/blog/single/is-privacy-a-constitutional-right-in-america/

• Cyber Risk/Security
4 Steps for Business Associates to Comply with Omnibus HIPAA
By Rick Kam and Mahmood Sher-Jan, Government Health IT, September 20, 2013
http://www.govhealthit.com/news/4-steps-business-associates-comply-omnibus-hipaa

3 Ways to Make Data Protection More Patient-Centric
By Rick Kam, Government Health IT, April 9, 2013
http://www.govhealthit.com/news/3-steps-building-patient-centric-privacy-and-security
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The Financial Management of Cyber Risk: An Implementation Framework for 
CFOs
Rick Kam, contributor. Published by the American National Standards Institute (ANSI)/
Internet Security Alliance (ISA), 2010
http://webstore.ansi.org/cybersecurity.aspx

The Financial Impact of Cyber Risk: 50 Questions Every CFO Should Ask
Rick Kam, contributor. Published by the American National Standards Institute (ANSI)/
Internet Security Alliance (ISA), 2008

http://www.ansi.org/meetings_events/events/cyber_risk09.aspx?menuid=8 

• Regulatory/Compliance
Privacy and Security Compliance Wish List 2014
By Rick Kam, Government Health IT, January 14, 2014
http://www.govhealthit.com/blog/privacy-and-security-pros-compliance-wish-list-2014

11 Data Security Tips for a Healthy Organization in 2013
By Rick Kam, Government Health IT, January 08, 2013
http://www.govhealthit.com/news/11-data-security-tips-healthy-organization-2013

Appendix B: Literature Review 

Date Publication/Title URL Author Description

Feb. 
2014

2014 Identity Fraud Report: 
Card Data Breaches and 
Inadequate Consumer 
Password Habits Fuel 
Disturbing Fraud Trends

https://
www.javelinstrategy.c
om/brochure/314 

Javelin 
Strategy & 
Research

Analysis of fraud trends to 
help consumers, nancial 
institutions, and businesses 
prevent, detect, and resolve 
fraud.

Feb. 
2014

SANS Health Care 
Cyberthreat Report: 
Widespread Compromises 
Detected, Compliance 
Nightmare on Horizon

http://norse-corp.com/
HealthcareReport2014
.html 

Barbara 
Filkins, 
sponsored by 
Norse

Discusses the vulnerabilities 
of the healthcare industry to 
cyberthreats.

Dec. 
2013

Identity Theft and Your 
Social Security Number

http://
www.socialsecurity.go
v/pubs/
EN-05-10064.pdf 

Social Security 
Administration

Consumer tips on protecting 
against SSN-related identity 
theft.
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Dec. 
2013

Victims of Identity Theft, 
2012

http://www.bjs.gov/
content/pub/pdf/
vit12.pdf 

Bureau of 
Justice 
Statistics, U.S. 
Department of 
Justice

In-depth statistical analysis 
on identity theft victims in 
2012.

Nov. 7, 
2013

TIGTA Report: The IRS 
Needs to Improve 
Customer Service for 
Identity Theft Victims

http://
www.treasury.gov/
tigta/press/
press tigta-2013-40.ht
m 

Treasury 
Inspector 
General for 
Tax 
Administration

Press release

Oct. 
2013

First Aid for Medical 
Identity Theft: Tips for 
Consumers

https://oag.ca.gov/
sites/all/ les/agweb/
pdfs/privacy/
cis 16 med id theft.
pdf 

Calif. Dept. of 
Justice

Consumer information on 
medical identity theft.

Oct. 
2013

Medical Identity Theft: 
Recommendations for the 
Age of Electronic Medical 
Records

https://oag.ca.gov/
sites/all/ les/agweb/
pdfs/privacy/
medical id theft reco
mmend.pdf 

Kamala D. 
Harris, 
Attorney 
General, Calif. 
Dept. of 
Justice

Recommendations to help 
prevent, detect, and mitigate 
the effects of medical 
identity theft. 

Sept. 20, 
2013

Detection Has Improved; 
However, Identity Theft 
Continues to Result in 
Billions of Dollars in 
Potentially Fraudulent Tax 
Refunds

http://
www.treasury.gov/
tigta/auditreports/
2013reports/
201340122fr.html 

Treasury 
Inspector 
General for 
Tax 
Administration

Report to determine whether 
the IRS has improved its 
programs and procedures to 
identify and prevent 
fraudulent tax refunds 
resulting from identity theft.

Sept. 
2013

2013 Survey on Medical 
Identity Theft

http://medidfraud.org/
2013-survey-on-
medical-identity-theft/ 

Ponemon 
Institute

Measures the prevalence, 
extent, and impact of medical 
identity theft in the United 
States to consumers and the 
healthcare industry.

April 
2013

2013 Data Breach 
Investigations Report

http://
www.verizonenterpris
e.com/DBIR/2013/ 

Verizon Provides global insights into 
the nature of data breaches 
that help organizations better 
understand the threat and 
take the necessary steps to 
protect themselves.

January 
2013

Tips for Taxpayers, Victims 
about Identity Theft and 
Tax Returns

http://www.irs.gov/
uac/Newsroom/Tips-
for-Taxpayers,-
Victims-about-
Identity-Theft-and-
Tax-Returns   

Internal 
Revenue 
Service

Consumer tips for protecting 
against and remediating tax-
related identity theft.
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2013 2013 Identity Fraud Report: 
Data Breaches Becoming a 
Treasure Trove for 
Fraudsters

https://
www.javelinstrategy.c
om/brochure/276 

Javelin 
Strategy and 
Research

Analyzes fraud trends in the 
context of a changing 
technological and regulatory 
environment in order to 
inform consumers, nancial 
institutions, and businesses 
on the most effective means 
of fraud prevention, 
detection, and resolution.

2013 Cybercrime and the 
Healthcare Industry

http://www.emc.com/
collateral/white-
papers/h12105-
cybercrime-
healthcare-industry-
rsa-wp.pdf 

RSA, The 
Security 
Division of 
EMC

Discusses the growing threat 
of cybercrime to electronic 
healthcare data.

June 
2012

Creating a Trusted 
Environment: Reducing the 
Threat of Medical Identity 
Theft

https://
www.himss.org/ les/
HIMSSorg/content/

les/
CreatingaTrustedEnvi
ronment Reducing th
e Threat of Medical
Identify TheftFINA

L.pdf 

HIMSS 
Privacy and 
Security Task 
Force, Kroll-
sponsored

Evaluates risk and mitigation 
strategies for protecting PHI. 

March 
2012

The Financial Impact of 
Breached PHI

http://
webstore.ansi.org/phi/ 

Workgroups ANSI whitepaper on the 
nancial impact of breached 

protected health information.

Oct. 
2009

IDSP Workshop Report: 
Measuring Identity Theft

http://
webstore.ansi.org/
identitytheft/
#Measuring 

Workgroup #2 
of IDSP

Addresses how research 
companies measure identity 
crime. Includes a catalog of 
166 research projects to date.

Jan. 
2009

Medical Identity Theft 
Final Report

http://
www.healthit.gov/
sites/default/ les/
medidtheftreport0115
09 0.pdf 

Booz Allen 
Hamilton

Recommendations for 
addressing issues from a 
“town hall” meeting. 
Prepared for HHS, and ONC 
for Health Information 
Technology. 

Nov. 7, 
2008

Express Scripts Data 
Breach Leads to Extortion 
Attempt

http://blogs.wsj.com/
health/2008/11/07/
express-scripts-data-
breach-leads-to-
extortion-attempt/ 

Sarah 
Rubenstein, 
Wall Street 
Journal Health 
Blog

Article describing two 
extortion attempts involving 
patient information.
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Oct. 
2008

Medical Identity Theft 
Environmental Scan

http://
www.healthit.gov/
sites/default/ les/
hhs onc medid theft
envscan 101008 n

al cover note 0.pdf 

Booz Allen 
Hamilton

Information and insights 
about medical Identity theft. 
Prepared for HHS, and ONC 
for Health Information 
Technology.

Sept. 
2008

The President’s Identity 
Theft Task Force Report

http://www.ftc.gov/
sites/default/ les/
documents/reports/
presidents-identity-
theft-task-force-
report/
081021taskforcereport
.pdf 

Identity Theft 
Task Force

Documents the Task Force’s 
efforts to implement 
recommendations for 

ghting identity theft.

October 
2007

Identity Fraud Trends and 
Patterns: Building a Data-
Based Foundation for 
Proactive Enforcement

http://www.utica.edu/
academic/institutes/
ecii/publications/
media/
cimip id theft study
oct 22 noon.pdf 

Center for 
Identity 
Management 
and 
Information 
Protection, 
Utica College

Provides empirical evidence 
on which law enforcement 
can base enhanced proactive 
identity theft control and 
prevention efforts.

May 
2006

Medical Identity Theft: The 
Information Crime that Can 
Kill You

http://
www.worldprivacyfor
um.org/2006/05/
report-medical-
identity-theft-the-
information-crime-
that-can-kill-you/ 

Pam Dixon Report on impact of medical 
identity theft including cases.

July 
2005

Identity Theft Literature 
Review

https://www.ncjrs.gov/
pdf les1/nij/grants/
210459.pdf 

Newman and 
McNally

Identity theft literature 
review funded by the 
Department of Justice.

Ongoing The Facts about MIB http://www.mib.com/
facts about mib.html 

Medical 
Information 
Bureau

Website describing MIB’s 
purpose—enabling 
companies to offer affordable 
life and health insurance to 
customers.
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Appendix C: State Breach Notification Laws in Effect before May 
2008

The number of the Breach Noti cation Laws in effect before May 2008 is 41. The following list 
includes the effective dates for each state or territory:

In 2003:

• California (July 1)

In 2005 (12):

• Georgia (May 5)
• North Dakota (June 1)
• Delaware (June 28)
• Florida (July 1)
• Tennessee (July 1)
• Washington (July 24)
• Texas (September 1)
• Arkansas (August 12)
• Virgin Islands (October 17)
• North Carolina (December 1)
• Puerto Rico (December 4)
• New York (December 7)

In 2006 (17):

• Connecticut (January 1)
• Louisiana (January 1)
• Minnesota (January 1)
• Nevada (January 1)
• New Jersey (January 1)
• Maine (January 31)
• Ohio (February 17)
• Montana (March 1)
• Rhode Island (March 1)
• Wisconsin (March 31)
• Pennsylvania (June 20)
• Illinois (June 27)
• Idaho (July 1)
• Indiana (July 1)
• Nebraska (July 14)
• Colorado (September 1)
• Arizona (December 31)

In 2007 (10):
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• Hawaii (January 1)
• Kansas (January 1)
• New Hampshire (January 1)
• Utah (January 1)
• Vermont (January 1)
• District of Columbia (July 1)
• Wyoming (July 1)
• Michigan (July 2)
• Oregon (October 1)
• Massachusetts (October 31)

In 2008:

Maryland (January 1)
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Appendix D: List of CPT Codes 
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20 (Pages 77 to 80)

77

1         MS. MORGAN:  Objection:  Calls for 
2    speculation.  
3    A.   Not to my knowledge, no one physical.  
4         MS. COX:  I think we should take a short 
5    break, if we could go off the record for maybe 
6    five minutes.  
7         (A break was taken.)  
8    Q.   (By Ms. Cox)  Okay.  So we can go back on 
9 the record, please.  I'm sorry.

10    A.   I did remember something about the South 
11 Haven PCs.  
12    Q.   Yes.
13    A.   I remembered asking my IT person, my 
14 ultrasonographer, to remove all LabMD PCs from 
15 South Haven and the Memphis office, and he did go 
16 down to South Haven and bring the LabMD PCs up to 
17 our Memphis office.  And we have them stored in a 
18 bay right now.  
19    Q.   When did that happen?
20    A.   When we quit using LabMD.  
21    Q.   Okay.
22    A.   So I forgot that.  
23    Q.   Thank you.  Now I would like to ask you 
24 about Sun's communications to its patients.
25    A.   Uh-huh.  

78

1    Q.   Do you know what information Sun conveys 
2 to its patients regarding how specimens would be 
3 tested?
4    A.   No.  If -- no.  
5    Q.   Would Sun ever communicate to patients 
6 that their specimens were going to go to LabMD?
7    A.   No.  We just inform them that it's going 
8 to an outside lab.  Different insurances have 
9 specific labs that would go to different places.  

10 The patient was just concerned that it went to 
11 the right lab that was considered the network for 
12 their plan.  
13    Q.   So a patient would not know which lab was 
14 testing their specimen?
15    A.   That's correct, except if they knew that 
16 if their insurance -- a specific request was for 
17 Aetna.  But if someone had another insurance plan 
18 that was not lab specific, they wouldn't know.  
19    Q.   And the patient, when would the patient 
20 find out perhaps when their insurance company -- 
21 which lab tested their specimen?
22         MS. MORGAN:  Objection:  Calls for 
23    speculation.  
24    A.   I would imagine they would get a bill 
25 from LabMD if their insurance did not pay.  

79

1    Q.   (By Ms. Cox)  So after it had been tested 
2 by that lab?
3    A.   That's correct.  
4    Q.   And so the patient could not know what 
5 the lab's data security practices were before 
6 their specimen was sent?
7    A.   No.  
8    Q.   Did Sun advise its patients that its 
9 patients' demographic data would be sent to LabMD 

10 even if no specimen was taken?
11    A.   No.  The reason being as all providers of 
12 medical services, even calling the hospital to 
13 send patients over for labs, send people to 
14 diagnostic labs for x-rays and things of that 
15 nature is custom to provide that information to 
16 those entities so they can identify the patient 
17 as coming in their door for services that are 
18 needed.  And that is information they request as 
19 well, the insurance information, the patient 
20 demographic information.  
21         So we accommodated those entities, 
22 hospitals, diagnostic labs, independent labs, 
23 reference labs with their information because 
24 they were providing medical services for the 
25 patients.  

80

1         And I imagine when the patients got to 
2 those lab places, they would be informed of the 
3 policies of the insurance and things of that 
4 nature.  But that's something that we as 
5 healthcare providers -- we provide to other 
6 healthcare providers, is the basic information 
7 and diagnoses for treatment.  
8    Q.   I believe earlier you testified that the 
9 Sun server would transmit all information hourly 

10 to the LabMD server in Atlanta; correct?
11    A.   That was my layman understanding of the 
12 process.  
13    Q.   So that would be all patient data on 
14 Sun's server?
15    A.   Only confined to the patient demographic 
16 and the insurance information, not any of the 
17 medical records per se or progress notes, etc.  
18    Q.   So a patient who wasn't having a LabMD 
19 specimen, it was -- their information, their 
20 demographic information, could still be 
21 transferred to the LabMD server?
22    A.   That's correct, as far as my 
23 understanding goes.  
24    Q.   That patient would not know that LabMD 
25 had their demographic information?
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17 (Pages 65 to 68)

65

1 install and configure firewalls on the LabMD hardware
2 used to transmit and receive information from LabMD?
3       A.    We were relying on LabMD to service and
4 update all of their hardware that they provided to us.
5       Q.    Now I'd like to ask you about risk
6 assessments that might have been done.
7             Did LabMD perform any risk assessments on
8 how its computers and servers worked with Midtown's
9 server and network?

10             MS. HARRIS:  Objection, vague as to risk
11       assessment, may call for an expert conclusion.
12       Q.    (By Ms. Cox)  You may answer.
13       A.    Not to my knowledge.
14       Q.    Now I would like to ask you about the
15 operating systems on the LabMD computers.
16             What operating system did the LabMD
17 computers use?  Was it a Windows operating system on
18 the LabMD computers?
19       A.    Yes.
20       Q.    Do you know what version of Windows the
21 LabMD machines used?
22       A.    Unsure.
23       Q.    Do you recall the operating system
24 changing versions over time at all?
25       A.    Unsure.  I think it may have been Windows

66

1 XP.
2       Q.    Do you recall a time where there was a
3 change in how the desktop looked or any big changes in
4 the layout of the computer's desktop?
5       A.    No, always looked the same.
6       Q.    While Midtown was a LabMD client, did
7 LabMD use any outside security contractors to help
8 maintain the computer equipment at Midtown?
9             MS. HARRIS:  Objection, calls for

10       speculation, lacks foundation.
11             THE WITNESS:  Not to my knowledge.
12       Q.    (By Ms. Cox)  Now I'd like to discuss
13 Midtown's communications to its patients.
14             What information did Midtown convey to its
15 patients about how the patients' specimens would be
16 tested?
17       A.    Midtown generally did not convey any
18 information other than telling the patients that their
19 lab work would be sent to LabMD.  If the patient
20 asked, lab work we sent to LabMD, and that's it.
21       Q.    And the patient would have to inquire for
22 Midtown to inform the patient that their specimen was
23 going to LabMD?
24       A.    No.
25       Q.    Midtown would inform the patient

67

1 proactively that the --
2       A.    No.  We just -- patients never asked, and
3 we never offered that information.  We just sent -- we
4 just sent the -- our specimens to LabMD unless the
5 patient requested that their specimen be sent to a
6 different lab, mainly a lab that was contracted
7 through their insurance.
8       Q.    How often would a patient inquire about
9 where their specimen was going?

10       A.    Infrequent, maybe two or three times --
11 two or three times a month.  Within the past few
12 years, more often.
13       Q.    So is it fair to say the great majority of
14 patients did not know their specimen was going to
15 LabMD?
16       A.    Yes.
17       Q.    So is it fair to say that the patient
18 would not know what LabMD's data security practices
19 were?
20       A.    Yes.
21       Q.    From the way you described the flow of
22 data from Centricity to LabMD, so that when you order
23 a test, the information would pre-populate when you
24 entered a Midtown Urology patient identifier number,
25 is it fair to say that all of Midtown's patients'
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1 information flowed to LabMD's server?
2             MS. HARRIS:  Objection, misstates the
3       testimony.
4             THE WITNESS:  I am unsure.  I'm unsure.
5       Q.    (By Ms. Cox)  If a patient was not having
6 a specimen tested but you were to -- if a patient did
7 not have a specimen drawn, if you were to put in their
8 patient identifier name in the LabMD software, would
9 their information come up?

10             MS. HARRIS:  Objection, vague and
11       ambiguous.
12             THE WITNESS:  Unsure.  We -- with the
13       exception of ordering a test, we have no reason
14       to put information into LabMD.  We have no
15       reason to do that, so I am unsure if we were to
16       put information, patient's information into the
17       system, if that information would come up in
18       LabMD's system.  I am unsure.
19       Q.    (By Ms. Cox)  So if you were to collect a
20 specimen and then attempt to order the test, I believe
21 you testified earlier that the patient's information,
22 if it didn't pre-populate immediately, it would
23 usually in the next hour or so or you would try before
24 the end of the day and it would be there?
25       A.    Yes.
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REBUTTAL EXPERT REPORT OF CLAY SHIELDS, PH.D. 

I. Introduction 

1. I am a tenured full Professor in the Computer Science Department at Georgetown 

University, with expertise in networking and network protocols, computer security, digital 

forensics, and responding to network and computer system events.   

2. The FTC has engaged me to testify as a rebuttal expert in this litigation. Complaint 

Counsel has asked me to review the report of Adam Fisk and provide opinions about Mr. Fisk’s 

conclusions concerning the LimeWire peer-to-peer file sharing program and the disclosure of a 

LabMD file containing sensitive information about approximately 9,300 individuals on a peer-to-

peer file sharing network (this file is known alternatively as the “insuranceaging_6.05.071.pdf” 

file and the “1,718 File”). In particular, as explained in more detail in Section V below, 

Complaint Counsel has asked me to: 

a. Explain generally how peer-to-peer (p2p) networks and programs work;  

b. Provide an opinion responding to Mr. Fisk’s discussion of how the 1,718 file was 

made available to the Gnutella p2p network;  

c. Evaluate Mr. Fisk’s opinion that limitations of LimeWire’s search functionality 

made it “extremely unlikely” that a typical LimeWire user could have found the 1,718 

File and downloaded it from LabMD;1

d. Evaluate Mr. Fisk’s opinion that “casual LimeWire users” could not find the 

1,718 File using other methods and that only “sophisticated organizations capable of 

1 Fisk Report, p. 16, 23. 
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deploying the financial and ultimately technical resources required” could locate the 

1,718 File;2 and

e. Evaluate Mr. Fisk’s opinion that a thumb drive or email was likely to have been 

used to transfer the 1,718 File to a computer outside LabMD, from where it was 

downloaded to a p2p network.3

3. Based on my review of Mr. Fisk’s report, materials contained therein, and the materials 

described in Section IV, below, and my experience described in Section II, below, I conclude 

that the 1,718 File was most likely shared inadvertently and disagree with certain of Mr. Fisk’s 

opinions. In Section V, below, I present my specific opinions that support my conclusion. 

4. This report states my opinions and provides the justifications for those opinions. It 

includes the following information:  

a. A summary of my experience and qualifications (Section II); 

b. An overview of the operation of peer-to-peer networks and programs 
(Section III);

c. A description of the materials that I considered in forming my opinions 
and conclusions (Section IV); and 

d. My evaluation of some of Mr. Fisk’s opinions (Section V). 

II. Summary of Experience and Qualifications 

5. I have over 20 years of computer science experience, including my time spent earning  

Ph.D. and Master’s degrees in Computer Engineering from UC Santa Cruz. Prior to that, I earned 

a bachelor’s degree in Electrical Engineering from the University of Virginia. My Ph.D. 

dissertation was in the area of computer networking as well as network and computer security, 

and I have since become involved in digital forensics research, the goal of which is to improve 

2 Fisk Report, p. 25. 
3 Fisk Report, p. 25.  
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how security professionals respond to digital crime and misuse. I have expertise in developing 

and analyzing network protocols as well as investigating and responding to events on networks 

and computer systems. 

6. Throughout my academic career, my research has focused on issues in network and 

computer security, revolving around users who are attempting to conceal their identity on the 

network. The goal of this research is to provide security and privacy through anonymity for 

individual users while allowing authorities to locate network attackers and arrest criminals. I 

have had ten papers published in refereed journals. I have published more than twenty reviewed 

conference and workshop papers, primarily in high-quality Association of Computing Machinery 

and Institute of Electrical and Electronics Engineers venues with low acceptance rates, including 

work that won an outstanding paper award. My research is or has been supported by peer-

reviewed grants from the National Science Foundation, the Department of Justice, the Naval 

Postgraduate School, and the Defense Advanced Research Projects Agency. I have been primary 

investigator or co-primary investigator on over three million dollars in research funding. 

7. My initial research was on how to allow effective multi-party communication using a 

technology known as multicast. Later, my research focused on systems for providing anonymity 

to users through p2p technology and I collaboratively made many advances in this area, 

including helping to detail an attack against The Onion Router (TOR) network that lead to 

changes in how TOR works. I have also conducted work in a variety of other areas relating to the 

security of computer networks, including covert channels used to smuggle data out of networks  

and secure wireless protocols. 

8. More recently, I have moved my research into the area of digital forensics. This 

discipline attempts to identify evidence to support or refute hypotheses about user actions based 
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on the evidence available as a part of normal computer system operation. I received extensive 

commercial training in the area, and earned a designation and an EnCase Certified Examiner. For 

a period, I ran a small business alongside my academic work in which I conducted forensic 

examinations. I have received three patents on a novel area of digital forensics, and 

collaboratively released a software tool named RoundUp that has gained wide acceptance in the 

law enforcement community. I have also released a tool named sdtext that allows investigators to 

identify similar files from a set of evidence. I served for two years as the program chair of one of 

the leading conferences on forensics, the Digital Forensics Research Conference, and was in 

charge of conducting peer review of the submitted papers. I have served as a reviewer for a 

number of other security and forensics conferences, and as a reviewer for a number of journals in 

those areas.

9. As part of my forensics research I have been involved in a collaborative effort that 

resulted in the development of a tool that is widely used by law enforcement to investigate the 

sharing of child sexual abuse images using the Gnutella network. RoundUp is a modified 

Gnutella client (or program) in use by various police forces to locate and create warrants for 

arrest for individuals sharing child pornography online. In August 2010, RoundUp was declared 

part of the US National Strategy for Child Exploitation Prevention and Interdiction. As of 

August 2010, RoundUp was being used by over 1,224 individual investigators and 58 Internet 

Crimes Against Children Task Forces. I am experienced in how Gnutella operates and what 

evidence it generates. 

10. I have taught courses at the graduate level in Computer Security and in Network Security, 

as well as a course in Operating Systems. At the undergraduate level, I have taught courses in 

computer and network security (collectively referred to as Information Assurance); in computer 
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networking; in operating systems; and in an introduction to programming. I have one of the 

highest overall teaching scores in my department, and have twice been nominated for the Dean’s 

Teaching Award. I led Georgetown University’s successful effort to be declared an NSA Center 

of Excellence in Information Assurance Education. 

11. A more extensive summary of my professional accomplishments, and a list of all 

publications that I have authored within the last 15 years can be found in my curriculum vitae, a 

copy of which is attached to this report as Appendix A.

12. I am being compensated at a rate of $300 per hour for my work in connection with this 

litigation. 

III. Overview of the Operation of Peer-to Peer Networks and Programs  

A. A Simple Overview of Gnutella/LimeWire Operation  

13. In this section, I describe at a high level the operation of p2p networks using the Gnutella 

p2p searching protocol and the LimeWire p2p program. Although my description could proceed 

using other p2p file sharing programs that operate on the Gnutella network, I am using LimeWire 

because LimeWire was the p2p program that was found on the LabMD computer used by the 

company’s billing manager.4

14. LimeWire is a program that allows users to share files with other people who are using 

another network-connected computer and who are running similar software. This might be 

another copy of LimeWire or one of the many other programs that also connects to the Gnutella 

network. LimeWire and other p2p programs are often used to share music, videos, pictures, and 

other materials.  

4 LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, ¶¶ 40-41. 
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15. The Gnutella network consists of all the computers, referred to commonly as peers or 

nodes, that are running a program like LimeWire to communicate over the Internet and 

participate in the Gnutella protocol. It is this collaborative nature of communication in which all 

nodes are essentially participating equally that leads it to being called a peer-to-peer network. 

This is in contrast to another common, more centralized model, called client-server, in which 

there are specialized servers that exist to answer queries from simpler clients. Web sites that 

respond to requests from web browsers are a common example of this model of communication. 

16. It is worthwhile to note that in p2p networks it is very common for nodes to join and 

leave the network often, as the computer is shutdown or restarted or the software is stopped. This 

is in contrast to client-server models in which the servers are expected to be constantly available. 

17. Gnutella programs, like LimeWire, are configured to offer a particular set of files for 

sharing. This is typically done when the program is installed and requires the user to select a 

directory or set of directories on the local file system to share. The selection of these directories 

can also be changed once the program is installed. Once these directories are selected, the 

contents are made freely available for sharing with other users of the network.

18. Typically, users will search using terms related to the particular file they hope to find and 

receive a list of possible matches. They then choose which file they want to download from the 

list. This file is then downloaded from other peers who possess that file. In the case where many 

peers have a copy of the file, it is common to download small pieces of the file from many 

different peers and reassemble the pieces. This speeds file transfer by allowing use of the 

resources of many peers simultaneously.  

19. The peer is able to verify that the file was received correctly because the search results 

which are returned include a cryptographic hash of the file. A hash is a long number computed 
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based on all the data that makes up the file and is statistically unique to that file and which is 

essentially impossible to forge. A peer can compute the hash of the file when it is assembled and 

verify that the overall download is correct.

20. It is common, though not required, for the folder that receives downloads from the 

network to also be the folder that contains the files that the user is sharing with others. Files that 

are downloaded into the shared directory, described above, then become available for others to 

download.

21. Once a file has been downloaded by another computer in the p2p network it can be 

shared by that computer without downloading it again from the original computer. Accordingly, 

once a file has been shared on a p2p network it can be difficult or impossible to remove it from 

the network. 

22. In summary, users of the file sharing network make available files that others can come 

and take. They do so by selecting one or more directories on their computers that will contain the 

files they will share and intentionally or inadvertently putting files in these directories and 

making these files available to the file-sharing network. 

B. Search in Gnutella 

23. In the original Gnutella network, each peer participated in receiving and forwarding 

search queries. A user would initiate a search request by choosing some search criteria. The 

Gnutella software running on the user’s computer would then create and send a search request 

using that criteria. A peer that received a query would forward it on to all the other peers to 

which it was connected, each time it was forwarded being called a “hop." Each query would 

travel only a set number of hops before expiring. A peer that had a file that matched the query 

would then send a reply back to the requestor. The user could then review the search responses 
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and could choose to download one of the files. The user’s p2p software would then connect 

directly to the computer that had the desired file for download. This operation is common 

knowledge, and is detailed in the Gnutella 0.4 specifications, available from http://rfc-

gnutella.sourceforge.net/developer/stable/.

24. As an analogy, imagine being part of a large crowd of people. When you wanted to find 

something, you would ask those five people nearest you if they had it. They would then ask those 

around them, most of whom were not hearing directly from you, if they had it. This request 

would be passed along as many as seven times. If at any point your request reached someone 

who had it, word would be passed back to you though the same chain of people who passed your 

request forward. 

25. This search system worked well when the network was small, but didn’t scale well. As 

more users joined the system, the overall number of requests grew too large for the system to 

cope with effectively. In 2001, the search system changed to the protocol defined in the Gnutella 

0.6 definition. Instead of all peers being equal, a small subset of peers that had generally better 

network connectivity and computing power were promoted to be “ultrapeers.” Each normal peer 

connects to a few ultrapeers, and upon doing so tells each ultrapeer what files it has available for 

download. Ultrapeers connect to a larger number of other ultrapeers.  

26. Under this new system, when a user wants to search, the user makes a search request in 

the same way as before, but instead of the request being forwarded through other peers, it is 

made to the few ultrapeers to which the peer is connected. These ultrapeers forward the request 

to their larger set of ultrapeers.

27. There are many cases in which a search for a particular file might not identify any 

matches even though the file exists in the network. During times of high use, network congestion 
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can lead to search requests going unfulfilled due to lack of capacity. Peers that contain particular 

files might leave the network for a while, either if the machine is shut down or the Gnutella 

software is stopped. Searches also cover only a portion of the network. A peer might be 

connected to an ultrapeer that is connected only to ultrapeers that have no information about the 

file requested. The search would fail in this case, though a search from another part of the 

network that reached the correct ultrapeers would succeed. 

28. One additional type of search that LimeWire supports is a hash search. Recall that a hash 

is a long number computed based on all the data that makes up the file and is statistically unique 

to that file and which is essentially impossible to forge. A peer in possession of a file can 

compute the hash and then submit a search request containing that hash to search for other peers 

that have the identical file. Subject to the limits of search described above, the peer would then 

receive a list of other peers that have the bit-for-bit identical file. 

C. Browsing in Gnutella 

29. In addition to searching, many Gnutella clients, including LimeWire, supported a 

function called host browsing or simply browsing. Using this functionality, a peer that was 

connected to another peer, perhaps while downloading a file as a result of a search, could request 

a list of other files that the other peer was also making available.  

30. A document Complaint Counsel has provided to me can be used to illustrate the host 

browsing function. This document, Exhibit CX0152 (FTC-LABMD-003755), is a screenshot of 

some of the files in the LimeWire sharing folder on the LabMD computer used by the company’s 

billing manager. The screenshot includes the names of 43 (of about 950) files freely available 

through the LimeWire program on that computer. Materials I have reviewed show that the billing 
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manager used LimeWire to share music files.5 If an outside LimeWire user searched for and 

found a particular music file or, for example, the “W-9 Form” file in the LimeWire sharing 

folder on the LabMD computer used by the billing manager, the outside user could view all the 

other files in the sharing folder without any further searching. As Exhibit CX0152 shows, the 

1,718 File is included in the LimeWire sharing folder on the billing manager’s computer. The 

outside user could open and download any of the other folders in the sharing folder. 

31. This feature allows a more general approach to discovering files of interest inside the 

Gnutella network. Users can look through the shared folders of other users that have collections 

of files that match their interests. If one file of some particular type is identified through search, a 

user might find it worthwhile to browse the other user’s files to see if anything else of interest is 

available. 

IV. Materials Considered in Forming Opinions 

32. In reaching my opinions, I have considered: Mr. Fisk’s report and materials included 

therein; my long experience in computer networking and digital investigations; contemporaneous 

security references; academic papers about p2p networks and the experiments researchers have 

conducted on them; and a copy of the LimeWire source code for version 4.16.6. A list of all of 

the materials that I considered in reaching my opinions is attached to this report as Appendix B. 

33. Based on any new information that is relevant to this litigation that comes to my attention 

subsequent to the submission of this report through depositions or otherwise, I reserve the right 

to supplement my opinions as I find appropriate.  

5 See Deposition of Alison Simmons, February 5, 2014, p. 100; Deposition of John Boyle, January 28, 2014, p. 62. 
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V. Rebuttal to the Expert Report of Adam Fisk 

34. I have reviewed the report of Adam Fisk. Complaint Counsel has asked me to provide 

opinions about Mr. Fisk’s conclusions reached in this report concerning LimeWire and the 1,718 

File.  In this section I address several of Mr. Fisk’s conclusions in turn. 

A. Most Likely, the 1,718 File was Inadvertently Shared to the P2P Network  

35. Complaint Counsel has asked me to provide an opinion responding to Mr. Fisk’s 

discussion of how the 1,718 File was made available to the Gnutella p2p network. As discussed 

below, I conclude that the file’s availability was likely inadvertent and the result of user error. 

36. In his report on page 23, Mr. Fisk describes the steps that would be required to expose the 

1,718 File on the network using LimeWire. He writes that Ms. Woodson (LabMD’s billing 

manager): 

a. “Installed LimeWire on her computer even though it clearly violated company 

policy 

b. Actively chosen to share her My Documents folder, which LimeWire did not 

share by default 

c. Actively saved the insuranceaging_6.05.071.pdf file in that folder.” 

37. These steps are essentially correct. Someone did install LimeWire, though I cannot offer 

an opinion as to whether doing so violated company policy. Someone did choose to share the 

“My Documents” folder, possibly even in face of warnings about the security risks of doing so. 

And somebody did place the 1,718 File in that folder where it would be shared. It seems 

reasonable to assume it was Ms. Woodson who did so. 

38. It would be incorrect, however, to conclude from the evidence that she did so with the 

purposeful intent of sharing the file on the Gnutella network. Using a commonly-used directory 
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such as the “My Documents” folder for file sharing was then and is still a known problem and in 

fact appears common enough that LimeWire added a warning to notify users when this was 

happening. That Ms. Woodson likely placed the 1,718 File in her My Documents directory is not 

indicative of any particular intention to share it. That directory was a default location commonly 

offered by programs as a location to place files. In the absence of any evidence of her intentions, 

the most likely reason that LimeWire was sharing that directory and that the 1,718 File was there 

was simple user error.  

B. Dangers of Inadvertent Sharing on P2P Networks 

39. Running a p2p protocol is like advertising that anyone can come and take things from 

your garage. This doesn’t present problems as long as you intend for things in the garage to be 

taken, but should you leave sensitive or valuable things in your garage, this can go quite wrong. 

The garage in this analogy is the folder of shared items on the computer. Another danger is that 

the user will specify the wrong folder to share, in effect allowing anyone to take things from 

perhaps the whole house instead of just the garage. 

40. The security risks of p2p software, including inadvertent file sharing, have been known 

since the early 2000s. While we don’t have access to a time machine to revisit that time, it is 

possible to find contemporaneous documents that describe the risk. Many examples come from 

the SANS Reading Room. SANS is the System Administration, Networking, and Security 

Institute. It is a well-respected organization dedicated to training systems administrators who 

operate and maintain computer systems and networks in the practice of security. SANS materials 

are a prime resource for information technology practitioners. Its advanced students produce 

papers on security topics which are then made publicly available on the SANS website. Looking 
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back at papers shows many that described the risks of p2p software at the time. I quote a few 

below.

41. Once such paper, titled “Peer-to-Peer File-Sharing Networks: Security Risks” was written 

by William Couch and contributed to the SANS reading room in 2002.6 He wrote: 

 “Another real danger of P2P networks is that, although theoretically the user controls 
what subdirectories he/she makes available to peer users, sometimes more subdirectories 
are shared than is known or intended.” (p. 6). 

  And:  

“Therefore, it is up to users, and security administrators, to be aware of the risks implicit 
in this wide-open architecture. The safest course of action is to not use, or allow, P2P 
file-sharing software.” (p. 11) 

42. About the same time, another student, Kelvin Choi, contributed a paper titled “Security 

Implications of “Peer-To-Peer” Software” dated July, 2004.7 In it, he writes: 

“File sharing applications such as this present multiple exposure opportunities for the 
enterprise. Issues of intellectual property are paramount. Companies bear some measure 
of liability for employees trading and storing copyrighted works in the office. Equally 
distressing is the opportunity for unintentionally sharing proprietary or delicate 
information through carelessly or improperly configured clients. Allowing documents to 
be shared without explicit permissions is an easy mistake for the unwary user, and users 
have been known to unintentionally share entire disc volumes. This “information 
leakage” could be the most expensive security issue faced by the enterprise, as it has can 
have [sic] the greatest legal liability. This is exacerbated when employees install and 
configure file-sharing software outside a defined security process and infrastructure.” (p. 
4)

43. Similarly, Lucas Ayers wrote in a paper titled “Security Ramifications of Using Peer to 

Peer (P2P) File Sharing Applications” which is dated December 20, 2003:8

“It appears most of the sharing of personal files is due to user error – where a user 
mistakenly shares documents they didn’t mean to. While this is not a true 
technical issue like firewall rule sets or router access lists, it is very much a 
Security issue. Informing users about security and making everyone aware of the 

6 See https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-peer-file-sharing-networks-security-
risks-510.
7 See http://www.giac.org/paper/gsec/2016/security-implications-peer-to-peer-software/103490.
8 See http://www.giac.org/paper/gsec/3519/security-ramifications-peer-peer-p2p-file-sharing-applications/105733.
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consequences of their actions, is one of the most imports tasks any security office 
has.
 There are also issues with the wizards and setup programs of some of 
these file sharing applications used during installation. The wizards will ask the 
user if they want to search for the location of typical files people share. If you 
happen to have a bunch of music files located in your “My Documents” folder 
(this is a typical location people have personal files on their computers), the setup 
program will share that whole folder with the rest of the P2P network. Not just the 
music you meant to share, but everything in that folder!” (p.13) 

44. Again in 2003, Stephen Farquhar contributed a paper, titled “Peer-to-Peer (P2P) File 

Sharing Applications and their Threat to the Corporate Environment,” in which he writes:9

“Sharing the File Server in one easy step - Astute users will selectively share files, but 
many users accept application defaults or blindly tick the first checkbox they see. This 
can result in the entire contents of their hard drive being shared or worse, all drives 
including network drives to be shared. Hence, unwittingly exposing the contents of the 
corporate file server to the public becomes a minor task.” (p. 7) 

  as well as:  

“The task of preventing the use of P2P applications in the corporate environment is a 
subset of the task of preventing any unauthorised software usage and starts with policy, 
followed by a variety of techniques to form multi-layered defences.” (p. 14) 

45. These early works show that there was an awareness of computer security professionals 

that p2p networks provided a large risk, in no small part because a user could allow sharing of 

proprietary or confidential corporate documents. 

46. This knowledge was not confined to SANS students. By 2005, there were warnings 

available through the US Computer Emergency Readiness Team about p2p networks.10 It is 

possible to see a snapshot of a web page from that period through the Internet Archive Wayback 

Machine, which has been taking and preserving occasional snapshots of sites around the Internet 

9 See http://www.giac.org/paper/gsec/3123/peer-to-peer-p2p-file-sharing-applications-threat-corporate-
environment/103882.
10 The United States Computer Emergency Readiness Team (US-CERT) is a government agency leading efforts to 
“improve the Nation's cybersecurity posture, coordinate cyber information sharing, and proactively manage cyber 
risks to the Nation while protecting the constitutional rights of Americans. US-CERT strives to be a trusted global 
leader in cybersecurity - collaborative, agile, and responsive in a dynamic and complex environment.” See
http://www.us-cert.gov/about-us.
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over a long period of time. One such web page is at: 

http://web.archive.org/web/20051127091241/http://www.us-cert.gov/cas/tips/ST05-007.html.

This page, captured in November 2005, but marked as updated in June 2005 reads in part: 

“Exposure of sensitive or personal information - By using P2P applications, 
you may be giving other users access to personal information. Whether it’s 
because certain directories are accessible or because you provide personal 
information to what you believe to be a trusted person or organization, 
unauthorized people may be able to access your financial or medical data, 
personal documents, sensitive corporate information, or other personal 
information. Once information has been exposed to unauthorized people, it’s 
difficult to know how many people have accessed it. The availability of this 
information may increase your risk of identity theft (see Protecting Your Privacy 
and Avoiding Social Engineering and Phishing Attacks for more information).” 

47. By 2005, various organizations had warned about the risk of inadvertent file sharing 

through p2p programs, and by 2006, concern about p2p networks and defending against security 

problems they had caused had reached the state of best practice. As seen in the document

“Security Best Practices”, written by Dr. Eric Cole (a security consultant and SANS instructor):11

“The most important security practice, that which all other security controls and 
protections are based on, is the creation and enforcement of security policies. Every 
organization must have an overall policy that establishes the direction of the organization 
and its security mission as well as roles and responsibilities. There can also be system 
specific rules to address the policies for individual systems and data. Most importantly, 
the appropriate use of computing resources must be addressed. In addition, policies can 
address a number of security controls from passwords and backups, to proprietary 
information. There should be clear procedures and processes to follow for each policy. 
These policies should be included in the employee handbook and posted on a readily 
accessible intranet site. 
 The organization’s security policies should address applications, services and 
activities that are prohibited. These can include, among others, viewing inappropriate 
material, spam, peer-to-peer file sharing, instant messaging, unauthorized wireless 
devices and the use of unencrypted remote connections such as Telnet and FTP. 
Appropriate use policies should outline users’ roles and responsibilities with regard to 
security. They should provide the user community with an understanding of the security 
policy, its purpose, guidelines for improving their security practices, and definitions of 
their security responsibilities. If an organization identifies specific actions that could 

11 See http://www.securityhaven.com/docs/Security Best Practices.pdf.
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result in punitive or disciplinary actions against an employee, these actions and ways to 
avoid them should be clearly explained in the policy.” (p. 2, emphasis added) 

48. The fact that inadvertent sharing of sensitive documents was a concern and needed to be 

prevented by specific policy, procedure, and training was well known among information 

technology practitioners by 2006. By 2005, other organizations were warning about risks 

presented by p2p programs to more general audiences.12

49. For the reasons set out above, p2p programs presented a well-known and significant risk 

that files would be inadvertently shared. Because the LimeWire sharing folder on the LabMD 

computer used by the billing manager included hundreds of files, including music files and .pdf 

files, it is likely that the 1,718 File was inadvertently included in the sharing folder.13

C. Searching Using LimeWire/Gnutella Functionality 

50. Complaint Counsel has asked for my opinion about Mr. Fisk’s conclusion about the ways 

by which the 1,718 File could have been found and copied from the LabMD computer of 

Rosalind Woodson, LabMD’s billing manager, using LimeWire. As I explain below, I believe 

there are other ways the 1,718 File could be found besides the exact file name search Mr. Fisk 

identifies. 

51. Mr. Fisk makes the point that it would be difficult for a searcher to create a search that 

would find the file named “insuranceaging_6.05.071.pdf” on pages 11-13 of his report. He states 

that the searcher would have to enter either the term “insuranceageing” or “6.05.071” in order to 

find the file. 

52. Mr. Fisk concludes that “it is extremely unlikely that any typical user of the Gnutella 

network, including highly sophisticated users, would ever have found the 

12 See, e.g., http://www ftc.gov/news-events/press-releases/2005/06/ftc-issues-report-peer-peer-file-sharing.
13 Mr. Fisk presents no evidence to support his alternative hypothesis that the file was shared by email or portable 
media, which I discuss in Section D, below.  
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“insuranceaging_6.05.071.pdf” file in question using search alone.”14 He also concludes that 

“only extremely sophisticated and custom-designed software would ever be configured in this 

fashion,” meaning in a way suitable for locating the 1,718 File.15

53. Mr. Fisk reaches his conclusion in part based on an unreasonable assumption about how 

the file could be found, ignoring a variety of other methods that would account for its eventual 

exposure through LimeWire. 

54.  His conclusion addresses only one very narrow possibility of how the file might have 

been discovered through the Gnutella network, which is searching for it based on its exact 

name.16 This conclusion is almost certainly incorrect as there is at least one search method that 

could return the file without using either of the two file name terms Mr. Fisk identifies.  

55. More importantly, he does not conclude that the 1,718 File was not downloaded using the 

LimeWire program that was indisputably sharing the file. His report instead hints at a number of 

ways that it could have happened, and he addresses and rules out none of them.17 There are 

viable ways that the file could have been found and copied from the LabMD system and I 

describe below three simple, relatively unsophisticated methods, other than using the two file 

name terms Mr. Fisk identifies, by which the 1,718 File could have been retrieved through 

LimeWire. 

i. Browsing 

56. LimeWire contains functionality that allows any user of the network to connect directly 

to another computer running LimeWire. Once connected, the user can see all files that are 

14 Fisk Report, p. 16. 
15 Fisk Report, p. 24. 
16 Fisk Report, p. 13. 
17 Fisk Report, pp. 24-25.  
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available for download. This information is most often presented as a list that the user can scroll 

through, and should the user choose to, he or she can click on any file and download it directly. 

57. The simplest way this “browse host” functionality might have been used to download the 

1,718 File is for a user to have received a search hit for some other file that was present on the 

LabMD computer running LimeWire, and then chosen to use the “browse host” function to 

examine and download other files from the computer. My understanding is that Ms. Woodson 

was using LimeWire to download and share popular music that could result in many search hits. 

This could easily have led to the 1,718 File being downloaded through browse host. 

58. In addition, the shared folders on Ms. Woodson’s computer contained other files that 

might have drawn the interest of potential thieves and could have been found through the basic 

search. For example, there was a file named “W-9 Form” being shared.18 A person who was 

interested in identity theft might have been searching on that term to find addresses and Social 

Security numbers. The browse host function could then be used to view and download the 1,718 

File that was contained in the same shared folders. 

59. While it may be unlikely that any random user would choose to download the 1,718 File, 

this low probability must be balanced against the enormous number of users on the Gnutella 

system. An analogy is the Powerball lottery. The chance of any one ticket winning is low, but 

given that so many people buy tickets the lottery is won relatively frequently.

60. Mr. Fisk, on page 15 of his report, states: 

“At any one time on the LimeWire network there would be approximately 2 to 5 million 

users online.” 

18 Citizens use the Internal Revenue Service’s W-9 Form to request a taxpayer identification number. In completing 
the form, citizens enter, among other things, their names, addresses, and Social Security numbers. Internal Revenue 
Service, “Request for Taxpayer Identification Number and Certification” (November 2005), available at
http://dese mo.gov/se/documents/se-fs-w9.pdf.
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61. Over an extended period of time, such as weeks or months, even a 1 in 1,000,000 chance 

of someone downloading the 1,718 File would therefore result in it being downloaded many 

times. It takes only one such download to allow the information to be released.  

62. Mr. Fisk also goes into detail describing the LabMD firewall’s operation, but also implies 

that the firewall would not have prevented the “browse host” feature from being used when he 

states on page 16: 

“In order to download the files of a browse host either the Downloader or the Uploader 

must not be behind a firewall.” 

63. While the LabMD computer was behind a firewall, any computer that itself was not 

behind a firewall could therefore have used the browse host function to download the 1,718 File. 

ii. Searches for Misconfigured P2P Peers 

64. Above, I discussed the possibility that a random user found and downloaded the 1,718 

File from the LabMD computer through LimeWire using the “browse host” function. There is a 

more deliberate way that the file could have been found and downloaded.

65. The Internet, being a public network, is sometimes used by people who might have 

fraudulent or malicious intent, including those looking for sensitive documents that p2p users did 

not intend to share. One opportunity for them to get documents is to identify and exploit 

misconfigured p2p nodes that are likely to expose sensitive information, then to download and 

make use of that information. Notably, these actors do not need to have any information about 

the names of the files they hope to find. Instead, they gather open information about common 

files that are placed in particular directories when installed. For example, they can search for 

particular operating system files that appear under the directory C:\windows, or common files 

installed by applications that are placed in the “My Documents” folder. A badly mis-configured 
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Windows XP node that was sharing its C: drive would be easily identifiable by searching for a 

file named Zapotec.bmp, which is a default file included in that version of Windows. 

66. Finding one of these files would signal a high probability that the LimeWire program on 

a computer was misconfigured and was currently exposing files in the directory where files like 

the 1,718 File are normally found. For example, a file known to be installed in “My Documents” 

that was found as a result of a search would indicate that that computer was exposing the “My 

Documents” folder, which is likely to contain a large number of files of various types. The 

person would then connect to that computer and use the “browse host” functionality to download 

and examine potentially interesting files that were exposed. 

67. The LabMD computer, which was running LimeWire, would have been vulnerable to 

being found in this manner. Unfortunately, LabMD produced incomplete information about 

which files were being shared so it is difficult to identify which files might have been the lure to 

attract someone who was actively seeking misconfigured peers. Nevertheless, the fact that the 

information was being made publicly available on a network known to be used by malicious 

actors means that there is a reasonable possibility the file could have been discovered in this 

manner. 

iii. File Extension Search 

68. As noted above, Mr. Fisk writes extensively to make the case that it would be difficult for 

a searcher to find the 1,718 File using its filename.19

69. I believe he is mistaken, and there is one simple and direct search that would return that 

file, which is to search on the portion of the filename he neglects – the file extension “pdf.”

19 Fisk Report, pp. 13-16, 23. 
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70. The file extension “pdf” indicates that the file is formatted as an Adobe Portable 

Document Format (PDF) file. This format is commonly used for documents that contain text and 

images, but which are not intended to be edited. It is very commonly used in academic and 

business environments for distributing documents. I have also encountered entire books being 

formatted and shared as PDF files.  

71. Gnutella users who are searching the network might then choose to search for PDF if 

they had interest in those types of documents. Such a search would easily return the 1,718 File.

To demonstrate that this is possible and easy to do, I performed searches with the current 

Gnutella network using the “gtk-gnutella” program and verified that a search using the term 

“pdf” returns search results that consist of PDF files, the bulk of which contain the string “pdf” 

only in the file extension. The image below shows the results of such a search using the gtk-

gnutella program, version 1.01 available from http://gtk-gnutella.sourceforge.net/ and the files it 

returned.20

20 Files names except for extensions have been redacted in the image. 
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72. The question then becomes “Did LimeWire support this type of search during the 

relevant period?” Unfortunately, LimeWire was ordered closed, and at that point we lost full 

access to the site containing the source code and documentation.21 We do, however, have some 

remnants of the LimeWire site as recorded by the Internet Archive Wayback Machine. 

73. Searching using the Wayback Machine allowed me to retrieve a copy of the LimeWire 

source code for version 4.16.6, which was similar to the version that was running on the LabMD 

computer Rosalind Woodson used.22 It was the closest version to the version 4.16.7 on the 

LabMD computer that the Wayback Machine had archived, and is very close to the code running 

21 Arista Records, LLC v. Lime Group LLC, 715 F. Supp. 2d 481, 96 U.S.P.Q 2d 1437 (S.D.N.Y 2010).
22 I downloaded this code from the URL: 
http://web.archive.org/web/20081203173114/http://www.limewire.org/limewire.zip.
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on the LabMD computer, judging from the version number. I examined the code of the program 

to determine if file extensions, such as “.pdf” were excluded when searching with LimeWire.  

74. I found no such code. Instead, I found code that supports the theory that LimeWire 

allowed searches by file extension and then returned files containing that file extension. In the 

file from the source code distribution named GreedyQueryFilter.java, there is code to limit 

searches that would be excessively burdensome on the Gnutella network. The code in question is 

named isVeryGeneralSearch, lines 43-65. I will spare quoting the code in detail, but the 

comment describing the code is accurate as to its functionality and reads: 

a. “Search through a query string and see if matches a very general search  

 such as "*.*", "*.mp3", or "*.mpg" and check for uppercase also” 

75. This shows that the code blocked searches based on the file extensions “.mp3” and 

“.mpg”, which are for music and audio files and movie files, respectively. This strongly implies 

that searches based on file extensions were possible, and that those searches for PDF files were 

not blocked. Assuming the implication is correct, file extension searches were possible in 

LimeWire and would have returned the 1,718 File.  

76. Again, this indicates that users who were searching for the types of documents that are 

commonly found in businesses, such as Microsoft Office documents and PDF files, could have 

easily found the 1,718 File using search without using any more specific terms.  

D. Searching Outside the Gnutella Mechanism 

77. Complaint Counsel has asked me to provide an opinion about Mr. Fisk’s conclusion that 

only “sophisticated organizations capable of deploying the financial and ultimately technical 

resources required” to write and use custom search software to crawl p2p networks could locate 

the 1,718 File. These programs would be written to make use of the protocol mechanisms to 
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traverse the network to catalog its participants and the names of content they were sharing 

instead of downloading code. As I explain below, creating such software is not limited to 

“sophisticated organizations.”

78. Mr. Fisk first makes the incorrect assumption that the 1,718 File had to have been found 

by searching exactly for either of the two file name terms he identifies.23 As discussed above, 

this assumption is incorrect as it was entirely possible for the file to be located without searching 

by either of file name terms Mr. Fisk identifies. Following from this first incorrect assumption, 

he then states that the only way for this document to have been located on the Gnutella network 

was through custom search software, implying that this software must have used the “browse 

host” function to search through files on all hosts.24 He then uses the assumption of custom 

software to state that only a “sophisticated” organization with large financial and technical 

resources could write such code, and that such code indicates knowledge no normal network user 

would have.25 Finally, he suggests that the other copies of the 1,718 File located on LabMD’s 

network were therefore found by and later shared by one of these organizations.26

79. This chain of logic is almost entirely incorrect. Custom search software using the 

“browse host” function is not difficult to create, as most of the code needed already exists and is 

freely available. It would require little specialized knowledge of the protocol as the code 

available already encodes protocol knowledge. Because the code is readily available, almost 

anyone with the necessary undergraduate-level programming experience could create it, and a 

brief search finds evidence that this has happened. The organizations that Mr. Fisk suggests 

might have created such software also have incentives not to share what they might find, and it is 

23 Fisk Report, p. 13. 
24 Fisk Report, p. 24. 
25 Fisk Report, pp. 24-25. 
26 Fisk Report, pp. 24-25. 
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unlikely, had they downloaded any files from the network, that they would have then shared 

them.  

80. Mr. Fisk’s argument makes the following points:  

a. Implicitly, he assumes that the file can only be found by searching for it using its 

filename. 

b. He then claims that no ordinary user could have found the 1,718 File using normal 

search. 

c. As search must have been used, but normal search would not have worked, then the 

person who found it must have written their own search.

d. This search must have used the “nuances” of the “browse host” functionality. 

e. No ordinary user could or would write their own search this way; they would not 

have the technological resources to do so. 

f.  Therefore, it must have been an organization like Tiversa, the FBI, Big Champagne, 

or the RIAA. 

g. Because the file was later found at multiple IP addresses online, it is possible that it 

was then being shared by the organizations above who had created their own search 

software.

81. I have addressed points a and b in Section A above. There is no need for the file to have 

been found only by searching for its filename. It could have been randomly browsed, found as 

part of a search for misconfigured peers, or found by searching for the term “pdf,” as I explained 

above. Below I address his custom search argument (points c, d, e, and f).
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i. The Challenge of Creating Custom Search Software 

82. Though it is clear that writing a custom search was not necessary, I would like to address 

the points c, d, e and f regarding writing custom software. Mr. Fisk is incorrect in most 

particulars. Writing such software is not challenging, as most of the code exists and embeds the 

necessary knowledge of the protocol. It might take only someone with an undergraduate 

computer science degree and basic networking knowledge, and there is evidence that this has 

happened.

83. First, Mr. Fisk is not very precise in defining what constitutes an “ordinary user.” There 

are distinctions that need to be made in discussing what a user of p2p software can do with the 

software, and what a developer who is extending p2p software can make the software do in 

accordance with the Gnutella protocol. In the first case, an “ordinary user” would be one who 

uses an existing p2p software client, like LimeWire. They would be limited to the functionality 

that was built into the software by the developers. In LimeWire, these are things like search, 

download, and browsing a host where you have located a file.

84. The developer of the software, however, has access to all the functionality that the 

Gnutella protocol provides. This is more functionality than is commonly built into the software. 

The reason is that the protocol provides a variety of possible services which are generally used in 

one way, say to provide normal search and download services, but which can be recombined in a 

different way, say to create a browse-based search, in a way that does not violate the operation of 

the protocol. In the example of a browse-based search, the developer would choose to combine 

the portion of the protocol that does peer-discovery with the portion of the protocol that allows 

host browsing to extract the information of what files are in the network. The developer could 

then create his or her own index and search across that. Such activity is normal or ordinary from 

the point of view of the other participants of the protocol. 
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85. Second, Mr. Fisk implies that creation of this software is something that is out of reach of 

the average developer. He states (page 24): 

“The vital point is that only extremely sophisticated and custom-designed software would 

ever be configured in this fashion” 

  and (page 24, again): 

“In order to find the 1,718 File someone would have to understand the nuances of the 

browse host message and would have had to have written custom software to take 

advantage of that knowledge.” 

86. This implication is not the case. A programmer who wanted to create software that took 

advantage of the Gnutella network can draw on a publically available and well-documented code 

base that would provide most of the functionality needed.

87. As I am fond of explaining to my programming classes, programmers are lazy – but they 

are lazy in a good way, which means doing as little work as possible to achieve whatever 

programming goal they are trying to reach. This often is demonstrated by the reuse of existing 

code. It is generally faster and easier to find code that does what you want than it is to write it 

yourself. In fact, code reuse is highly encouraged in the computer science community, and 

languages like Java include a concept called “classes” which allow ease of code reuse. 

88. To support code reuse, there are often practices to help generate documentation as code is 

written, so that other programmers can more easily understand the existing code. Java uses a 

system called “javadocs” that allows programmers to annotate their code, and then to later use 

the annotations as the input to a program that converts them to readable documentation. 

89. LimeWire itself is written in Java, and uses javadocs to create documentation. There are 

other Gnutella clients available as well, and a programmer who wanted to extend the Gnutella 
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functionality could download the source code of the programs and use that as a basis for this 

work. This would greatly increase the ease and speed of developing code that works with the 

Gnutella protocol. 

90. Using existing code for Gnutella removes the need for programmers to completely 

understand all aspects of the Gnutella protocol, as the Java language classes already written 

encapsulate the knowledge of the original programmer. Others can then use the interface in the 

class to interact with Gnutella without needing full knowledge of how the protocol works. This 

removes the need for other programmers to understand all the details of the protocol. 

91. Most networking code is written in this way. Networking code is divided into a series of 

components, known as the “networking stack.” Each layer of the stack provides an interface that 

enables functionality without requiring deep protocol knowledge, so reusing Gnutella code 

would be a natural extension of this approach. 

92. To see if there was evidence to support the idea that large-scale cataloging of files that 

were available on Gnutella through the browse host function was not as challenging as Mr. Fisk 

indicates, I did a brief search of academic literature through Google Scholar. I found several 

academic papers describing the results of crawling the Gnutella network. One in particular 

described developing a crawler that could access all the ultrapeers in the network in under 10 

minutes in 2005. This work was titled “Capturing Accurate Snapshots of the Gnutella Network” 

by Daniel Stutzbach and Reza Rejaie, and appeared in 2005 at a prestigious peer-review 

networking conference. 

93. A later publication using the same crawler also documented the files that were available 

on the Gnutella network. In this case, they modified the crawler above to also issue “browse 

host” requests to catalog the contents of the network. This work appeared in another prestigious 
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peer-reviewed conference in 2006 and was titled “Characterizing Files in the Modern Gnutella 

Network: A Measurement Study” by Shanyu Zhao, Daniel Stutzbach, and Reza Rejaie. 

94. Looking at the authors list, it appears that Shanyu Zhao and Daniel Stutzbach were 

graduate students, and Reza Rejaie was a professor at the time. This small team, with no 

acknowledged funding, was able to develop a high-speed crawler that used the Gnutella browse 

host extension to catalog the network. This is one paper of many that describe crawling the 

Gnutella network. 

95. I will also note that crawling Gnutella is a common enough activity that it has its own 

Wikipedia page at http://en.wikipedia.org/wiki/Gnutella_crawler.

96. This indicates that creating a crawler is not as difficult as Mr. Fisk implies, and certainly 

isn’t the sole province of a large and well-funded organization.

ii. Crawling versus Sharing 

97. In point g of his argument above, after suggesting the 1,718 File must have been found by 

a crawler from a large organization such as the FBI, Big Champagne, Tiversa, or the RIAA,  Mr. 

Fisk then suggests that the other copies of the files that are available on the network might come 

from these crawlers. 

98. Mr. Fisk is incorrect in this assertion because the organizations above, were they to 

download files, would have no motivation to then share them.  

99. Instead, it is possible to download files without sharing them again on the network. Even 

an ordinary LimeWire user could prevent re-sharing files by separating the download folder from 

the shared folder. 
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E. Other Avenues of Information Disclosure 

100. Complaint Counsel also asked me to provide an opinion about Mr. Fisk’s conclusions as 

to other methods by which the 1,718 File could have been downloaded or disclosed. In this 

section, I discuss his conclusions about thumb drives and email. 

101. After apparently reaching the erroneous conclusion that the installation and use of 

LimeWire could not have been a possible source of the 1,718 File leaving the LabMD network, 

Mr. Fisk attempts to propose some other mechanisms by which the file could have left the 

network. On page 25, he suggests that the file could have been emailed out of the organization or 

placed on a thumb drive and removed. Unfortunately, Mr. Fisk points to no evidence to support 

that either of these actions occurred. By contrast, there is ample evidence that LimeWire was in 

use.

102. One of my areas of research and experience is in the area of digital forensics, which is the 

investigation of misuse or crime that might have left evidence on digital devices. I have had 

extensive training in commercial forensics tools and operation and am well aware of the types of 

evidence that are left behind on a computer system when data is either copied to a USB stick or 

sent by email. It is frequently, though not always, possible to recover artifacts relating to these 

transfers. For a USB stick, there is evidence of what USB sticks were inserted into the system 

and, often, what files were copied to them. For email, it is often possible to recover the sent 

email from the outgoing messages folder or from backups from the mail server to verify what 

was sent. 

103. Unfortunately, it is not possible to conduct such an examination in this case as the system 

that was being used was not properly preserved for investigation. Doing so would have required 

making a copy of the hard drive in its entirety and keeping the drive and copy unaltered. The 
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evidence is that this was not done.27 As opposed to the lack of evidence for any of Mr. Fisk’s 

alternate scenarios, there is substantial evidence that LimeWire was the source of the disclosure. 

We know that: 

a. The computer at LabMD was running LimeWire and was sharing the 1,718 File. 

b. People who download files from Gnutella most frequently store them in their own 

shared directory, which in turn makes them available to the file-sharing network.

c. The 1,718 File was found being shared on the Gnutella network. To appear there, 

it had to be placed in a folder on a computer that was being shared. 

104. The most likely conclusion, then, is that the file was available and being shared via the 

LabMD computer. Others downloaded it, and as is common, stored it in their shared folder. It 

was then available for others to discover, and it was then found being shared elsewhere. 

105. Overall, Mr. Fisk provides no evidence that supports his suggestion that the file was 

taken out of the network by some means other than through LimeWire.  

VI.  Conclusion 

106. Based on my experience described in Section II, my review of the material described in 

Section IV, and the specific opinions presented in Section V, my overall conclusion is that Mr. 

Fisk is mistaken in his conclusion that the 1,718 File could only have been located by a 

sophisticated organization with considerable resources. In addition, his theory that the file was 

disclosed through a thumb drive or by e-mail is unsupported by any evidence. Overall, I 

conclude that the 1,718 File was likely inadvertently disclosed by LabMD’s billing manager 

when she used LimeWire on her LabMD computer. 

27 Mr. Daugherty testified that the hard drive from the LabMD computer used by the billing manager and a copy of 
the hard drive were rendered unusable by a security consultant LabMD engaged. See Deposition of Michael 
Daugherty, March 4, 2014, pp. 203-07. 
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Dated:  April 11, 2014 

Clay Shields, Ph.D. 
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PhD in Computer Engineering, June, 1999.

Advisor: J.J. Garcia-Luna-Aceves.

Dissertation: Secure Hierarchical Multicast Routing and Multicast Internet Anonymity.

Masters in Computer Engineering, June, 1996.

Master’s Thesis: Ordered Core Based Trees.

University of Maryland, 1993 - 1994
Graduate-level course work in Computer Science.

University of Virginia, 1984 - 1989
Bachelor of Science, Electrical Engineering.
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Professional Experience

Principal, Computer Litigation Resources, LLC, May 2005 - August 2010
Principal of consulting business for conducting forensic computer examinations and providing expert testimony on

the results. Prepared and delivered forensic courses for Ernst & Young, LLP, internal training. Qualified by the 19th

Judicial Circuit of Virginia as an expert witness on computer forensics.

Staff Scientist, Cenus Technologies, July 2000 - September 2000
Consulting on network security issues for Internet start-up.

Security Coordinator, University of California at Santa Cruz, 1997 - 1998
Responsible for conducting vulnerability testing, for monitoring of campus networks, and for response to security

breaches. Conducted short and long-term planning for campus security systems, including investigation and testing of

firewall and one-time password systems, and testing of campus certificate server system.

Infantry Platoon Leader, 101st Airborne Division, U.S. Army, 1990 - 1993
Platoon Leader of Rifle and Anti-Armor Infantry Platoons. Responsible for leadership of a 40 soldier platoon during

tactical employment; planning and execution of safe, effective training; and accountability and maintenance of over

one million dollars of equipment. Led platoon during six month deployment to the Sinai as part of the MFO peace-

keeping force, and received Army Achievement medal for exceptional performance in that position.

Expert Witness Experience
Intellectual Property

Consulting Witness, Plaintiff Intellectual Ventures I LLC and Intellectual Ventures II LLC

v. Capital One Financial Corporation, Capital One Bank (USA)

and Capital One, N.A.,Civil Action No. 1:13cv740-AJT/TRJ,

Eastern District of Virginia

Consulting Witness, Defendant Droplets, Inc. v. Facebook, Inc.,

Civil Action No. 2:11-CV-392, Eastern District of Texas

Testifying Witness, Plaintiff Creative Kingoms, LLC. v. Nintendo Co., Ltd.,

Case No. 337-TA-770, ITC.

Consulting Witness, Plaintiff Juniper Networks Inc. v. GraphOn Corp.,

Case No. 1:09-cv-00287, Eastern District of Virginia
Computer Forensics

Written report Cause No F-2569-B, 93rd Judicial District Court, Hidalgo County, TX, May 2013

Testifying Witness, Plaintiff Facility Solutions Group v. ISM Services, Inc. Fairfax County, VA, June, 2005

Consulting Witness, Plaintiff FTC v. D Squared Solutions, AMD 03 CV3108 (pro bono)

Scholarship

Journal Articles
A. Bates, K. Butler, M. Sherr, C. Shields, P. Traynor, and D. Wallach. “Accountable Wiretapping, Journal of
Computer Security”, to appear in Journal of Computer Security.

M. Liberatore, B. N. Levine, C. Shields and B. Lynn. “Efficient Tagging of Remote Peers During Child Pornogra-
phy Investigations”, Transactions on Dependable and Secure Computing, January, 2014.
S. Cabuk, C. Brodley, and C. Shields. “IP Covert Channel Detection”, ACM Transactions on Information and System
Security (TISSEC) Vol. 12, Num. 22, April 2009.

M. Wright, M. Adler, B.N. Levine, and C. Shields. “Passive-Logging Attacks Against Anonymous Communica-
tions Systems”, ACM Transactions on Information and System Security (TISSEC) Vol. 11, Num. 2, March 2008.

K. Sanzgiri, B. Dahill, D. LaFlamme, B. N. Levine, C. Shields, and E. Belding-Royer, “An Authenticated Routing
Protocol for Secure Ad hoc Networks”, IEEE Journal on Selected Areas in Communications: Special Issue on
Wireless Ad Hoc Networks. Vol. 23, Num. 3, March, 2005.
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B. Carrier and C. Shields, “The Session Token Protocol for Forensics and Traceback”, ACM Transactions on
Information and System Security (TISSEC). Vol. 7 , Num. 3, August 2004.

F. Buchholz and C. Shields, “Providing Process Origin Information to Aid in Computer Forensic Investigations”,

Journal of Computer Security, Vol. 12, Num 5., 2004

M. Wright, M. Adler, B. N. Levine, and C. Shields, “The Predecessor Attack: An Analysis of a Threat to Anony-
mous Communication Systems”, ACM Transactions on Information and System Security (TISSEC). Vol. 7 , Num.

4, November 2004.

B.N. Levine and C. Shields. “Hordes - A Multicast Based Protocol for Anonymity”, Journal of Computer Security,

Vol. 10, Num. 3, 2002, pp. 213-240, by invitation.

C. Shields and J.J. Garcia-Luna-Aceves,“A Protocol for Hierarchical Multicast Routing”, Computer Communica-
tions, Vol:23. Issue: 7, March 13, 2000, pages 628-641.

Patents
Automated Forensic Document Signatures, US Patent US 8,438,174 B2. C. Shields, M. Maloof, and O. Frieder.

Automated Forensic Document Signatures, US Patent 8,312,023. C. Shields, M. Maloof, and O. Frieder.

Automated Forensic Document Signatures, US Patent 8,280,905. C. Shields, M. Maloof, and O. Frieder.

Book Chapters
C. Shields. “An Introduction to Information Assurance.” Machine Learning and Data Mining for Computer Secu-

rity. Ed. Marcus A. Maloof. London: Springer, 2005.

Conference Papers
A. Bates, K. Butler, M. Sherr, C. Shields, P. Traynor, and D. Wallach. ‘Accountable Wiretapping -or- I Know They
Can Hear You Now”. Network and Distributed System Security Symposium (NDSS), February 2012.

R. Walls, B.N. Levine, M. Libertore, C. Shields “Effective Digital Forensics Research is Investigator-Centric”, 6th
USENIX Workshop on Hot Topics in Security (HotSec), August, 2011

C. Shields, O. Frieder, M. Maloof. “A System for the Proactive, Continuous, and Efficient Collection of Digital
Forensic Evidence”, Proceedings of the Digital Forensics Research Conference (DFRWS), August, 2011.

M. Libertore, B.N. Levine, C. Shields. “Strengthening Forensic Investigations of Child Pornography on P2P
Networks”, Proceedings of the 6th International Conference on emerging Networking EXperiments and Technologies
(CoNEXT), November, 2010.

M. Liberatore, R. Erdely, T. Kerle B. Levine and C. Shields. “Forensic Investigation of Peer-to-Peer File Sharing
Networks”, Proceedings of the Digital Forensics Research Conference (DFRWS), August, 2010.

C. Shields. “Towards Proactive Forensic Evidentiary Collection”, Proceedings of the Hawaii International Con-
ference on System Sciences (HICSS), January, 2010.

C. Piro, C. Shields. B. N. Levine. “Detecting the Sybil Attack in Mobile Ad hoc Networks”, Proceedings of the
Second International Conference on Security and Privacy in Communication Networks (SecureComm), Baltimore,

MD, 2006.

S. Cabuk, R. M. Forte, C. Brodley, and C. Shields, “IP Covert Timing Channels: An Initial Exploration”, Pro-
ceedings of the ACM Computer and Communications Security Conference (CCS), October, 2004.

M. Wright, M. Adler, B. N. Levine, an C. Shields, “Defending Anonymous Communication Against Passive Log-
ging Attacks”, in Proceedings of the 2003 IEEE Symposium on Security and Privacy (IEEE S&P), Oakland, CA,

May, 2003.

B. Dahill, K. Sanzgiri, B. N. Levine, C. Shields, and E. M. Belding-Royer, “A Secure Routing Protocol for Ad Hoc
Networks”, in Proceedings of the 2002 IEEE International Conference on Network Protocols (ICNP), Paris, France,

November, 2002.

B. Carrier and C. Shields, “A Recursive Session Token Protocol for use in Computer Forensics and TCP Trace-
back”, in Proceedings of the 2002 IEEE Conference on Computer Communications (Infocom), New York, NY, June,

2002.
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F. Buchholz and C. Shields, “Providing Process Origin Information to Aid in Network Traceback”, in Proceedings

of the 2002 USENIX Annual Technical Conference, Monterey, CA, June, 2002.

M. Wright, M. Adler, B.N. Levine, and C. Shields, “An Analysis of the Degradation of Anonymous Protocols”,

Proceedings of the ISOC Network and Distributed System Security Symposium (NDSS), San Diego, CA., February

2002. Received the Outstanding Paper Award

V. Scarlata, B.N. Levine, and C. Shields, “Responder Anonymity and Anonymous Peer-to-Peer File Sharing”, in

Proceedings of the. IEEE International Conference on Network Protocols (ICNP), 2001, Riverside, CA., November

2001.

C. Shields and B.N. Levine, “A Protocol for Anonymous Communication over the Internet”, Proceedings of the

7th Annual ACM Conference on Computer and Communications Security (CCS), Athens, Greece, November, 2000.

C. Shields and J.J. Garcia-Luna-Aceves, “KHIP -A Scalable, Efficient Protocol for Secure Multicast Routing”. In

Proceedings of ACM Special Interest Group on Data Communications (SIGCOMM),Boston, MA, August, 1999.

C. Shields and J.J. Garcia-Luna-Aceves,“The HIP Protocol for Hierarchical Multicast Routing”, In Proceedings of
the Seventeenth Annual ACM Symposium on Principles of Distributed Computing (PODC), Puerto Vallarta, Mexico,

June, 1998.

C. Shields and J.J. Garcia-Luna-Aceves, “The Ordered Core Based Tree Protocol”, In Proceedings of the IEEE
Conference on Computer Communications (Infocom), Kobe, Japan, April, 1997.

Workshop papers
C. Shields, “What do we mean by Network Denial of Service?”, Proceedings of the 2002 IEEE Workshop on
Information Assurance and Security, West Point, N.Y., June, 2002.

S. Lee and C. Shields, “Tracing the Source of Network Attacks: A Technical, Legal and Social Problem”, in

Proceedings of the Second Annual IEEE Systems, Man, and Cybernetics Information Assurance Workshop, West

Point, NY., June 2001.

S. Mandujano and C. Shields, “Confidentiality and Anonymity Analysis of On-Line Payment Protocols”, Com-
puter Security Congress, November 2000, Mexico City, Mexico.

Other articles
C. Shields, “Ask the Experts - How can deleted computer files be retrieved at a later date?”. Scientific American,

March, 2004.

C. Shields, “Ask the Experts - Why do computers crash?”. Scientific American, May, 2003.

S. C. Lee and C. Shields, “Technical, Legal, and Societal Challenges to Automated Attack Traceback”, IT Pro-
fessional, May/June, 2002. pp. 12-18.

Software
M. Libertore, B.N. Levine and C. Shields, RoundUp. RoundUp is a modified Gnutella client in use by various

police forces to locate and create warrants for arrest for indviduals sharing child pronography online. In August of

2010, RoundUp was declared part of the US National Strategy for Child Exploitation Prevention and Interdiction. In

addition, as of August 2010, RoundUp is being used by over 1,224 individual investigators and 58 Internet Crimes

Against Children Task Forces. As of that date, they have used RoundUp to serve 1,258 search warrents that have so

far resulted in 567 arrests. These numbers are a lower bound based on self-reporting.

C. Shields and L. Neubauer, sdtext creates portable text-based similarity digests that can identify similar files

despite differences in format.

Tutorials
C. Shields and B.N. Levine,“An Overview of Network Forensics Investigation with a Focus on Peer-to-Peer Net-
works”. The First Annual ACM Northeast Digital Forensics Exchange. New York, NY. July 2009.

C. Shields and B.N. Levine,“Internet Privacy and Anonymity”. ACM Conference on Computer Communications

Security (CCS). October 2004.

C. Shields and B.N. Levine “Internet Privacy and Anonymity”. ACM International Conference on Measurements

and Modeling of Computer Systems (SIGMETRICS). June 2002.
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Grants and Funding

Improving Partial Text Matching with Space-efficient Probabilistic Token Storage, Naval Postgraduate School,

$331,985

CC-NIE Network Infrastructure: Enabling Big-Data Science Collaboration at Georgetown, National Science

Foundation, $379,018

II-NEW: Infrastructure for Change: From a Teaching Department to National Prominence, National Science

Foundation, $460,000

Improving Forensic Triage with Rapid Text Document Similarity Matching, Naval Postgraduate School, $383,444,

2010-2013.

Selectable Anonymity for Enabling SAFER Telecommunications (SAFEST), Defense Advanced Research Projects

Agency, $1,191,113, 2010-2014.

A System for Identifying and Gathering Evidence of P2P Trafficking, U.S. Department of Justice, Washington,

D.C. $227,502 in FY10 and $221,104 allocated for FY11.

Information Assurance Scholarship Program Annex I and Annex II, National Security Agency, Fort Meade, MD,

2009, $19,716 awarded, $405,273 in optional funding pending.

Peerless: A System for Identifying and Gathering Evidence of P2P Tracking, U.S. Department of Justice, Wash-

ington, D.C., 2009, $237,834 .

Research Opportunities for Undergraduates, National Science Foundation, Arlington, VA., 2005, $5,625.

Georgetown University Research Opportunities Program Summer Research Fellowship, Spring 2005, $4,000.

Matching Network Data Flows. Georgetown University Research Opportunities Program, Washington, D.C., Spring

2004, $400.

Junior Faculty Research Fellowship, Georgetown University, Washington, D.C. Fall 2003.

Detecting the Sybil Attack in Ad hoc Wireless Networks, Georgetown University Research Opportunities Program,

Fall 2003, $400.

Collaborative Research:Anonymous Protocols, National Science Foundation, Arlington, VA. $140,000, 2001.

Courses Taught
Graduate Courses

· Topics in Computer Security: Spring 2013

· Network Security: Spring 2009; Fall 1999 (Purdue)

· Operating Systems: Spring 2000 (Purdue)

Undergraduate Courses
· Information Assurance: Fall 2012, 2010, 2009, 2000 (Purdue); Spring 2006, 2004, 2003, 2002

· Operating Systems: Spring 2012, 2010, 2007, 2005, 2003, 2002

· Computer Networks and Data Communication: Fall 2005, 2004; Spring 2010

· Computer Science 1: Fall 2012, 2010, 2006, 2005, 2004, 2002, 2001

· Operating Systems: 2001 (Purdue)

· Unix for Non-believers: Fall 2009 (with Mark Maloof)

Service
Professional Service

Editor Special Issue of Computer Communications, Volume 29, Number 3, 1 February 2006

Program DFRWS 2012, 2013

Chair

Program NDSS 2001,2002; NGC 2001, 2002, 2003; IPCCC 2002;

Committees Security and Assurance in Ad hoc Networks Workshop 2003; CNFR 2005;

SADFE 2009,2010,2011; NeFX 2009, 2010 (Workshop Chair); DFRWS 2009,2010,2011, 2014;

HICSS Forensics Minitrack Co-Chair 2011
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Reviewer ACM TON, ACM TOM, SPE, IEEE Networks, IEEE Security and Privacy,

Journal of Parallel and Distributed Computing, IEEE TISSEC, IEEE TPDS,

IEEE TDSC, Mobile Information Systems:An International Journal, ACM SIGCOMM,

IEEE INFOCOM, Communciations of the ACM, National Science Foundation

University Service
2002-2003: Freshman advising

2003-2004: Chair of Colloquim Committee, Chair of Curriculum Committee, Merit Review Committee

2004-2005: University Executive Faculty, Chair of Merit Review Committee

2005-2006: University Executive Faculty, Executive Faculty Steering Committee,

University Admissions Committee, Chair of Merit Review Committee

2006-2007: Curriculum Committee, University Executive Faculty, Executive Faculty

Steering Committee, Search Committee, Web Committee

2007-2008: On sabbatical, University Research Integrity Committee

2008-2009: On parental leave fall semester, Tenure Committee, University Research Integrity Committee

2009-2010: ACM Chapter Advisor, Chair of Search Committee, University Research Integrity Committee, Science in the Public

2010-2011: Chair of Search Committee, Science in the Public Interest Advisory Committee

2011-2012: Chair of Search Committee, Science in the Public Interest Advisory Committee

2012-2013: Chair of Search Committee

2013-2014: Director of Graduate Studies, Faculty IT Advisory Committee

Public Service
Puppy Raiser for Guiding Eyes for the Blind 2001-2003, 2005-2007

Media Appearances CNN 2002, Weird US 2005

Certification

EnCase Certified Examiner (EnCE), 2005
Completed 64 hours of computer forensic training and the EnCase Certified Examiner program.
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APPENDIX B 

Materials Considered or Relied Upon

IH Transcripts and Exhibits    Bates Range 

13.02.05 Boyle, John - Transcript    FTC-000001-FTC-000115 
13.02.05 Boyle, John - Exhibits     FTC-000116-FTC-000376 
13.02.06 Daugherty, Michael - Transcript   FTC-000377-FTC-000416 
13.02.06 Daugherty, Michael - Exhibit #8   FTC-000225-FTC-000246 
13.02.06 Daugherty, Michael - Exhibit #14   FTC-000283-FTC-000304 
13.02.06 Daugherty, Michael - Exhibit #23   FTC-000417-FTC-000423 
13.05.02 Simmons, Alison - Transcript   FTC-000424-FTC-000493 
13.05.02 Simmons, Alison - Exhibits    FTC-000494-FTC-000512 
13.05.03 Kaloustian, Curt - Transcript   FTC-000513-FTC-000638 
13.05.03 Kaloustian, Curt - Exhibits    FTC-000639-FTC-000656 

Deposition Transcripts and Exhibits 

14.01.09 Maire, Chris
14.01.10 Bureau, Matt 
14.01.24 Howard, Patrick 
14.04.28 Boyle, John
14.02.05 Simmons, Alison
14.02.06 Martin, Jeff 
14.02.14 Bradley, Brandon 
14.03.04 Daugherty, Michael LabMD Rule 3.33
14.02.10 Daugherty, Michael 
14.02.11 Parr, Jennifer 
13.12.02 Dooley, Jeremy 
13.11.21 Boback, Robert Tiversa Rule 3.33 
13.12.13 Hyer, Robert 

Correspondence    Bates Range

10.07.16 Ellis Letter    FTC-LABMD-002495-FTC-LABMD-002503 

Documents Produced by LabMD 

FTC-LABMD-002748-FTC-LABMD-002818 
FTC-LABMD-003752-FTC-LABMD-003761 

Documents Produced by Cypress Communication, LLC 

FTC-CYP-0001735-FTC-CYP-0001757
FTC-CYP-0001790-FTC-CYP-0001791
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FTC-CYP-0001792-FTC-CYP-0001793

Web Content Considered or Relied Upon 

Archive.org – LimeWire 4.16.6 source code from WayBack machine, 
http://web.archive.org/web/20081203173114/http://www.limewire.org/limewire.zip, last 
accessed April 11, 2014. 
Archive.org – LimeWire JavaDoc documentation from WayBack machine, 
http://web.archive.org/web/20081003012212/http://wiki.limewire.org/index.php?title=Ja
vadocs, last accessed April 11, 2014. 
Archive.org – LimeWire Wiki documentation from WayBack machine, 
http://web.archive.org/web/20081024044053/http://wiki.limewire.org/index.php?title=Ov
erview, last accessed April 11, 2014. 
Gnutella protocol version 0.4 -- http://rfc-gnutella.sourceforge.net/developer/stable/, last 
accessed April 11, 2014. 
Gnutella protocol version 0.6 -- http://rfc-gnutella.sourceforge.net/src/rfc-0 6-draft.html,
last accessed April 11, 2014. 
Gtk-gnutella protocol, version 1.01 -- http://gtk-gnutella.sourceforge.net/, last accessed 
April 11, 2014. 
United States Computer Readiness Team – About Us, http://www.us-cert.gov/about-us,
last accessed April 11, 2014. 
United States Computer Readiness Team – Security Tip (ST05-007) “Risks of File-
Sharing Technology”, https://www.us-cert.gov/ncas/tips/ST05-007, last accessed April 
11, 2014. 
University of Oregon Department of Computer Science -- Capturing Accurate Snapshots 
of the Gnutella Network PowerPoint, 
http://mirage.cs.uoregon.edu/slide/stutzbach_gi_2005.pdf, last accessed April 11, 2014. 

Articles & Publications 

Cole, Eric, Ph.D., Security Haven “Security Best Practices” (2006), 
http://www.securityhaven.com/docs/Security_Best_Practices.pdf, last accessed April 10, 
2014.
Cisco, “Cisco Configuration Professional: Zone-Based Firewall Blocking Peer to Peer 
Traffic Configuration Example” (December 03, 2010), 
http://www.cisco.com/c/en/us/support/docs/cloud-systems-management/configuration-
professional/112237-block-p2p-zbf-ccp-00.pdf, last accessed April 11, 2014. 
Cisco, “Security Device Manager: Block P2P Traffic on a Cisco IOS Router using NBAR 
Configuration Example” (June 4, 2009), 
http://www.cisco.com/c/en/us/support/docs/routers/3800-series-integrated-services-
routers/110388-ios-block-p2p.html, last accessed April 11, 2014.
Federal Trade Commission “FTC Issues Report on Peer-to-Peer File Sharing” (June 23, 
2005), http://www.ftc.gov/news-events/press-releases/2005/06/ftc-issues-report-peer-
peer-file-sharing, last accessed April 11, 2014. 

CX0738 page 45

Exhibit 20



5

Global Information Assurance Certification Paper “Security Implications of ‘Peer-To-
Peer’ Software” (July 2002), http://www.giac.org/paper/gsec/2016/security-implications-
peer-to-peer-software/103490, last accessed April 10, 2014.
Global Information Assurance Certification Paper “Security Ramifications of Using Peer 
to Peer (P2P) File Sharing Applications” (December 20, 2003), 
http://www.giac.org/paper/gsec/3519/security-ramifications-peer-peer-p2p-file-sharing-
applications/105733, last accessed April 10, 2014. 
Global Information Assurance Certification Paper “Peer-to-Peer (P2P) File Sharing 
Applications and their Threat to the Corporate Environment” (2003), 
http://www.giac.org/paper/gsec/3123/peer-to-peer-p2p-file-sharing-applications-threat-
corporate-environment/103882, last accessed April 10, 2014. 
“Information Systems Security, a Comprehensive Model”, 
http://cryptosmith.com/sites/default/files/docs/MccumberAx.pdf, last accessed April 11, 
2014.
Internal Revenue Service “Request for Taxpayer Identification Number and 
Certification” (November 2005, http://dese.mo.gov/se/documents/se-fs-w9.pdf, last 
accessed April 11, 2014. 
Ritter, Jordan “Why Gnutella Can't Scale. No, Really.” (February 2001), 
http://www.darkridge.com/~jpr5/doc/gnutella.html, April 11, 2014. 
SANS Institute InfoSec Reading Room “Peer-to-Peer File-Sharing Networks: Security 
Risks” (2002), https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-
peer-file-sharing-networks-security-risks-510, last accessed April 11, 2014. 
SANS Institute InfoSec Reading Room “The Real Cost of Free Programs such as Instant 
Messaging and Peer-to-Peer File Sharing Applications” (July 1, 2003), 
https://www.sans.org/reading-room/whitepapers/protocols/real-cost-free-programs-
instant-messaging-peer-to-peer-file-sharing-applications-1155, last accessed April 11, 
2014.
Scarfone, Karen, Grance, Tim, Masone, Kelly, National Institute of Standards and 
Technology “Computer Security Incident Handling Guide” (March 2008), 
https://www.fismacenter.com/SP800-61rev1.pdf, last accessed April 11, 2014. 
Shanyu Zhao, Daniel Stutzbach, Reza Rejaie, University of Oregon “Characterizing Files 
in the Modern Gnutella Network: A Measurement Study”, 
http://ix.cs.uoregon.edu/~reza/PUB/tr05-04.pdf, last accessed April 11, 2014. 
Stutzbach, Daniel, and Reza Rejaie, University of Oregon "Capturing accurate snapshots 
of the Gnutella network" (2005), http://www.barsoom.org/papers/gi05.pdf, last accessed 
April 11, 2014. 

FTC Provided Documents 

14.04.01 Expert Report of Adam Fisk in the Matter of LabMD, Inc. 
14.03.03 Respondent’s Objections and Responses to Complaint Counsel’s Requests for 
Admission 
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Miscellaneous 

Arista Records, LLC v. Lime Group LLC, 715 F. Supp. 2d 481, 96 U.S.P.Q 2d 1437 
(S.D.N.Y 2010) 
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6 (Pages 21 to 24)

21

1 the time of events described in the document?
2     A    Yes.
3     Q    Do you have personal knowledge of the information
4 contained in CX0097?
5     A    Yes.
6     Q    Has CX0097 been maintained by the
7 Sacramento Police Department?
8     A    Yes.
9     Q    I'm handing you a document that's been marked as

10 CX0092.
11              (Exhibit CX0092 was marked for
12                     identification.)
13 BY MS. VANDRUFF:
14     Q    I'm going to ask you to take a moment, please, to
15 review CX0092.
16     A    Okay.
17     Q    Have you had an opportunity to review CX0092?
18     A    Yes.
19     Q    What is it?
20     A    It's my observations of our initial response and
21 then locating of evidence and seizure of evidence from
22 5661 Wilkinson Street.
23     Q    Is CX0092 a true and accurate copy of your
24 observations regarding your initial response and your
25 seizure of evidence?

22

1     A    Yes.
2     Q    Is CX0092 a record that was created by the
3 Sacramento Police Department in the ordinary course of the
4 police department's activities?
5     A    Yes.
6     Q    Is CX0092 a record that was created at or near
7 the time described in the document?
8     A    Yes.
9     Q    Do you have personal knowledge of the information

10 contained in CX0092?
11     A    Yes.
12     Q    Has CX0092 been maintained by the
13 Sacramento Police Department?
14     A    Yes.
15     Q    I believe it was your testimony,
16 Detective Jestes, that at the time of your search of the
17 residence at 5661 Wilkinson Street you identified
18 documents that led you to conclude that identity theft
19 might be occurring; is that correct?
20     A    Yes.
21     Q    What types of materials did you find during your
22 search of the premises at 5661 Wilkinson Street?
23     A    We found checks that appeared to have been
24 washed, and that means that the original ink -- somebody
25 had tried to get rid of the original ink and write new
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1 information on the check.
2          We also found checks that had preprinted customer
3 information, and there was new printing added to that
4 customer information.
5          We found bills in other peoples' names for
6 various -- the utility bills and various other things.
7          We found mail.
8          We found checks made out to a company called
9 LabMD and then also found several sheets of paper that had

10 what appeared to be social security numbers and names
11 associated with the same LabMD.
12     Q    I'll ask you questions about some of those
13 materials that you found, but before we move on, I'd like
14 you to take a moment to review a document that has been
15 marked as CX0090.
16              (Exhibit CX0090 was marked for
17                     identification.)
18 BY MS. VANDRUFF:
19     Q    I've handed you CX0090, Detective Jestes, and I'd
20 ask you to take a moment to please review that document.
21     A    Okay.
22     Q    What is CX0090?
23     A    It's a statement that Officer Morgan took from
24 Suspect Erick Garcia.
25     Q    Is CX0090 a true and accurate copy of the
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1 statement that Officer Morgan took from Mr. Garcia?
2     A    Yes.
3     Q    Is CX0090 a record that was created by the
4 Sacramento Police Department in the ordinary course of
5 business?
6     A    Yes.
7     Q    Is CX0090 a record that was created at or near
8 the time of the events described in the document?
9     A    Yes.

10     Q    Has CX0090 been maintained by the
11 Sacramento Police Department?
12     A    Yes.
13     Q    Detective Jestes, I'm handing you a document
14 that's been marked as CX0091, and I'll ask you to take a
15 moment to please review it.
16     A    Okay.
17              (Exhibit CX0091 was marked for
18                     identification.)
19 BY MS. VANDRUFF:
20     Q    What is CX0091?
21     A    This is a statement that Officer Baptista took
22 from Suspect Josie Maldonado.
23     Q    Is the statement that Officer Baptista took from
24 Ms. Maldonado -- let me ask that differently.
25          Is CX0091 a true and accurate copy of the
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1 BY MS. VANDRUFF:
2     Q    Did Detective Shim evaluate the browsing history
3 of the computers during his forensic examination?
4          MS. HARRIS:  Objection to the extent it calls for
5 speculation.
6          THE WITNESS:  Yes.
7 BY MS. VANDRUFF:
8     Q    What did he find?
9     A    That -- the specific items mentioned were a

10 search about a social security number and a child and then
11 a search of FTC and identity theft.
12     Q    Directing your attention to page 4 of the
13 document that has been marked as CX0100, did
14 Detective Shim also find information regarding the FTC's
15 Web site as it relates to peer-to-peer file-sharing
16 applications?
17     A    Yes.
18     Q    I'm handing you a document that's been marked as
19 CX0101.
20              (Exhibit CX0101 was marked for
21                     identification.)
22 BY MS. VANDRUFF:
23     Q    I'll ask you to take a moment please to review
24 the document.
25     A    Okay.

42

1     Q    What is CX0101?
2     A    This is also part of the examination of the
3 computer conducted by Detective Shim.
4     Q    Does CX0101 relate to one or both of the
5 computers?
6     A    It's just one of the computers.
7     Q    Which computer does it relate to?
8     A    The desktop.
9     Q    Is CX0101 a true and accurate copy of the report

10 that Detective Shim created related to the desktop
11 computer?
12     A    Yes.
13     Q    Is CX0101 a record that was created by the
14 Sacramento Police Department in the ordinary course of the
15 police department's activities?
16     A    Yes.
17     Q    Is CX0101 a record that was created at or near
18 the time of the events described in the document?
19     A    Yes.
20     Q    Has CX0101 been maintained by the
21 Sacramento Police Department?
22     A    Yes.
23     Q    Let's shift gears and talk about Mr. Garcia and
24 Ms. Maldonado for a moment.
25     A    Okay.
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1     Q    Prior to October 5th, 2012, had Mr. Garcia been
2 charged with any other crimes?
3     A    Yes.
4     Q    What other crimes?
5     A    Drug offenses and a receiving stolen property
6 offense.
7     Q    Had he been convicted of either of those crimes?
8     A    Yes.
9     Q    Of which crimes was he convicted?

10     A    Both of them.  I'm pretty sure both of them.
11     Q    Prior to October 5th, 2012, had Ms. Maldonado
12 been charged with any other crimes?
13     A    Yes.
14     Q    What crimes?
15     A    Possession of narcotic paraphernalia.
16     Q    Had she been convicted?
17     A    If I remember correctly, she -- that one was
18 dismissed.
19     Q    Do you know whether Mr. Garcia and Ms. Maldonado
20 were prosecuted for the crimes for which they were
21 arrested on October 5th, 2012?
22     A    Yes.
23     Q    What was the disposition of Mr. Garcia's case?
24     A    He pled no content and was sentenced to probation
25 and sheriff's work project.
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1     Q    Did Mr. Garcia's plea of no contest relate to all
2 four of the charges on which he was held on
3 October 5th, 2012?
4     A    No.
5     Q    On which charge did he plead no contest?
6     A    Identity theft.
7     Q    What was the disposition of Ms. Maldonado's case?
8     A    She also pled no contest to identity theft.
9     Q    The identity theft crimes to which Mr. Garcia and

10 Ms. Maldonado pled no contest -- were those felonies?
11     A    Yes.
12     Q    Can identity theft be prosecuted as a
13 misdemeanor?
14     A    I think so.
15     Q    You've described Mr. Garcia and Ms. Maldonado's
16 pleas as no contest.
17          I understand that under California law it is
18 formally a plea of nolo contendere; is that correct?
19     A    Yes.
20     Q    What is the effect of a plea of nolo contendere?
21     A    They're admitting that they committed the crime,
22 but they're avoiding a trial.  This is very layman's
23 terms.
24     Q    Is it different in any material respect from a
25 plea of guilty?

Exhibit 30



EXHIBIT 31



Exhibit 31



Exhibit 31



EXHIBIT 32



Exhibit 32



Exhibit 32



EXHIBIT 33



Exhibit 33



Exhibit 33



EXHIBIT 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



Exhibit 34



EXHIBIT 35



Exhibit 35



Exhibit 35



Exhibit 35



Exhibit 35



Exhibit 35



Exhibit 35




