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this submission sets forth those material facts (with citations to supporting admissible evidence)
as to which there is a genuine issue. Part Il sets forth statements Respondent has characterized as

undisputed and Complaint Counsel’s responses to the statements.
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PART I: STATEMENT OF MATERIAL FACTS AS
TO WHICH THERE EXISTS A GENUINE ISSUE FOR TRIAL

Respondent’s Security Practices

Respondent did not develop, implement, or maintain a comprehensive information
security program to protect consumers’ personal information. Ans. 10 (attached as
Exhibit 1); Expert Report of Raquel Hill, Ph.D. (“Hill Report™) {1 52, 61 (attached as
Exhibit 2); Rebuttal Report of Raquel Hill, Ph.D. (“Hill Rebuttal”) {1 7-10 (attached as
Exhibit 3); Invest. Hrg. Tr. of J. Boyle, LabMD Designee (Feb. 5, 2013) at 78-79, 91-92
(testifying that LabMD did not have written information security policies prior to 2010)
(attached as Exhibit 4).

Respondent did not use readily available measures to identify commonly known or
reasonably foreseeable security risks and vulnerabilities on its networks. For example, by
not using measures such as penetration tests, Respondent could not adequately assess the
extent of the risks and vulnerabilities of its networks. Ans. § 10 (Ex. 1); Hill Report

11 64-67, 69 (Ex. 2); Dep. Tr. of M. Daugherty, LabMD Designee (Mar. 4. 2014) at 126,
150-51 (testifying regarding records of penetration tests that first occurred in May 2010)
(attached as Exhibit 5); Invest. Hrg. Tr. of C. Kaloustian (May 3, 2013) (“Kaloustian IH
Tr.”) at 92, 281-82 (stating that no penetration tests were performed during his time at
LabMD) (attached as Exhibit 6).

Respondent did not use adequate measures to prevent employees from accessing personal
information not needed to perform their jobs. Ans. § 10 (Ex. 1); Hill Report {1 83-85 (Ex.
2); Resp’t’s Supplemental Resp. to Complaint Counsel’s First Set of Interrogs. (Mar. 17,
2014), Resp. to Interrog. 1 and 2 (listing the LabMD employees with access to Personal
Information and stating Respondent is “unable to answer” which types of Personal
Information each employee had authority to access) (attached as Exhibit 7).

Respondent did not adequately train employees to safeguard personal information. Ans.
110 (Ex. 1); Hill Report 1 91 (Ex. 2); see, e.g., Kaloustian IH Tr. (Ex. 6) at 62-64
(records stored in clear text; no policy on who should have access to records, and access
granted ad hoc, resulting in most employees receiving administrative access to servers),
302-04 (information transmitted from doctor’s offices unencrypted; informal policy that
doctors’ offices would get unique access credentials, but credentials would then be shared
amongst multiple users at a practice).

Respondent did not require employees, or other users with remote access to Respondent’s
networks, to use common authentication-related security measures, such as periodically
changing passwords, prohibiting the use of the same password across applications and
programs, or using two-factor authentication. Ans. § 10 (Ex. 1); Hill Report {1 95 (Ex. 2);
Kaloustian IH Tr. at 254-58 (Ex. 6) (stating that LabMD had no credential requirements,
other authentication controls, or mechanism to assess the strength of users’ passwords);
Dep. Tr. of S. Brown (Jan. 11, 2014) at 11-15 (stating that she used the username sbrown
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and password labmd across applications throughout her tenure at LabMD) (attached as
Exhibit 8); Dep. Tr. of M. Bureau (Jan. 10, 2014) at 82-84 (no credential requirements)
(attached as Exhibit 9); Dep. Tr. of P. Gilbreth (Feb. 7, 2014) at 67 (no password policies
or procedures) (attached as Exhibit 10); Dep. Tr. of R. Hyer (Dec. 13, 2013) at 26-27
(stating that some employees shared credentials and passwords were not sufficiently
complex) (attached as Exhibit 11); Dep. Tr. of B. Bradley (Feb. 14, 2014) at 7, 128-30
(stating there was no requirement to periodically change passwords when he started, in
approximately May 2010) (attached as Exhibit 12).

Respondent did not maintain and update operating systems of computers and other
devices on its networks. Ans. 1 10 (Ex. 1); Hill Report § 100 (Ex. 2); Providyn External
Vulnerability Scan, May 19, 2010 at 1, 19, 37 (identifying as an “Urgent Risk” an
anonymous login vulnerability on its FTP server, for which a solution had been published
in 1999, concluding that “Overall Security Posture” of the server was “Poor”) (attached
as Exhibit 13); Dep. Tr. of P. Howard at 34-37 (LabMD used FTP to receive Personal
Information from its physician clients) (attached as Exhibit 14).

For example, on some computers Respondent used operating systems that were
unsupported by the vendor, making it unlikely that the systems would be updated to
address newly discovered vulnerabilities. Ans. § 10 (Ex. 1); Hill Report § 100 (Ex. 2);
Kaloustian IH Tr. at 271-74 (Ex. 6) (stating that LabMD used unsupported operating
systems on servers); Dep. Tr. of A. Truett (Feb. 27, 2014) at 82-84 (servers running
Symantec Corporate 7, which was no longer supported) (attached as Exhibit 15).

Respondent did not employ readily available measures to prevent or detect unauthorized
access to personal information on its computer networks. For example, Respondent did
not use appropriate measures to prevent employees from installing on computers
applications or materials that were not needed to perform their jobs or adequately
maintain or review records of activity on its networks. Ans. § 10 (Ex. 1); Hill Report
1105 (Ex. 2); Kaloustian IH Tr. at 90-93 (EXx. 6) (no process for risk assessment), 166-67
(administrative privileges), 173-75 (no automated scanning of desktops); Dep. Tr. of A.
Simmons (Feb. 5, 2014) at 52-56 (no technical controls prevented employees from
downloading file-sharing software to their computers) (attached as Exhibit 16).

As a result, Respondent did not detect the installation or use of an unauthorized file-
sharing application on its networks. Ans. 1 10 (Ex. 1); Simmons Dep. Tr. at 24-25, 54-56
(Ex. 16) (LimeWire installed on billing manager’s computer in 2005 or 2006; LabMD did
not use tools that could have detected the installation of a P2P application); Kaloustian IH
Tr. at 269-70 (Ex. 6) (LabMD did not use tools that could have prevented or detected the
installation of a P2P application).

Respondent could have corrected its security failures at relatively low cost using readily
available security measures. Ans. § 11 (Ex. 1); Hill Report 1 60, 62, 68, 71, 76-77, 80,
85, 91-92, 95-96, 100-01, 104-06 (EX. 2).



11.

12.

13.

14.

PUBLIC

Consumers have no way of independently knowing about Respondent’s security failures
and could not reasonably avoid possible harms from such failures, including identity
theft, medical identity theft, and other harms, such as disclosure of sensitive, private
medical information. Ans. 12 (Ex. 1); Expert Report of Rick Kam, Certified
Information Privacy Professional (CIPP/US) (“Kam Report”) at 17 (attached as Exhibit
17); Dep. Tr. of J. Maxey, Southeast Urology Network Designee (Jan. 17, 2014) at 78-79
(stating that, except in limited circumstances, patient would not know which lab was
testing their specimen and patient would not know about lab’s data security practices
before specimen was sent) (attached as Exhibit 18); Dep. Tr. of L. Randolph, Midtown
Urology Designee (Feb. 4, 2014) at 66-67 (stating that great majority of patients did not
know their specimen was going to LabMD and patient would not know about LabMD’s
data security practices) (attached as Exhibit 19).

Peer-to-Peer File Sharing Application

P2P applications allow a user to both designate files on the user’s computer that are
available to others on a P2P network and search for and access designated files on other
computers on the P2P network. Ans. § 14 (EX. 1); Expert Report of Clay Shields, Ph.D.
(“Shields Report™) 11 14, 17-18, 22, 29, 31, 56-57, 65, 69-71 (attached as Exhibit 20).

After a designated file is shared with another computer, it can be passed along among
other P2P network users without being downloaded again from the original source.
Generally, once shared, a file cannot with certainty be removed permanently from a P2P
network. Ans. | 15 (Ex. 1); Shields Report § 21 (Ex. 20); Hill Report 44 (EX. 2).

Since at least 2005, security professionals and others (including the Commission) have
warned that P2P applications present a risk that users will inadvertently share files on
P2P networks. Ans. 1 16 (Ex. 1); Shields Report {1 40-48 (Ex. 20) (identifying the
research literature); FTC Consumer Alert: File-Sharing: A Fair Share? Maybe Not (July
2003) (attached as Exhibit 21); Revised FTC Consumer Alert: P2P File-Sharing:
Evaluating the Risks (June 2005) (attached as Exhibit 22); Revised FTC Consumer Alert:
P2P File-Sharing: Evaluate the Risks (July 2005) (attached as Exhibit 23); FTC
Distribution: Revised P2P File Sharing: Evaluate the Risks (Dec. 2006) (attached as
Exhibit 24); FTC Distribution: Revised P2P File Sharing: Evaluate the Risks (Feb. 2008)
(attached as Exhibit 25); Revised FTC Spanish Consumer Alert: File-Sharing: Evaluating
the Risks (Spanish July 2005) (attached as Exhibit 26); Revised FTC Spanish Consumer
Alert: File-Sharing: Evaluating the Risks (Spanish Oct. 2006) (attached as Exhibit 27);
Revised FTC Spanish Consumer Alert: File-Sharing: Evaluate the Risks (Spanish Feb.
2008) (attached as Exhibit 28).
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Security Incidents

After receiving the May 2008 notice that the P2P insurance aging file was available
through LimeWire, Respondent determined that at that point in time, the P2P insurance
aging file was one of hundreds of files that were designated for sharing from the billing
computer using LimeWire. Ans. { 18(b) (Ex. 1) (denying that the P2P insurance aging
file was designated for sharing); FTC-LABMD-003755 (screenshot produced by LabMD
of billing computer showing that more than 900 files were being shared on the P2P
network through LimeWire, including the P2P insurance aging file, listed as
“insuranceaging_6.05.071.pdf”) (attached as Exhibit 29); Simmons Dep. Tr. at 36-39
(stating that “insuranceaging_6.05.071.pdf” is the P2P insurance aging file found by
Tiversa) (Ex. 16).

In October 2012, the Sacramento, California Police Department found more than 35 Day
Sheets and a small number of copied checks in the possession of individuals who pleaded
no contest to state charges of identity theft. Ans. {21 (Ex. 1); Dep. Tr. of K. Jestes (Dec.
17, 2013) at 22-23, 43-44 (attached as Exhibit 30); Sup. Ct. of Cal.: Erick Garcia Minute
Order re Plea (attached as Exhibit 31); Sup. Ct. of Cal.: Josie Martinez Maldanado
Minute Order re Plea (attached as Exhibit 32).

A number of the Social Security numbers in the Day Sheets are being, or have been, used
by people with different names, which may indicate that the Social Security numbers
have been used by identity thieves. Ans. {21 (Ex. 1); Kam Report at 23 (Ex. 17).

Consumer Injury

LabMD’s security practices caused or are likely to cause substantial injury to consumers.
Ans. 22 (Ex. 1); Kam Report at 8-10, 17-23 (Ex. 17).
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PART IlI: COMPLAINT COUNSEL’S RESPONSE TO
RESPONDENT’S STATEMENT OF “UNDISPUTED FACTS”

Pursuant to Rule 3.24, Complaint Counsel responds to several of the facts Respondent
LabMD contends are “undisputed” in its Motion for Summary Decision, and in so doing
demonstrates that there are numerous material factual issues as to which there is a genuine issue
for the evidentiary hearing. 16 C.F.R. § 3.24. Complaint Counsel reserves the right to introduce
evidence and testimony at the evidentiary hearing to contest each fact set forth in Respondent’s
Motion for Summary Decision even if not contested for the purposes of Complaint Counsel’s
Opposition to Respondent’s Motion for Summary Decision.

1. LabMD is a *““Covered Entity” that receives, maintains and transmits PHI during the

normal course of its business. See 45 C.F.R. 8 160.103.

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and
immaterial.

Respondent cites no evidence to support its contention that LabMD is a “Covered
Entity.” Whether LabMD “receives, maintains and transmits PHI during the normal course of
business” is neither relevant nor material to Respondent’s request for summary decision. See
Anderson, 477 U.S. at 248. The Complaint alleges that LabMD’s conduct violated Section 5 of
the FTC Act and does not contain any allegations of law or fact relating to HIPAA, HITECH, or
their implementing regulations, and Respondent did not raise HIPAA, HITECH, or their

implementing regulations as an affirmative defense. See Ans. at 6-7.



PUBLIC

2. On or about February 5, 2008, without LabMD’s knowledge or consent, Tiversa, Inc.
(Tiversa™), took possession of a single LabMD insurance aging file (the “Insurance
Aging File™). Deposition of Robert Boback, dated Nov. 21, 2013, at 25, attached hereto
as Exh. 1.

Complaint Counsel’s Response: Misleading, not supported by evidence, and irrelevant and
immaterial.

Complaint Counsel disputes the use of the term “took possession.” Tiversa downloaded a
copy of the Insurance Aging File on a P2P network. Resp. Mot. Summ. Dec. at Ex. 1. It did not
“take possession” of the file to the extent this implies that it obtained the file directly from
LabMD or obtained exclusive ownership of the file.

The evidence Respondent cites to support this contention is insufficient. See Resp. Mot.
Summ. Dec. at Ex. 1. Respondent’s exhibit does not establish that the file was downloaded
without LabMD’s knowledge or consent, does not establish that Tiversa “took possession” of the
file, and does not state that this event took place on February 5, 2008. Id.

Even if undisputed, this contention is neither relevant nor material to Respondent’s
request for summary decision. To be material the fact must “affect the outcome of the suit under
the governing law.” Anderson v. Liberty Lobby, 477 U.S. 242, 248 (1986). Respondent’s
contention regarding Tiversa and the Insurance Aging File supports Complaint Counsel’s
allegations that Respondent’s data security practices caused or are likely to cause substantial
consumer injury that consumers could not reasonably avoid and is not outweighed by

countervailing benefits to consumers or competition.
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3. Subsequently, Tiversa made the Insurance Aging File available to Professor Eric
Johnson, of Dartmouth College, who was conducting research under a government
contract for his article entitled, ““Data Hemorrhages in the Health Care Sector”. See
Data Hemorrhages in the Health-Care Sector at 1 fn. 1, attached in relevant part hereto
as Exh. 2.

Complaint Counsel’s Response: Misleading, not supported by evidence, and irrelevant and
immaterial.

Respondent cites no evidence to support its contention that Tiversa made the Insurance
Aging File available to Professor Johnson. See Resp. Mot. Summ. Dec. at Ex. 2. This evidence
merely states that “[e]xperiments conducted in this paper were conducted in collaboration with
Tiversa...” Id. Even if undisputed, this contention is neither relevant nor material to
Respondent’s request for summary decision. See Anderson, 477 U.S. at 248.
4. InJanuary 2010, the FTC began a three year full investigation of LabMD’s data security
practices based upon the disclosure of the PHI contained in the Insurance Aging File.

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and
immaterial.

Respondent cites no evidence to support its contentions that the FTC began its
investigation in January 2010 and that the investigation was based on the disclosure of PHI.
Even if undisputed, these contentions are neither relevant nor material to Respondent’s request
for summary decision. The Commission’s bases for issuing the Complaint is not an issue to be
determined in this proceeding. See, e.g., Order on Complaint Counsel’s Motion to Quash
Subpoena Served on Complaint Counsel and for Protective Order (Jan. 30, 2014), at 6
(“Precedent dictates that [the bases for the Commission’s commencement of this action] are not

relevant . . . in an administrative adjudication.”).
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5. In an attempt to notify LabMD of its find, the Sacramento police ““googled” LabMD, and
discovered that LabMD was under investigation by the FTC. Deposition of Detective
Jestes, dated Dec. 17, 2013, at 27-28, 56, attached hereto as Exh. 3.

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and
immaterial.

Respondent cites no evidence to support its contention that Detective Jestes, or anyone
else with the Sacramento police, “googled” LabMD and discovered that LabMD was “under
investigation by the FTC.” Detective Jestes’ testimony cited to by Respondent and provided as
an exhibit simply states that she “looked and saw that none of [the consumers’ whose
information was in the documents found by the Sacramento Police] had a Sacramento connection
based on their information on the checks, and [that she] may have done a simple Google-type
search to see if they had a connection [to Sacramento]. . ..” See Resp. Mot. Summ. Dec. at EX.
3.

This contention, even if not disputed, is irrelevant to this case because the actions of the
Sacramento Police have no bearing on the reasonableness of LabMD’s data security practices
and do not relate to any of Respondent’s affirmative defenses. Ans. at 6-7. Even if relevant,
which it is not, this contention is immaterial to Respondent’s request for summary decision. See
Anderson, 477 U.S. at 248.

6. The Sacramento police then notified the FTC of its find, but did not notify LabMD,
despite Sacramento’s awareness of LabMD’s duty to notify under HIPAA. Deposition of

Detective Jestes, dated Dec. 17, 2013, at 28, attached hereto as Exh. 3.

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and
immaterial.

Respondent cites no evidence to support its contention that the Sacramento Police

notified the FTC that it had discovered LabMD documents, that the Sacramento Police did not
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notify LabMD of its finding the documents, or that the Sacramento Police had any awareness as
to LabMD’s “duty to notify under HIPAA” and to whom that obligation would relate. See Resp.
Mot. Summ. Dec. at Ex. 3. The testimony to which Respondent cites has been completely
redacted, and no testimony in the following excerpted pages supports Respondent’s statement.
Id.

Even if this contention were undisputed by Complaint Counsel, it is neither relevant nor
material to Respondent’s request for summary decision. See Anderson, 477 U.S. at 248.

7. LabMD is a HIPAA-covered entity. Opp’n to Mot. to Dismiss, In the Matter of LabMD,
Inc., FTC Dkt. No. 9357, (“MTD Opp’n”’) (Nov. 22, 2013) at 22 fn 15. It must comply
with HHS’s HIPAA and Health Information Technology for Economic and Clinical
Health Act (““HITECH?) regulations, including HHS’s HIPAA Privacy Rule, 65 Fed.
Reg. 82,462 (Dec. 28, 2000); HHS’s HIPAA Security Rule, 68 Fed. Reg. 8,334 (Feb. 20,
2003); and HHS’s HITECH Breach Notification Rule, 78 Fed. Reg. 5,566 (Jan. 25,
2013).

Complaint Counsel’s Response: Not a statement of fact, not supported by evidence, and
irrelevant and immaterial.

This statement is a legal conclusion. Respondent cites no evidence to support its
assertion that that LabMD is a HIPAA-covered entity that must comply with specific regulations.

Even if undisputed, this assertion is irrelevant and immaterial to Respondent’s request for
summary decision. The Complaint alleges that LabMD’s conduct violated Section 5 of the FTC
Act and does not contain any allegations of law or fact relating to HIPAA, HITECH, or their
implementing regulations, and Respondent did not raise HIPAA, HITECH, or their
implementing regulations as an affirmative defense in its Answer. See Ans. at 6-7; Anderson,

477 U.S. at 248.

10



PUBLIC

8. HIPAA’s Security Rule establishes substantive data-security standards involving PHI
with which HIPAA-covered entities, like LabMD, must comply.

Complaint Counsel’s Response: Not supported by evidence, and irrelevant and
immaterial.

This statement is a legal conclusion. Respondent cites no evidence to support its
assertion that the HIPAA Security Rule has data security standards or that LabMD is a HIPAA-
covered entity that must comply with specific data security standards.

Even if characterized as an undisputed fact, the assertion is irrelevant and immaterial to
Respondent’s request for summary decision. The Complaint alleges that LabMD’s conduct
violated Section 5 of the FTC Act and does not contain any allegations of law or fact relating to
the HIPAA Security Rule, and Respondent did not raise the HIPAA Security Rule as an
affirmative defense. See Ans. at 6-7; Anderson, 477 U.S. at 248.

9. HHS exclusively enforces HIPAA and HITECH. Order on Mot. to Dismiss, In the Matter

of LabMD, Inc., FTC Dkt. No. 9357, (““MTD Order”’)(Jan. 16, 2014), at 12 & n.19

(““[T]he Commission cannot enforce HIPAA and does not seek to do so. ... The

Commission does not enforce HIPAA or HITECH....”).

Complaint Counsel’s Response: Not a statement of fact, not supported by evidence, and
irrelevant and immaterial.

This statement is a legal conclusion. Whether HHS exclusively enforces HIPAA and
HITECH is irrelevant and immaterial to Respondent’s request for summary decision. The
Complaint alleges that LabMD’s conduct violated Section 5 of the FTC Act and does not contain
any allegations of law or fact relating to HIPAA or HITECH, and Respondent did not raise
HIPAA or HITECH as an affirmative defense in its Answer. See Ans. at 6-7; Anderson, 477

U.S. at 248.

11
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10. The FTC has not accused LabMD of violating HIPAA, HITECH or any implementing
regulations. Compl. 11 22-23; Initial Pretrial Conference Transcript, In the Matter of
LabMD, Inc., FTC Dkt. No. 9357, 22:10-13 (Sept. 25, 2013) (““Trans.””); MTD Order at
12 n. 20 (Jan. 16, 2014); Complaint Counsel’s Resp. to LabMD’s RFAs, (““CC’s RFA
Responses™) at 8-9  7-8, attached hereto as Exh. 4.

Complaint Counsel’s Response: Irrelevant and immaterial.

This contention is irrelevant and immaterial to Respondent’s request for summary
decision. The Complaint alleges that LabMD’s conduct violated Section 5 of the FTC Act and
does not contain any allegations of law or fact relating to HIPAA, HITECH, or their
implementing regulations, and Respondent did not raise HIPAA, HITECH, or their
implementing regulations as an affirmative defense in its Answer. See Ans. at 6-7; Anderson,
477 U.S. at 248.

11. The FTC has never specified what data security standards were in place at any given
point during the relevant time period or when LabMD specifically violated them.

Complaint Counsel’s Response: Not supported by evidence, irrelevant and immaterial.

Complaint Counsel disputes this contention. The Commission “has repeatedly affirmed
its authority to take action against unreasonable data security measures as ‘unfair . . . acts or
practices’ in violation of Section 5.” MTD Order at 8. Complaint Counsel sets forth in 1] 1
through 18 of Part | of this statement the disputed facts Complaint Counsel intends to establish at
trial to show that LabMD failed to provide reasonable data security.

Even if undisputed, which it is not, this contention does not support Respondent’s request

for summary decision, as it is irrelevant and immaterial. See Anderson, 477 U.S. at 248.

12
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12. The FTC claims it need not *“allege the specific industry standards Respondent failed to
meet or specific hardware or software Respondent failed to use.” CC’s RFA Responses at
6-7 1 5, attached hereto as Exh. 4.

Complaint Counsel’s Response: Irrelevant and immaterial.

Respondent’s contention regarding Complaint Counsel’s statement relating to pleading
requirements under the FTC Act is irrelevant and immaterial to Respondent’s request for
summary decision. See Anderson, 477 U.S. at 248.

13. When asked by the ALJ whether “the Commission issued guidelines for companies to
utilize to protect...[sensitive] information or is there something out there for a company
to look to,” the FTC admitted that ““[t]here is nothing out there for a company to look
to.” Trans. 9:13-18.

Complaint Counsel’s Response: Irrelevant and immaterial.

Respondent’s contentions regarding Complaint Counsel’s answers to questions about
sources of information regarding data security are irrelevant and immaterial to Respondent’s
request for summary decision. See Anderson, 477 U.S. at 248.

14. The FTC admits that it has never promulgated data-security regulations, guidance, or
standards under Section 5: “[T]here is no rulemaking, and no rules have been issued, other
than the rule issued with regard to the Gramm-Leach-Bliley Act...for financial institutions.”

Trans. 10:11-15.

Complaint Counsel’s Response: Misleading, not supported by evidence, irrelevant and
immaterial.

Complaint Counsel disputes this contention. Complaint Counsel has produced to
Respondent Commission business publications, consumer publications, Congressional testimony,
consent orders, speeches, and other material that has been made available to businesses and the
public as guidance on reasonable data security. See, e.g., FTC Facts for Business, Security

Check: Reducing Risks to your Computer Systems (June 2003) (attached as Exhibit 33);

13
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Protecting Information Security and Preventing Identity Theft, Prepared Statement of the FTC
before Subcomm. on Tech., Info. Policy, Intergov’t Relations, and Census, Comm. On Gov’t
Reform, U.S. House of Representatives. (Sept. 22, 2004) (attached as Exhibit 34); In re The TJX

Cos., FTC Dkt. No. C-4227, FTC File No. 072-3055 (July 29, 2008) (attached as Exhibit 35).

15. When asked about other sources of data-security standards, FTC said: the “Commission
has entered into almost 57 negotiations and consent agreements that set out a series of
vulnerabilities that firms should be aware of, as well as the method by which the
Commission assesses reasonableness.” Trans. 9:18-22. The FTC also stated that *““public
statements made by the Commission” and so-called ““educational materials™ were
standards. Trans. 9:23-25. And finally the FTC argued that “the IT industry...has issued
a tremendous number of guidance pieces and other pieces that basically set out the same
methodology that the Commission is following in deciding reasonableness,”” except that
the ““Commission’s process” involves “calculation of the potential consumer harm from
unauthorized disclosure of information.” Trans. 10:1-7.

Complaint Counsel’s Response: Irrelevant and immaterial.
Respondent’s contentions regarding Complaint Counsel’s answers to questions about
sources of information regarding data security are irrelevant and immaterial to Respondent’s

request for summary decision. See Anderson, 477 U.S. at 248.

16. In response to LabMD’s written discovery requesting documents relating to the
standards the FTC enforces regarding data-security, the FTC produced thousands of
pages of consent decrees, reports, PowerPoint presentations, and articles from the FTC’s
website, including many in Spanish. Ltr. from L. VanDruff, dated Jan. 27, 2014, attached
hereto as Exh. 6 (showing that the FTC produced thousands of documents responsive to
Request 10, which requested documents pertaining to the standards the FTC enforces);
Ltr. from L. VanDruff, dated Mar. 3, 2014, attached hereto as Exh. 7 (same); Example of
Production, attached hereto as Exh. 8.

Complaint Counsel’s Response: Irrelevant and immaterial.
Respondent’s characterization of Complaint Counsel’s responses to Respondent’s
discovery requests is irrelevant and immaterial to Respondent’s request for summary decision.

See Anderson, 477 U.S. at 248.
14
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17. At the hearing, the ALJ asked: ““Are there any rules or regulations that you’re going to
allege were violated here that are not within the four corners of the complaint?” The

FTC responded “No.” Trans. 22:10-13.

Complaint Counsel’s Response: Irrelevant and immaterial.

Respondent’s contention regarding Complaint Counsel’s response to a question about
rules or regulations not pled in the Complaint is irrelevant and immaterial to Respondent’s
request for summary decision. See Anderson, 477 U.S. at 248.

18. The FTC also admits that “[n]either the complaint nor the notice order prescribes

specific security practices that LabMD should implement going forward.” Trans. 20:15-

17.

Complaint Counsel’s Response: Irrelevant and immaterial.
Respondent’s contentions regarding the allegations in the Complaint and the relief sought

in the notice order are irrelevant and immaterial to Respondent’s request for summary decision.

See Anderson, 477 U.S. at 248.
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EXPERT REPORT OF RAQUEL HILL, PH.D.

l. Introduction

1. | am a tenured professor of Computer Science at Indiana University with over 25 years of
experience in computing with expertise in computer security, data privacy, and networking
systems.
2. The FTC has engaged me to testify as an expert in this litigation. As explained in more
detail in Section V, below, Complaint Counsel has asked me to assess whether LabMD provided
reasonable and appropriate security for Personal Information® within its computer network.
3. This report states my opinions and provides the justifications for those opinions. It also
includes the following information:

o A summary of my experience and qualifications;

o An overview of network security principles and a description of LabMD’s
network; and

o A description of the materials that | considered in forming my opinions and
conclusions.
4. Based on my review of the materials described in Section VI, below, and my experience

described in Section I1, below, my overall conclusion is that LabMD failed to provide reasonable
and appropriate security for Personal Information within its computer network, and that LabMD
could have corrected its security failures at relatively low cost using readily available security

measures. This conclusion covers the time period from January 2005 through July 2010

! For purposes of this report, Personal Information means individually identifiable information from or about an
natural person including, but not limited to: (a) first and last name; (b) telephone number; (c) a home or other
physical address, including street name and name of city or town; (d) date of birth; (e) Social Security number; (f)
medical record number; (g) bank routing, account, and check numbers; (h) credit or debit card information, such as
account number; (i) laboratory test result, medical test code, or diagnosis, or clinical history; (j) health insurance
company name and policy number; or (k) a persistent identifier, such as a customer number held in a “cookie” or
processor serial number. See Complaint Counsel’s February 19, 2014 Requests for Admission to LabMD, p. 2.
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(Relevant Time Period); as | explain in Paragraph 48, below, from my review of the record, there
are not sufficiently diverse types of information available after the Relevant Time Period for me
to offer opinions about that period. In section VI1II, below, | present my specific opinions that

support this conclusion.

1. Summary of Experience and Qualifications

5. I have over 25 years of combined academic, research, and industrial experience in
computing. | received my B.S. degree with Honors in Computer Science from the Georgia
Institute of Technology. As an undergraduate, | worked as a Cooperative Education student with
IBM and received my Cooperative Education Certificate for working a minimum of six
academic quarters with IBM as an undergraduate. This cooperative education experience allowed
me to apply the theories that | was learning in the classroom, but also enabled me to help fund
my degree.

6. | also received my M.S. degree in Computer Science from Georgia Tech. As an M.S.
student, | worked for several companies, including: Cray Research, Hayes Microsystems, and
Nortel Networks. My M.S. degree was funded by Cray Research via an academic scholarship.

7. After completing my M.S. degree, | worked for three years with Nortel Networks, where
I designed and implemented network protocols that enabled telephone switches to communicate
with remote devices. These protocols sustained communications even when a communications
channel failed.

8. In 1996, I left Nortel Networks to pursue a Ph.D. in Computer Science at Harvard
University. At Harvard, | designed and implemented a quality of service protocol that enabled
routers in the network to reserve bandwidth for audio and video applications using a light-weight

signaling protocol. As a part of this work, | evaluated the protocol to determine the threats and
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vulnerabilities and designed mechanisms to secure the reservation process. | received my Ph.D.
in October 2002, and began working as a lecturer within the School of Electrical Engineering at
the Georgia Institute of Technology, where | taught a course in Digital Circuits. After working at
Georgia Tech for 9 months, | accepted a position as a Post-Doctoral Research Associate with a
joint appointment in the Computer Science Department and the National Center for Super
Computer Application (NCSA) at the University of Illinois, Urbana-Champaign. As a Post-Doc,
| designed and implemented mechanisms to secure environments where mobile devices and
sensors are an integral part of the computing space. These spaces are often referred to as
pervasive or ubiquitous computing environments. One of the major challenges to securing such
environments is to apply uniform security policies across devices that have varying
computational, space, and battery limitations.

9. After completing a two-year assignment at the University of Illinois, I joined Indiana
University as an Assistant Professor of Computer Science in 2005. | was promoted to Associate
Professor with tenure in 2012. Over the years, | have designed and taught classes in information
and systems security including: Analytical Foundations of Security, Trusted Computing,
Computer Networks, and Data Protection. My research areas span the areas of system security
and data privacy. | have published articles on various topics, including: quality of service in
networking, security for pervasive computing environments, encryption-based access control,
reputation systems, trusted computing, smartphone security, and privacy in research datasets. |
have published over 25 peer-reviewed articles and abstracts and given 25 invited technical talks

and panels.
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10. I am currently on sabbatical at Harvard University, where | am a Visiting Scholar within
the Center for Research on Computation and Society at the School of Engineering and Applied
Sciences. | am continuing my data protection research with a specific focus on medical data.

11. A more extensive summary of my professional accomplishments and a list of all
publications that I have authored within the last 10 years can be found in my curriculum vitae, a
copy of which is attached to this report as Appendix A. | have not testified as an expert at trial or
at deposition within the last four years.

12. | am being compensated at a rate of $150 per hour for my work in connection with this

litigation.

I11.  Overview of Network Security Principles
A. Background: Computer Networks

13. In this section, | describe very basic network functionality at a high level to support my
opinions. A network is a collection of workstations, laptop computers, servers, and other devices
(computers) that are connected via some communications channel that is either wired or wireless.
In commercial settings, data is usually passed between computers within a network via a switch
or a router. A switch and router can be combined into one device.

14, Computers use network interface cards (NIC) to connect to a network, and each NIC has
a unique media access control (MAC) address. Each computer within a network is therefore
uniquely identified by the MAC address of the computer’s NIC. A computer’s MAC address is
not known outside of a computer’s local area network (LAN).

15.  Aswitch is a device that inspects incoming data to determine the destination MAC

address and forwards the data to the computer with the specified MAC address.
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i. Network Addresses and Ports

18. In Paragraphs 13-16, | identified three types of addresses: Hostnames/URLSs, IP
addresses, and MAC addresses. DNS maps a hostname to an IP address, and ARP maps an IP
address to a MAC address. The hostname and IP and MAC addresses are all needed to forward
data to a specific computer. Once the data arrives at that computer, it must be sent to the
application that is awaiting the information. The application is the ultimate recipient of any data
that is sent to a computer on a network.

19. Applications are identified by numbers called ports. When data arrives at the destination,
the receiving computer extracts the port number from the data and sends the data to the
application that corresponds to that port number. Applications and their corresponding port
numbers are the doors to computers and the networks to which the computers are connected. An
application that contains a security vulnerability may allow an external entity to gain access to
the LAN and any resources that are connected to the LAN. For this reason, it is important to
ensure that all computers have been updated with all of the latest security patches for
applications and related software

20.  There are 2'° = 65,536 possible ports on any computer. An open port is an open door to
the computer, even when there is no application attached to the port. Therefore, it is important to
close all unused ports on all computers. For example, when web access is not approved or
authorized, ports 80 and 443 (which are typically used for web access) should be closed to

prevent access to the computer through those ports.
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ii. Firewalls and Intrusion Detection Systems

21. Firewalls are barrier mechanisms that are used to protect networks and individual
computers. A firewall can be either a hardware device or a piece of software. It can be placed at
a network gateway, or installed on a router or individual computer.

22. Firewalls can be configured to close all unused ports. When a port is closed, any data that
arrives at the network or computer for that port will be discarded. Firewalls can also be
configured to prevent and/or limit incoming connection requests. An incoming connection
request is a request that originates from outside of the network but seeks to establish
communication with a computer that is within the network. Only computers that are running
authorized server applications should receive connection requests. A firewall, for example, could
be configured to prevent all incoming connection requests for computers that are not running an
authorized server application.

23. An intrusion detection system (IDS) is a device, typically another computer, that is
placed inside a protected network to monitor activity in order to identify suspicious events. It can
be either host-based or network-based. A host-based IDS runs on a single computer to protect
that one host, while a network-based IDS is a stand-alone device that is attached to the network
to monitor traffic throughout the network. An IDS acts as a sensor, like a smoke detector, that
raises an alarm if specific things occur. It may perform a variety of functions including:
monitoring users and system activity; auditing system configuration for vulnerabilities and
misconfiguration; assessing the integrity of critical system and data files; identifying known
attack patterns in system activity; recognizing abnormal activity through statistical analysis;
managing audit trails and highlighting user violations of policy; correcting system configuration

errors; and installing and operating traps to record information.
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iii. Authentication and Access Control

24.  Authentication and access control mechanisms prevent unauthorized access to computers,
applications, services, and data.

25. To authenticate themselves, users provide a combination of information that tells the
system who they are (identity) and information that proves that identity (proof). Usernames and
passwords are commonly used to authenticate users. When authenticating, a user enters her
username to identify herself to the authentication system, and her password to prove her identity.
Some authentication mechanisms may require multiple forms of proof. For example, a user may
be required to provide a password (what she knows), and proof of using something she
possesses, such as a biometric (finger print, iris scan, etc.) or token. An authentication
mechanism that requires two forms of proof is called two-factor authentication, and it is used as
part of a defense in depth strategy (see Section I11.B below) to reduce the risk of compromise.
Remote login and access to highly sensitive data are scenarios for which either two-factor or
multi-factor authentication is often used.

26.  Access control mechanisms restrict a user’s access to computers, services, applications,
or data. An access control mechanism enforces policies that specify the resources that users may
access. A user’s role, security clearance, etc., may be used to identify the resources to which that

user has access.

B. Defense in Depth

27.  The most effective way to secure a network and its computers is by using multiple
security measures to provide defense in depth. In such an approach, the network is viewed as a
system with multiple layers, and security mechanisms are deployed at each layer to reduce the

overall likelihood that an attack will succeed. The basic idea is not to rely on just one security
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measure. Practicing defense in depth reduces the likelihood that an attack will succeed by forcing
the attacker to penetrate multiple defenses. To generally illustrate the benefit of defense in depth,
assume that an attacker has a 50% chance of penetrating each defense mechanism. If there are
three layers of protection, the probability of gaining unauthorized access to a resource at the
innermost layer is (1/2)° = 1/8.

28.  Toillustrate the concept of network layers and defense in depth, consider Figure 1 above.
In this simple network, the layers are: the router that connects the LAN to the Internet; the
computers on the LAN; and applications on each computer on the LAN. Defense in depth on this
network would require security policies and mechanisms to be specified and deployed at the
router that connects the LAN to the Internet, at the workstations/servers, and at user accounts on
those computers.

29.  Continuing with the simple network in Figure 1, assume there is a risk that a company’s
employees will download and install on their computers applications they do not need to perform
their jobs and that the company has a security policy prohibiting unauthorized applications. A
simple prohibition that relies on employees following the policy does not provide defense in
depth. A defense in depth strategy would prevent the employee from installing the application
and/or limit the impact of an unauthorized application on the network. To achieve defense in
depth, the company should use different security measures at different layers in the network, as
follows:

a. Internet Connection Layer: At this layer, we cannot prevent software from

being installed on a workstation or server, but we can restrict the type of traffic that flows
into the network. Therefore, even if unauthorized software has been inadvertently

installed on a workstation/server, mechanisms could be used to render the application
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30.

ineffective. Recall that port numbers map to specific applications, and that firewalls can
be configured to restrict the types of application traffic that is allowed into the network,
by dropping any data that contains an unauthorized port number. Thus, to illustrate the
concept of defense in depth, a first line of defense to prevent use of unauthorized
applications is to configure a firewall to close all ports at the gateway router except those
that are used by authorized applications. Other mechanisms besides firewalls could be
deployed at this layer as well, such as an 1DS.?

b. Workstation/Server Layer: Even if a firewall were deployed at the gateway

router, a second layer of security may be appropriate. The firewall at the gateway router
may be misconfigured or not configured to discard all unauthorized traffic because the
corresponding firewall policy would be hard to implement and manage. In these
circumstances, a software firewall can be deployed at workstations and servers to further
filter traffic that may have passed through the firewall at the gateway router. Because the
firewall at a workstation or server is configured to protect that specific computer, the
security settings can be more restrictive.

C. User Account Layer: Finally, in the simple network in Figure 1, user accounts

for specific computers could be configured to so that system administrators can install
software but ordinary users cannot.

As illustrated above, deploying security measures at different layers of a network

enhances overall security by closing gaps in any one measure. In practice, achieving defense in

2 A firewall and 1DS could be used together to provide additional protection. If an IDS detects a violation, it could
send a security alert to the system administration, indicating that unauthorized traffic is entering the network (i.e.
traffic destined for an unauthorized application) and that firewall settings need to be updated to discard such traffic.

10
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depth involves using layered security measures to address the many different risks and

vulnerabilities a network may face.

C. Principles for Assessing and Securing a Network

31.  There are seven principles that help to specify the policies and identify the mechanisms
that are to be deployed at each layer of a defense in depth security strategy. These principles are
listed and described below.

a. Don’t Keep What You Don’t Need: The first principle recognizes that

maintaining sensitive information that is not needed creates an unnecessary risk.

b. Patch: A most basic principle is to Patch, meaning to apply updates to fix all
known or reasonably foreseeable security vulnerabilities and flaws.

C. Ports: The third principle concerns Ports. As previously stated, applications
communicate via ports. There are well-known ports for well-known applications. For
example, a web server listens for incoming connections on Ports 80 and 443. All unused
ports should be closed.

d. Policies: Policies are processes and procedures that are put in place to satisfy an

organization’s security requirements. Examples of policies would include the following:

. Data Access — Limit data access to persons with a need for the data.
o Passwords — Policies regarding passwords should contain rules about the
following:
o] Acceptable minimum length.
o] Lifetime of a password.
. The lifetime of a password is often related to the sensitivity

of the information that the user accesses, the greater the
sensitivity, the shorter the password’s lifetime.

o] Password history.

11
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0 Passwords to avoid.

. If you are a big sports fan, don’t use a password that is
related to your favorite team.

. Avoid personal data such as spouse’s name, children’s
name, pet’s name, and birthdays.

o Backups — Backup data on a regular basis to be able to restore it because
data is more valuable than the computer.

o] Encrypt backups.

o] Keep data in a secure location.
o] Limit access to backups.
e. Protect: Ensure that reasonable security software is employed, such as firewalls,

anti-spyware, anti-virus, and IDS software, and authentication and access control. This
list includes software that can be classified as either proactive or reactive. Proactive
mechanisms attempt to prevent threats, while reactive mechanisms respond to threats that
may have bypassed proactive mechanisms. Therefore, both types of mechanisms should
be used to secure a system. Firewalls, authentication, and access control mechanisms try
to block or prevent attacks. Anti-spyware, anti-virus, and IDS mechanisms attempt to
detect the presence of malicious software or an attack while it is occurring.

f. Probe: Probing is a security audit that tests the state of a network. One type of
probing is penetration testing, which searches the network for security flaws. Penetration
testing includes scanning ports to verify that unused ports are closed or disabled. A
thorough security probe would include a review of security policies, patching system,
security logs, computers for unauthorized software, and any other processes, procedures,

or information that may impact the security of a system.

12
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g. Physical: There must be policies that govern the physical access to devices and
data. Some examples of such policies include:

o Computer rooms must be locked.

o Server rooms must be locked with limited access.

IV. LabMD’s Network During the Relevant Time Period

32. LabMD’s network was small and simple. It included: computers LabMD provided to
physician clients to use to place orders and retrieve results over the Internet; a small number of
servers located at its business premises; and computers used by employees. In this section, |
describe at a high level the network during the Relevant Time Period.

33. LabMD provided computers to physician clients. Through these computers, physician
clients sent Personal Information over the Internet to LabMD. This information included names,
addresses, Social Security numbers, insurance information, diagnosis codes, physician orders for
tests and services, and other information. In some instances, physician clients entered the
information into the computer that LabMD had provided, one consumer at a time, and then sent
the information to LabMD. In other instances, the LabMD computer in the physician’s office
retrieved Personal Information for all patients of the physician’s practice from a database located
on another computer in the physician’s office and forwarded the information for all of those
patients in bulk to LabMD, regardless whether LabMD performed testing for those patients.

34.  The Personal Information LabMD received from physician clients typically was
transmitted from physician clients to LabMD’s network using a File Transfer Protocol (FTP)
service LabMD installed on its network and the computers it provided to physician offices.

35.  Regardless of whether Personal Information came as a bulk transfer or one consumer at a
time, it was received by a server on LabMD’s network (called Mapper), where it was processed

(so that it could be used by applications LabMD used in is laboratory and billing department) and
13
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then maintained on servers on the network. The laboratory and billing applications also ran on
servers on LabMD’s network. In addition, LabMD maintained Personal information on desktop
computers, such as the Finance/Billing Manager’s computer.

36.  After LabMD’s laboratory and medical employees had provided the services ordered by
physician clients, they added results to the Personal Information LabMD maintained on its
network.

37.  The evidence in the record shows that LabMD did not encrypt Personal Information
while it was maintained on LabMD’s network.

38. Physician clients typically retrieved the results of the services they ordered from LabMD
through LabMD’s web portal. In doing so, they accessed Personal Information stored on
LabMD’s network.

39.  LabMD’s network included a number of servers that hosted applications, including back-
up, email, webserver, database, laboratory, and billing applications. Some of these servers hosted
multiple applications and also stored Personal Information. For example, one server hosted
billing and mail applications®

40. Employees in the laboratory and billing departments, and certain other employees, used
their LabMD computers to access resources on LabMD’s network, including applications that
provided access to Personal Information maintained on the network. Some LabMD employees
could remotely access LabMD’s network, including Personal Information maintained on the

network.

® See, for example, FTC-LABMD-00002 (CX0034).
14
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41. Record evidence shows that in 2005 or 2006, LimeWire, a peer-to-peer (P2P) file-sharing
program, was installed on a computer on LabMD’s network. The computer was used by the
Billing Manager.

42.  Atahigh level, the software is called peer-to-peer because users use it to search for and
retrieve files directly from the computers of others using the software instead of retrieving files
from a central server. To do this, the software allows users to designate or place files they will
share in a folder (Sharing Folder). Using the software, a user can search the Sharing Folders of
other users for files of interest. P2P programs have been widely available since 1999, and have
been, and are, used by millions of users to share music, video, and other types of files.

43.  Record evidence, including a screenshot of the Sharing Folder on the Billing Manager’s
computer taken in May 2008, shows that hundreds of files were in the Sharing Folder on the
Billing Manager’s computer.* Among these files was an insurance aging file (called the 1,718
File) that contained Personal Information about more than 9,300 people.® Copies of the 1,718
File were found on computers in California, Arizona, Costa Rica, and the United Kingdom.®

44, The risk of inadvertently sharing files with sensitive information using P2P software and
the difficulty of undoing sharing are well known. After a file has been shared, the copy is out of
the control of the original source and can be shared again from its new location to any number of

other computers running the software. Searching for the file might not find all of the copies

* See FTC-LABMD-3755 (CX0152).

® See FTC-LABMD-3755 (CX0152); Tiversa-FTC_Response-000001 through Tiversa-FTC_Response-001719
(CX0008)

® See Robert Boback, November 21, 2013 Deposition Transcript, pp. 50-53; TIVERSA-FTC_RESPONSE-000001
through TIVERSA-FTC_RESPONSE-006876 (CX0008-CX0011); TIVERSA-FTC_RESPONSE-006882
(CX0019).

15
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because, for example, a computer with a copy might be turned off when the search occurs.

Security professionals and others have warned about this risk since at least 2005.

V. Scope of Opinions

45.  Complaint Counsel has asked me to assess whether LabMD provided reasonable and
appropriate security for Personal Information within its computer network. Specifically, | was
asked to analyze the record evidence relating to the following paragraphs of the FTC’s
complaint:
a. Paragraph 10: “At all relevant times, respondent engaged in a number of practices
that, taken together, failed to provide reasonable and appropriate security for personal
information on its computer networks. Among other things, respondent:

o (a) did not develop, implement, or maintain a comprehensive information
security program to protect consumers’ personal information. Thus, for
example, employees were allowed to send emails with such information to
their personal email accounts without using readily available measures to
protect the information from unauthorized disclosure;

o (b) did not use readily available measures to identify commonly known or
reasonably foreseeable security risks and vulnerabilities on its networks.
By not using measures such as penetration tests, for example, respondent
could not adequately assess the extent of the risks and vulnerabilities of its
networks;

o (c) did not use adequate measures to prevent employees from accessing
personal information not needed to perform their jobs;

o (d) did not adequately train employees to safeguard personal information;

o (e) did not require employees, or other users with remote access to the
networks, to use common authentication-related security measures, such
as periodically changing passwords, prohibiting the use of the same
password across applications and programs, or using two-factor
authentication;

o (f) did not maintain and update operating systems of computers and other

devices on its networks. For example, on some computers respondent used
operating systems that were unsupported by the vendor, making it unlikely

16
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that the systems would be updated to address newly discovered
vulnerabilities; and

o (9) did not employ readily available measures to prevent or detect
unauthorized access to personal information on its computer networks. For
example, respondent did not use appropriate measures to prevent
employees from installing on computers applications or materials that
were not needed to perform their jobs or adequately maintain or review
records of activity on its networks. As a result, respondent did not detect

the installation or use of an unauthorized file sharing application on its
networks.”

b. Paragraph 11: “Respondent could have corrected its security failures at relatively

low cost using readily available security measures.”

VI.  Materials Considered in Forming Opinions

46. A list of the materials that | considered in reaching my opinions is attached to this report
as Appendix B. Those materials include: transcripts and exhibits from investigational hearings
and depositions of LabMD, its current and former employees, and third parties; documents and
correspondence provided to Complaint Counsel by LabMD and third parties in connection with
the pre-complaint investigation or this litigation; and industry and government standards,
guidelines, and vulnerability databases that establish best practices for information security
practitioners. | also have relied upon my education and experience in reaching my opinions.

47. I am continuing to review material obtained by Complaint Counsel through discovery in
this litigation. LabMD produced to Complaint Counsel more than 11,500 pages of documents
between February 25 and March 4, 2014, and Complaint Counsel has informed me that
depositions are noticed to be taken after March 18, 2014. | reserve the right to revise or
supplement my opinions based upon my continued review of the documents recently produced

by LabMD, information learned during depositions conducted after the submission of this report,

17

CX0740 page 19

Exhibit 2



or any other new information relevant to this litigation that comes to my attention after the
submission of this report.

48.  As | noted in Paragraph 4, above, my overall conclusion and the specific opinions that
support that conclusion cover the Relevant Time Period, which is January 2005 through July
2010. From my review of the record, there are not sufficiently diverse types of information

available after the Relevant Time Period for me to offer opinions about that period.

VIl. Summary of Opinions

49. Based on my review of the materials described in Section VI, above, and my experience
described in Section I1, above, my overall conclusion is that LabMD failed to provide reasonable
and appropriate security for Personal Information within its computer network, and that LabMD
could have corrected its security failings at relatively low cost using readily available security
measures. In reaching this conclusion, I have taken into account the amount and nature of the
data maintained within LabMD’s network, LabMD’s network and security practices, risks and
vulnerabilities on LabMD’s network, and the cost of remediating those risks and vulnerabilities.
Record evidence shows that LabMD maintains Personal Information about more than 750,000
consumers.” For purposes of this report, | have assumed that these types of information can be
used to harm consumers, through identity theft, medical identity theft, and disclosing private
information.

50. In Section VIII, below, | present my specific opinions that support my overall conclusion.

In each subpart of Section VIII, below, | present my specific opinions regarding whether LabMD

’ See LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, { 23. For most of those
consumers, that information includes: Social Security numbers, insurance information, and medical diagnosis codes.
See Tiversa-FTC_Response-000001 through Tiversa-FTC_Response-001719 (CX0008).

18
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could have corrected its security failings at relatively low cost using readily available security

measures, which relate to Paragraph 11 of the Complaint.

VIII. Opinions
A. Comprehensive Information Security Program — Complaint § 10(a)

51.  Complaint Counsel has asked me to provide an opinion on whether LabMD developed,
implemented, or maintained a comprehensive information security program to protect
consumers’ Personal Information. My opinion is organized as follows: (1) an explanation of the
contents of a comprehensive information security program; (2) my opinion, including some
examples of key evidence supporting those opinions.

52. A comprehensive information security program is a plan that sets out an organization’s
security goals, the written policies that would satisfy those goals, the mechanisms that would be
used to enforce the written policies, and how those mechanisms would be used to enforce the
written policies. The best practices for developing a comprehensive information security
program would include the seven principles that | discuss in Paragraph 31, above: don’t keep
what you don’t need, patch, ports, policies, protect, probe and physical.

53. A comprehensive information security program should be in writing to provide guidance
to those who are implementing the plan and those who receive training through the plan. It also
should be in writing to record the organization’s current security goals and practices to facilitate
changes to those goals and practices as security threats continually evolve and, because turnover
Is inevitable, to communicate the security goals and practices of the organization to future
employees.

54.  An organization’s comprehensive information security program should specify

confidentiality, integrity, and availability goals, and related policies and mechanisms.
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55. A confidentiality goal/policy ensures that only authorized individuals are able to access
data. Encryption and access controls are mechanisms that can be used to enforce confidentiality
policies. Encryption mechanisms are used to protect stored data and data that is being transmitted
between parties, but encryption alone doesn’t prevent unauthorized individuals from gaining
access to the data. If | encrypt the data and distribute the encryption key to everyone, the
encryption procedure is ineffective. Therefore, in addition to encrypting the data, an organization
should specify under which conditions should data be accessed and which employees should be
allowed to access the data. Role-based access control policies have been often used by
organizations to differentiate the data access of employees. In such policies, employees are
assigned data access rights based on the job that they are required to perform.

56.  An integrity goal/policy ensures that data is not inadvertently changed or lost.
Mechanisms that enforce an integrity policy ensure that any unauthorized changes to a system
and its data can be detected. For example, cryptographic hash functions may be used to detect
unauthorized changes to stored data (i.e. software executables, patient records) and transmitted
data. A cryptographic hash function takes data input of any size and computes a fixed-size
number called a hash value that is unique to the data and can be used as the digital fingerprint for
the data. Thus, changes in a file’s hash value indicates that the file has been changed. Integrity-
based software scanners can be configured to detect newly added software and/or changes to
existing application executables. Any new software that has been installed on a computer may
indicate an unauthorized installation, while changes to existing executables may denote that

malware has been embedded in an application.
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57.  Anavailability goal/policy specifies processes to ensure that the computing system (i.e.
hardware, software, and network), and data are accessible, even in the presence of natural
disasters or malicious attempts to compromise the system.

58.  Achieving confidentiality, integrity, and availability goals may incorporate the use of a
variety of security mechanisms, including firewalls, intrusion detection systems, integrity
scanners, anti-virus scanners, backups, logging, authentication, physical security, access control,
risk assessment, and remediation, etc.

59.  While security goals, policies and mechanisms are key components of any security plan,
the success of any defense-in-depth based information security program will be limited when the
users and managers of the computing system are not properly trained. Therefore any
comprehensive security plan should also include training procedures for non-1T and IT
employees. This training should ensure that employees understand the security goals and policies
and how to use any mechanisms that are to be used to secure the system. In addition, IT staff
should receive training on specific mechanisms to mitigate risks and on evolving threats. |
discuss the training component of a comprehensive information security program in more detail
in Section VII1.D, below.

60. Securing electronic health data is a topic that has been explored by many national experts
for years, which has resulted in the creation of best practices and guidelines for securing this
information. Examples of comprehensive information security programs concerning electronic
health data have been available online at no cost from various sources since as early as 1997,
including, for example, the National Research Council (NRC), the National Institute of

Standards and Technology (NIST), and the Health Insurance Portability and Accountability Act

21

CX0740 page 23

Exhibit 2



(HIPAA) Security Rule.® These comprehensive security programs include guidelines for
ensuring the confidentiality, integrity, and availability of data, including mechanisms for
authenticating individual users, employing access control mechanisms to restrict access based on
an individual’s role, limiting a user’s ability to install software, assessing risks and
vulnerabilities, encrypting stored data and data in transit, logging access to data and system
components, ensuring system and data integrity, protecting network gateways, maintaining up-
to-date software, etc.
61. Based on my review of evidence from the record, | have formed the opinion that LabMD
did not develop, implement or maintain a comprehensive information security program to protect
consumers’ Personal Information. Record evidence shows that:
a. From 2005 to 2010, LabMD had no written information security program.’
During the Relevant Time Period, LabMD employees received an employee handbook,
but this document did not address the practices covered by a comprehensive security
program. For example, the handbook states that LabMD has taken specific measures to

comply with HIPAA but does not explain those measures.™

8 See, for example, National Research Council, For the Record: Protecting Electronic Health Information (1997), at
http://www nap.edu/openbook.php?record id=5595&page=R1; Woody, Carol, Clinton, Larry, Internet Security
Alliance, “Common Sense Guide to Cyber Security for Small Businesses” (March 2004),
http://isalliance.org/publications/3C.%20Common%20Sense%20Guide%20for%20Small%20Businesses%20-
%201SA%202004.pdf; SANS Institute InfoSec Reading Room, “The Many Facets of an Information Security
Program” (2003), https://www.sans.org/reading-room/whitepapers/awareness/facets-information-security-program-
1343; and Federal Register, Department of Health and Human Services, “Health Insurance Reform: Security
Standards” (February 20, 2003),

http://www hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf.

% LabMD’s Policy Manual, FTC-LABMD-003141 through FTC-LABMD-003162 (CX0006) and LabMD’s
Computer Hardware, Software and Data Usage and Security Policy Manual, FTC-LABMD-003590 through FTC-
LABMD-003621 (CX0007), were written in 2010. See, for example, John Boyle February 5, 2013, Investigational
Hearing Transcript, pp. 78-79, 91-92.

1 Sge FTC-LABMD-003531 through FTC-LABMD-003553 (CX0001), p. 6; FTC-LABMD-003554 through FTC-
LABMD-003575 (CX0002), p. 6.
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b. Although LabMD contends that the policies set forth in LabMD’s Policy

11
|

Manual™ were in place in 2007 and 2008, there is no documentation demonstrating that

those policies were in place, and if they were in place, at least some of those policies

were not being enforced. For example:

o LabMD contends that it adopted policies in 2002 to identify and remove
unauthorized software that had been installed on employee computers and
to configure firewalls on employee computers to block incoming
connection requests. If these policies had been implemented, unauthorized
software would have been detected and removed from employee
computers, and computers located outside LabMD’s network would not be
able to initiate communications with computers inside the network. As
discussed in Paragraphs 41-43, above, LimeWire, an unauthorized P2P file
sharing program, was installed on the Billing Manager’s computer in 2005
or 2006 and used to share files. LabMD’s processes did not detect the
software or prevent its use. LabMD removed the software in May, 2008,
approximately two to three years from the date of installation, after being
informed that the 1,718 File was found on a P2P network.

o In 2007 and 2008, when LabMD contends that the policies in its Policy
Manual were in place, LabMD did not provide the encryption tools listed
in its policy or provide staff with training on how to secure sensitive
information included in emails or attachments.*?

C. LabMD’s Policy Manual and its Computer Hardware, Software and Data Usage

and Security Policy Manual,*®

both of which were written in 2010, are not sufficiently
comprehensive. For example, they lack specific policies that describe how Personal
Information is protected during transmission between the physician offices and LabMD,

and whether sensitive information is to be stored in an encrypted format.

1 See FTC-LABMD-003141 through FTC-LabMD-003162 (CX0006); John Boyle February 5, 2013,
Investigational Hearing Transcript, pp. 91-92.

12 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 277-278; Alison Simmons
May 2, 2013 Investigational Hearing Transcript, p. 163.

13 See FTC-LABMD-003141 through FTC-LabMD-003162 (CX0006); FTC-LABMD-003590-3621 (CX0007).
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o LabMD relied on the Secure Socket Layer (SSL) Protocol and HTTPS to
encrypt communications and secure its web-based applications.* Record
evidence shows that LabMD’s servers allowed the use of SSL version 2.0,
which had known security flaws.*

62. LabMD could have developed, implemented, or maintained a comprehensive information

security program to protect consumers’ Personal Information at relatively low cost.*®

B. Risk Assessment — Complaint  10(b)

63.  Complaint Counsel has asked me to provide an opinion as to whether LabMD used
readily available measures to identify commonly known or reasonably foreseeable security risks
and vulnerabilities on its network, which is often called “risk assessment” in the IT field. My
opinion is organized into several parts: (1) an explanation of why risk assessment is important;
(2) a discussion of the mechanisms and protocols IT practitioners use to assess risks; and (3) my
opinion, including some examples of key evidence supporting those opinions.

64.  The relationship between risk assessments and reasonable security is very well known
among IT practitioners, and frameworks for conducting risk assessments are widely available
from many sources. When an assessment is inadequate or incomplete, network administrators
and users may not know which risks or vulnerabilities they face and thus the security measures
they should consider implementing. To IT practitioners, risk assessments are the foundation for
choosing security measures that are reasonable and appropriate under their circumstances. It is an
essential component of defense in depth.

65. IT practitioners use a variety of measures and techniques, to assess and remediate risks.

These include antivirus applications, firewalls, various types of vulnerability scans, intrusion

1% SSL is the protocol that ensures that data is encrypted for HTTPS.
!> This vulnerability is discussed in Paragraph 100, below.
16 See, for example, footnote 8, above, and the accompanying text.
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detection systems, penetration tests, file integrity monitoring, and other measures. Typically,
each mechanism can only assess the exposure to a particular type of risk or vulnerability.
Antivirus applications, for example, can assess the incidence of viruses on a network, but not the
installation of unauthorized applications on the network. Logs from firewalls, for example, can
be reviewed to identify the application and host targets of unauthorized attempts to access the
network, but traditional firewalls are designed to block specific types of traffic, not detect
intrusions and attacks. An IDS can be used to detect attacks and alert the IT staff that firewall
settings should be reconfigured. External vulnerability scans, which are conducted from outside
the network, can, for example, assess the incidence of vulnerabilities in an application inside the
network, but not the incidence of viruses. File integrity monitoring can identify changes in
critical files that may indicate malware has been installed on the network, but does not identify
or remove the malware. No one mechanism can assess the exposure to all the risks and
vulnerabilities a network may face. An appropriate risk assessment process usually requires the
use of a number of mechanisms.

66. Network administrators usually have a number of options to choose from in each
mechanism category. For example, there are a number of branded antivirus applications, and
within a brand there often are versions that differ in cost, the types of functions they can perform,
and other aspects of performance. Properly used and reviewed, these mechanisms provide
network administrators with essential information about risks and vulnerabilities they face.
Having options provides companies with flexibility, so that they can balance the effectiveness of
a mechanism, the sensitivity of the business and consumer information the assessment concerns,

and the mechanism’s cost.
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67.  Based on my review of the evidence from the record, | have formed the opinion that
LabMD did not use an appropriate set of readily available measures to assess risks and
vulnerabilities to the Personal Information within its computer network during the Relevant Time
Period.
68.  Record evidence shows that, prior to 2010, LabMD used antivirus applications, firewalls,
and manual computer inspections to assess risks within the network. These mechanisms were not
sufficient to identify or assess risks and vulnerabilities to the Personal Information maintained on
LabMD’s computer network.
a. As | discussed in Paragraph 65, above, antivirus applications can assess the
incidences of viruses on a network but cannot assess the installation of unauthorized
applications on the network. The evidence shows that at times, LabMD did not
effectively manage its antivirus applications, or used applications that were out of date or
had limited risk assessment functionality. For example, at some points, the antivirus
application LabMD used on critical servers would not scan for viruses,'” and thus could
not identify risks to the servers. LabMD continued to use the same antivirus application
after the vendor stopped providing updated virus definitions needed to identify newly
discovered risks. On employee workstations, LabMD at times used antivirus applications
that provided only limited risk assessment functionality, at least until late 2006. These
applications could not be centrally managed by a network administrator; which meant

that to be effective, individual employees had to update the virus definitions on their

17 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035).
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computers and report warnings to LabMD’s IT Department. Even after it implemented a
more capable antivirus application, LabMD did not install it on all its equipment.*®

b. The firewall product that LabMD used until 2010 had very limited risk
assessment capabilities. It could only log a few days of network traffic, which LabMD
only reviewed to troubleshoot a performance problem, such as a user complaint that he or
she could not connect to a website.'® The firewall product also could not monitor traffic.?
IT practitioners use traffic monitoring to, for example, determine if sensitive consumer
information is being exported from their networks. LabMD could have used the freely
available mechanism, Wireshark, to do packet level analysis to provide information to
use to determine if Personal Information left the network without authorization.

C. Evidence in the record shows that, through at least mid-2008, LabMD conducted
manual computer inspections only in response to a physician or employee reporting that a
computer had malfunctioned.?* Even when conducted on a regular basis, manual
computer inspections can never be exhaustive because vulnerabilities and risks can exist
anywhere in a computer, and human beings cannot inspect every one of those places.
Even if they could, malicious software may, in some instances, mask its presence to
avoid detection during a manual inspection, such as by altering the task manager
application in Windows to prevent the malicious software’s process from being

displayed. For these reasons, IT practitioners should not rely on manual inspections and

18 See, for example, Christopher Maire January 9, 2014 Deposition Transcript, p. 95; Curt Kaloustian May 3, 2013
Investigational Hearing Transcript, pp. 150-151.

19 See, for example, Allen Truett February 27, 2014, Deposition Transcript, pp. 68-69.

20 See, for example, Allen Truett February 27, 2014, Deposition Transcript, p. 67.

21 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 177-178; Alison Simmons
Investigational Hearing Transcript, pp. 78-80, 85-86; Matthew Bureau January 10, 2014 Deposition Transcript, pp.
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should also use automated mechanisms, such as IDS, file integrity monitoring, and

penetration testing to assess risks and vulnerabilities on the network.
69. LabMD did not implement an 1DS or file integrity monitoring,?* and only began
conducting penetration tests in May 2010. These tests were limited to external facing servers and
did not test employee workstations and computers inside LabMD’s network. LabMD could not
adequately assess the extent of the risks and vulnerabilities of its network without using these
automated mechanisms.
70. A penetration test of all IP addresses on the network, for example, would have identified
vulnerabilities like outdated software, security patches that had not been applied, administrative
accounts with default settings, etc. IT practitioners use this information to address these
vulnerabilities. Information from penetration tests also could have identified all open ports
within the network and all computers that accepted connection requests. This information could
have been used to re-configure firewalls to close unneeded ports and to deny connection requests
for computers whose work purpose didn’t require the servicing of such requests.
71. Several well-respected and freely available penetration test and network analysis
mechanisms have been available since 1997. Examples include: nmap (www.nmap.org, released
1997), Nessus (free until 2008), and Wireshark (formerly Etheral, released 1998). Using these
mechanisms, LabMD could have conducted vulnerability scans, or had vulnerability scans
conducted for it, throughout the Relevant Time Period, and doing so would have allowed it to

correct significant risks, including those | describe in Paragraph 72, below, much sooner. The

22 LabMD could have implemented an IDS and file integrity monitoring during the Relevant Time Period at
relatively low cost. For example, LabMD could have implemented SNORT, a well-respected and widely used IDS
that has been freely available since 1998, and, as | explain in Paragraph 104 below, Stealth and OSSEC are
examples of freely available file integrity monitoring products.
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cost of having penetration tests is modest: the penetration test LabMD had performed in 2010 by
ProviDyn, an IT service provider, cost $450.%

72. Evidence in the record shows that the external vulnerability scans conducted in 2010
identified a number of well-known and significant risks and vulnerabilities on LabMD’s
network, including some that had been known to IT practitioners for years. For example,
ProviDyn’s April 2010 external vulnerability scan report identified a Level 5 anonymous FTP
problem. This problem was first reported by the security community on July 14, 1993, 17 years
before ProviDyn found it on LabMD’s Mapper server.

73. Under the IT industry standardized classification system ProviDyn used, a Level 5 risk is
an Urgent Risk and requires immediate remediation.**

74.  The process for choosing reasonable and appropriate measures to address risks
discovered through risk assessment is well-known and understood among IT practitioners and
businesses. Guidelines on how to select reasonable and appropriate security measures have been
freely available for years. NIST, for example, published a standard that explained the process in
2002.%° In 2005, the Centers for Medicare and Medicaid Services published HIPAA Security

Series 6: Basics of Risk Analysis and Risk Management, which incorporates the central

2 See, for example, FTC-LABMD-003732 through FTC-LABMD-003736 (CX0044); FTC-LABMD-005254
through FTC-LABMD-005258.

% The risk classifications ProviDyn used are the classifications in the PCI Data Security Standard, which are derived
from the Common Vulnerability Scoring System (CVSS) established by the National Institute of Standards (NIST).
See PCI Technical and Operational Requirements for Approved Scanning Vendors, Version 1.1 (September 2006).
In this classification, there are 5 levels: Urgent Risk (5), Critical Risk (4), High Risk (3), Medium Risk (2), and Low
Risk (1). Level 5 (Urgent Risk) Vulnerabilities provide remote intruders with remote root/administrative
capabilities. With this level of vulnerability, hackers can compromise the entire host. Level 5 includes vulnerabilities
that provide remote hackers with full file-system read and write capabilities, remote execution of commands as an
administrative user.

% See NIST Risk Management Guide for Information Technology Systems SP-800-30 (July 2002), at
http://csrc nist.gov/publications/nistpubs/800-30/sp800-30.pdf.
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principles of NIST SP 800-30 in explaining how to perform the risk analysis and risk
management required by the HIPAA Security Rule.?

75. IT practitioners have used these concepts to identify security measures that are reasonable
and appropriate under various circumstances for years. The basic idea is to balance the severity
of a risk and the harm that will result if the risk is exploited against the cost of a measure that
remediates the risk. The more sensitive the Personal Information maintained within the network,
the greater the need for enhanced security measures,

76.  Consider the anonymous FTP problem set out in Paragraph 72, above: users are
anonymous because no password is needed to log into the FTP service. It is an urgent risk to an
application that LabMD used to transmit large amounts of Personal Information. Thus, the risk is
high and the harm that would result if the risk were exploited is also high. The cost of
remediating it is low, involving only IT-employee time to disallow anonymous log-ins. As a
result, it would be reasonable and appropriate under these circumstances to disallow anonymous
log-ins. The point of conducting appropriate risk assessments is to identify risks early, so that
they can be remediated.

77. LabMD could have used readily available measures to identify commonly known or

reasonably foreseeable security risks and vulnerabilities on its network at relatively low cost.?’

C. Access to Information Not Needed to Perform Jobs — Complaint §10(c)

78.  Complaint Counsel has asked me to provide opinions as to (1) whether LabMD

maintained more Personal Information than necessary on its network and (2) whether LabMD

% See U.S. Department of Health and Human Services, HIPAA Security Series, “6 Basics of Security Risk Analysis
and Risk Management” (March 2007),
http://www hhs.gov/ocr/privacy/hipaa/administrative/securityrule/riskassessment.pdf.

*" See, for example, Paragraph 71, above.
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used adequate measures to prevent employees from accessing Personal Information not needed
to perform their jobs. My opinion is organized as follows: (1) an explanation of why it is
important for an organization to not maintain more Personal Information than necessary on its
network; (2) my opinion concerning whether LabMD maintained more Personal Information
than necessary on its network, including some examples of key evidence supporting those
opinions; (3) an explanation of why limiting access to Personal Information is important; (4) a
discussion of the mechanisms IT practitioners use to limit access to information maintained
within a network; and (5) my opinion concerning whether LabMD used adequate measures to
prevent employees from accessing Personal Information not needed to perform their jobs,

including some of the evidence | considered.

i Whether LabMD Maintained More Personal Information than
Necessary

79. One of the principles of information security is for an organization to not maintain more
information than it needs to conduct its business. This is important because, if an organization
collects more data than is needed to conduct its business, it increases the scope of potential harm
if the organization’s network is compromised.
80. Based on my review of evidence from the record, | have formed the opinion that LabMD
collected and maintained Personal Information about individuals for whom it has not performed
testing (either directly or by outsourcing to another laboratory) and therefore did not use
adequate measures to prevent employees from having access to Personal Information that was
not needed to perform their jobs.
a. Record evidence shows that LabMD collected and maintained indefinitely
Personal Information about approximately 100,000 consumers for whom it never

performed testing (either directly or by outsourcing to another laboratory) and that
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LabMD did not need to maintain Personal Information about those consumers in order to
conduct its business.?®

b. LabMD could have purged the data that it collected from consumers for whom it
did not perform testing (either directly or by outsourcing to another laboratory) through
its database applications. Purging data from a network is the type of thing that IT
practitioners did regularly throughout the Relevant Time Period. Correcting this issue
would have required only the time of trained IT staff and could have been done at

relatively low cost.

ii. Whether LabMD Used Adequate Measures to Prevent Employees
from Accessing Personal Information Not Needed to Perform Jobs

81. By not limiting access to data, an organization increases the likelihood that sensitive data
will be exposed outside of the organization by either a malicious insider or a compromised
system. Insider threat is one of the major issues facing organizations. Though some insiders do
not have malicious intent, some scenarios create the perfect storm for the leaking of sensitive,
personal data, especially health data. For example, in recent years, there have been several highly
publicized events where individuals with celebrity status had their personal health information
exposed by an insider of the health care organization. While these events are publicized, there
are numerous others that are not. Friends, family members, co-workers or acquaintances access
the personal health records of an individual outside of the organizations’ policy, thereby
violating that individual’s right to privacy. To address this problem an organization must specify
policies and employ mechanisms that limit an employee’s access to data based on that which is

needed to perform their daily tasks. For example, a lab tech may need information that identifies

%8 LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, ] 23; Michael Daugherty
March 4, 2014 Deposition Transcript, pp. 198-199.
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the patient, but may not need the patient's insurance information. Additionally, when an
organization has information about a large number of people, it is not only necessary to limit the
types of information that an employee within a specific role may access, but it is also important
to limit the number individuals whose Personal Information the employee may access. Doing so
reduces the impact of a malicious insider.
82. In addition to the insider threat, when data may be accessed by multiple parties, the
likelihood that the data may be accessed from a computer that has been compromised also
increases. This is especially the case for organizations that do not have a comprehensive
information security plan, and have security practices that are at best reactive. In such cases,
when data is downloaded to a compromised computer, vulnerabilities on that computer may
expose the data to individuals outside of the organization.
83. A multi-pronged, defense in depth, approach must be used to effectively restrict access to
data. The organization must first define roles for its employees and specify the types of data that
are needed to complete the tasks that have been assigned to those roles. To enforce these roles,
IT practitioners have long used role-based access control mechanisms to restrict access to
sensitive data resources. These mechanisms should be employed to restrict access to data files
and to applications that mediate access to the data.
84. Based on my review of evidence from the record, | have formed the opinion that LabMD
did not use adequate measures to prevent employees from accessing Personal Information that
was not needed to perform their jobs.
a. Record evidence shows that LabMD is unable to specify the types of Personal
Information that each of its employees was permitted to access via LabMD’s network and

can specify only that its employees had “various levels of access” to various types of
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Personal Information and that “all employees could gain knowledge of any Personal
Information regarding Consumers to the extent it was necessary to the performance of
their job duties.”®
b. Because LabMD cannot specify the types of Personal Information that each of its
employees was permitted to access via LabMD’s network, | conclude that LabMD did
not specify policies and employ mechanisms to limit its employees’ access to Personal
Information to only the types of Personal Information that the employees needed to
perform their jobs.
85. LabMD could have specified policies and implemented access control mechanisms to
limit its employees’ access to Personal Information to only the types of Personal Information that
the employees needed to perform their jobs at relatively low cost. Operating systems and
applications have access control mechanisms embedded in them. Therefore, correcting this issue

would have required only the time of trained IT staff and could have been done at relatively low

cost.

D. Information Security Training — Complaint §10(d)

86.  Complaint Counsel has asked me to provide an opinion as to whether LabMD adequately
trained employees to safeguard Personal Information. My opinion is organized as follows: (1) an
explanation of the importance of training; and (2) my opinion, including some examples of key
evidence supporting those opinions.

87.  The user is the weakest link in any information security program. A flawless security

mechanism can be rendered ineffective by an untrained user. For example, a username/password

2% LabMD’s February 20, 2014 and March 17, 2014 responses to Complaint Counsel’s Interrogatory No. 2. See also,
for example, March 10, 2014 Order on Complaint Counsel’s Motion for Discovery Sanctions, p. 5.
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authentication mechanism is only effective when users create strong passwords. Weak passwords
that are short in length, contain dictionary words, contain the names of relatives, or favorite
sports teams are more easily guessed than others. Therefore, an organization should train its
employees on how to use any security mechanisms that require employee action or any security
mechanisms that employees are not technically prevented from reconfiguring (such as disabling
a firewall on a workstation without IT staff approval).

88. Employees also should receive periodic training on expected and acceptable use of
computing facilities and current threats and best usage practices.

89.  Since computer threats and vulnerabilities are always evolving, IT practitioners should
receive periodic training on the most recent advances in protecting against such threats. Several
nationally recognized organizations provide low-cost and free IT security training courses.*
90. | see no evidence in the record indicating that LabMD’s non-1T employees received
training on how to use security mechanisms or training on the consequences of reconfiguring
security settings in applications and security mechanisms on their computers, such as enabling
file-sharing, which I discuss in Section VI1II.G, below.

91. Record evidence shows that LabMD did not adequately train employees to safeguard
Personal Information or provide appropriate opportunities for its IT employees to receive
formalized security related training about evolving threats and how to protect against them.*
This resulted in gaps in their knowledge and a creation of security processes that were reactive,

incomplete, ad hoc, and ineffective. For example, prior to 2010:

% For example, the Center for Information Security Awareness, formed in 2007, provides free security training for
individuals and businesses with less than 25 employees. The SysAdmin Audit Network Security Institute (SANS)
formed in 1989, provides free security training webcasts. Additional free training resources may be found at
http://msisac.cisecurity.org/resources/videos/free-training.cfm. The Computer Emergency Response Team (CERT)
at Carnegie Mellon University has e-learning courses for IT professionals for as low as $850.

3 See, for example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, pp. 52-53, 60-61.
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a. Penetration testing was never done;*?
b. Software with known flaws was not updated on servers that contained Personal
Information;*
C. Firewalls were disabled on servers that contained Personal Information;*
d. Servers executed software that was no longer supported by vendors, including
operating system and antivirus software;®
e. There was no uniform policy requiring strong passwords or expiration of
passwords;
f. Personal Information was transmitted and stored in an unencrypted format;*’
g. At least some employees were given administrative access accounts and were able
to download and install software without restriction, etc.*

92. LabMD could have adequately trained employees to safeguard Personal Information at

relatively low cost.*

E. Use of Authentication Related Security Measures — Complaint §10(e)

93. Complaint Counsel has asked me to provide an opinion as to whether LabMD required

employees, or other users with remote access to the network, to use common authentication-

%2 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 92, 281-282.
% See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070).
% See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 293-294.

% See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 271-274; FTC-LABMD-
003475 through FTC-LABMD-003482 (CX0035).

% See, for example, Robert Hyer December 13, 2013 Deposition Transcript, pp. 25-27, 45-46; Alison Simmons May
2, 2013 Investigational Hearing Transcript, pp. 153-154; John Boyle February 5, 2013 Investigational Hearing
Transcript, pp. 181-184.

%" See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 62-64, 302-304.

% See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 172; Alison Simmons
Investigational Hearing Transcript, pp. 37-39; Robert Hyer December 13, 2013 Deposition Transcript, pp. 27-29.

% See, for example, footnote 30, above, and the accompanying text.
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related security measures, such as periodically changing passwords, prohibiting the use of the
same password across applications and programs, or using two-factor authentication. My opinion
is organized as follows: (1) an explanation of why using authentication-related security measures
IS important; (2) a discussion of common authentication-related security measures to limit
access; and (3) my opinion, including some examples of key evidence supporting those opinions.
94.  Organizations should use strong authentication mechanisms to control access to
workstations. Usernames/passwords are one such mechanism, but the effectiveness of this
mechanism depends on the strength of the passwords and how the passwords are stored and
managed. An organization should specify policies on how to create strong passwords. For
example, password policies should specify acceptable length, required characters (numbers, case,
symbols), lifetime, password history, passwords to avoid, etc. To enforce these policies:
password management should be centralized; passwords should not be stored in clear text; and a
cryptographic hash should be applied to the password before it is stored.
95. Based on my review of evidence from the record, | have formed the opinion that LabMD
did not require employees or other users with remote access to its network, to use common,
effective authentication-related security measures.

a. Record evidence shows that LabMD did not provide specific strong password

policies or enforcement mechanisms to ensure that strong passwords were being used to

authenticate users and authorize them to access LabMD’s network, either on site or

remotely. For example:

. LabMD billing employee Sandra Brown testified that she used the same

username, sbrown, and password, labmd, to access her LabMD computer
on site and remotely from 2006 to 2013.%

%0 See Sandra Brown January 11, 2014 Deposition Transcript, p. 13.
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. LabMD created weak passwords for the nurses’ user accounts that were
created on the computers that it placed in its physician clients’ offices. The
typical password included the nurse’s initials.**

. Although the Windows operating systems that LabMD used provided a
centralized scheme to manage passwords, LabMD did not use that
functionality.*

. Requiring two-factor authentication for remote users would have
implemented a defense in depth strategy and could have compensated for
LabMD’s failure to require the use of strong passwords. LabMD did not
use two-factor authentication.*®

b. Record evidence shows that between at least October 2006 and June 2009,
passwords required for access to Personal Information were shared by multiple LabMD
employees.*

96. LabMD could have easily implemented strong authentication-related security measures at

low cost.

F. Maintenance and Updating of Operating Systems— Complaint §10(f)

97.  Complaint Counsel has asked me to provide an opinion as to whether LabMD maintained
and updated operating systems of computers and other devices on its network. My opinion is
organized as follows: (1) an explanation of the risks of using outdated software; and (2) my

opinion, including some examples of key evidence supporting those opinions.

“! See, for example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, pp. 46-48; Letonya Randolph
February 4, 2014 Deposition Transcript, pp. 39-41.

“2 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 171-172; Robert Hyer
December 13, 2013 Deposition Transcript, pp. 84-88.

3 See, for example, Alison Simmons, May 2, 2013 Investigational Hearing Transcript, pp. 47, 144, 152, 156; Curt
Kaloustian May 3, 2013, Investigational Hearing Transcript, pp. 254-258; Matthew Bureau January 10, 2014
Deposition Transcript, pp. 83-84; Lawrence Hudson January 13, 2014 Deposition Transcript, pp. 74-75, 89, 183;
Letonya Randolph February 4, 2014 Deposition Transcript, pp. 38-41.

* See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 79; Robert Hyer December
13, 2013 Deposition Transcript, pp. 26-27, 45, 62, 74-75.
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98.  Researchers have found that experienced programmers introduce 1 bug per every 10 lines
of code that they write.*® Therefore, for a program like Windows Server 2003* that has 50
million lines of code, you can expect approximately 5 million software bugs to be introduced
while the software is being developed. While many of the bugs will be detected and fixed during
system testing, not all bugs will be identified before the product is shipped. In addition, code that
was added to fix a problem may also introduce new bugs.
99. Hackers exploit software bugs to gain unauthorized access to computer resources and
data. To limit these exploits, IT practitioners should connect to product notification systems and
immediately apply remediation processes and updates for vulnerabilities that have been
identified. These systems provided freely available notifications from vendors, CERT, OSVDB,
NIST, and others throughout the Relevant Time Period.
100. Based on my review of evidence from the record, | have formed the opinion that through
at least 2010, LabMD did not adequately maintain and update operating systems of computers
and other devices on its network.
a. Record evidence shows that LabMD servers executed software that had
vulnerabilities that had been identified and reported by the security and IT community
several years prior to being detected on LabMD computers.*’ This time delay indicates
that LabMD was neither knowledgeable of nor responsive to security alerts and software

updates for the products that it used.

** See Humphrey, Watts, “A Discipline for Software Engineering,” Addison-Wesley Professional 1995.

% LabMD used Windows Server 2003 on at least some of its servers in May 2010. See, for example, FTC-PVD-
001038 through FTC-PVD-001079 (CX0070).

" See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070).
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b. Record evidence shows that LabMD did not apply software updates in accordance
with the policies it claims were in place during the Relevant Time Period*® and had no
policy for updating the software on hardware devices such as firewalls and routers.

C. Record evidence shows that LabMD’s servers were running the Windows NT 4.0
server in 2006, two years after the product had been retired by Microsoft.** The support
life-cycle for Windows NT 4.0 ended on June 30, 2004, and Microsoft retired public and
technical support and security updates on December 31, 2004. In a Microsoft press
release, Microsoft states “Microsoft is retiring support for these products because the
technology is outdated and can expose customers to security risks. The company
recommends that customers who are still running Windows NT 4.0 begin migrations to
newer, more secure Microsoft operating system products as soon as possible.”

d. Record evidence shoes that the LabMD Labnet server was running a version of
Veritas Backup software that was configured with the default administrative password.
This vulnerability had a Level 5 (Urgent Risk) rating, which means that an attacker can
compromise the entire host. This problem was detected in 2010, and the corresponding
solution was available as early as August 15, 2005. The Veritas software on the Labnet

server also contained a Level 4 (Critical) buffer overflow vulnerability that would allow

an attacker to execute arbitrary code on the remote host.”* This problem was also detected

“8 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035); FTC-LABMD-003141
through FTC-LABMD-003162 (CX0006); FTC-LABMD-003590 through FTC-LABMD-003621 (CX0007).

% See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 271-274.

0 «“0&A: Support for Windows NT Server 4.0 Nears End; Exchange Server 5.5 to Follow in One Year,”
https://www microsoft.com/en-us/news/features/2004/dec04/12-03ntsupport.aspx, last accessed March 17, 2014.

*! Level 4 risks are “Vulnerabilities expose highly sensitive information and provide hackers with remote user
capabilities. Intruders have partial access to file system; for example, full read access without full write access.”
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in 2010, and the corresponding solution was made available by the vendor on July 11,
2007.
e. Record evidence shows that several LabMD servers were running Integrated
Information Services (11S) web servers that used an insecure version of the Secure Socket
Layer protocol (SSL 2.0).>* This vulnerability had a Level 3 (High Risk) rating, which
means that it provided hackers with access to specific information on the host, including
security settings.”® The vulnerability was detected on LabMD servers in 2010. Microsoft
provided instructions on how to disable SSL 2.0 as early as April 23, 2007. Microsoft
released Windows Server 2008 along with I1S 7.0 on February 27, 2008 and
recommended both as upgrades to address the SSL 2.0 flaw. Thus, remediation for the
flaw was available for three years prior to the vulnerability being detected on LabMD’s
network by the ProviDyn scan.

101. LabMD could have maintained and updated operating systems of computers and other

devices on its network at relatively low cost.

G. Prevention and Detection of Unauthorized Access — Complaint 110(g)

102. Complaint Counsel has asked me to provide an opinion as to whether LabMD employed
readily available measures to prevent or detect unauthorized access to Personal Information on
its computer network. My opinion is organized as follows: (1) an explanation of the available

measures and how they could have been deployed to prevent or detect unauthorized access to

%2 See, for example, FTC-PVD-001038 through FTC-PVD-001079 (CX0070). SSL is the protocol that ensures that
data is encrypted for https.

%% Level 3 risks are “High Risk vulnerabilities provide hackers with access to specific information stored on the host,
including security settings. This level vulnerabilities could result in potential misuse of the host by intruders.
Examples of level 3 vulnerabilities include partial disclosure of file contents, access to certain files on the host,
directory browsing, disclosure of filtering rules and security mechanisms, susceptibility to denial of service (DoS)
attacks, and unauthorized use of services (for example, mail relaying).” FTC-PVD-001038 through FTC-PVD-
001079 (CX0070).
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Personal Information; and (2) my opinion, including some examples of key evidence supporting
those opinions.
103.  Since security threats and vulnerabilities are changing constantly, security mechanisms
that prevent an attack can never be exhaustive. Therefore, a defense in depth strategy must
include mechanisms that attempt to prevent the exploitation of vulnerabilities by an attacker and
detect unauthorized access when an attack is successful. The process of detection enables the
organization to identify and patch holes in its security system.
104. There are several proactive, measures that should be employed, as part of a defense in
depth strategy, to prevent the unauthorized sharing of Personal Information with external entities,
including:
a. Employees should be given non-administrative accounts on workstations, thereby
preventing them from installing software. Windows includes the functionality to enforce
this policy in its operating systems package. This is a cost free measure.
b. Backups of Personal Information should be stored on devices that are isolated
from other employee activities. An employee’s workflow may inadvertently expose
sensitive information to malicious software, unauthorized software, unauthorized
individuals, unauthorized changes, etc. Therefore, backups of Personal Information
should not be stored on multi-purpose employee workstations. Enforcing such a policy
could be cost-free, if the organization designated an existing device for storage purposes
only.
C. Windows operating systems provide the functionality to allow users to create

folders that are stored on their individual workstations that can be shared with others.>*

> These folders are different from shared folders on a network server that are centrally managed by IT staff.
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When a folder is shared, it allows others to view the files that are contained within the
folder.

d. While shared folders facilitate document sharing within an organization, there are
many opportunities to mis-configure the sharing settings, which may lead to the
inadvertent sharing of sensitive information with unauthorized parties. Such
misconfigurations may include: giving read/write permissions to unauthorized parties,
including restricted files in the shared folders, not including password protection, etc. In
addition to the risk of misconfigurations, file-sharing applications, like LimeWire, also
present the contents of shared folders to other users of those applications as information
that is available to be downloaded. Therefore, employees should not be permitted to
create shared folders on their workstations. Enforcing a no-shared folders policy requires
no additional software, and can be achieved by configuring folder settings to disallow
sharing and periodic monitoring of those settings.

e. A firewall should be employed at the network gateway to block all unwanted
traffic from entering the network. The gateway firewall could be configured to block
traffic destined to all unauthorized applications, such as file-sharing applications, which
in turn would prevent traffic for those applications from entering the network. This type
of configuring would create a list of acceptable applications and was routinely done by IT
practitioners throughout the Relevant Time Period.

f. In addition, all employee workstations should be configured to use a software
firewall. On August 25, 2004, Microsoft released its Windows Firewall as part of
Windows XP Service Pack 2. This software firewall could be configured to block all

incoming connection requests to a workstation. This would prevent, for example, users of
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105.

file-sharing applications, like LimeWire, from establishing a successful connection with a
workstation and downloading shared files. The Windows Firewall accompanied the
operating system at no cost to the customer.

g. Properly configuring firewalls at the network gateway and on employee
workstations implements a defense in depth strategy for network protection. This
provides protection and the outer network layer and the inner workstation layer to
provide more robust protection against unauthorized attempts to access the network
infrastructure.

h. File Integrity Monitors (FIM) take an initial snapshot of the files that are stored on
a computer and periodically monitor the system to determine whether any changes have
occurred. Any change may indicate malicious activity and raises an alert notification,
indicating further investigation is needed. A FIM can be used to determine the presence
of unauthorized software on a system. There are both free and commercially available
FIM products. Stealth>> and OSSEC are examples of free products, and Tripwire is an
example of a commercial product. These are the types of mechanisms that IT
practitioners used regularly throughout the Relevant Time Period.

Based on my review of evidence from the record, | have formed the opinion that LabMD

did not employ readily available measures to prevent or detect unauthorized access to Personal

Information on its computer network.

a. Record evidence shows that LabMD actively stored backups of highly sensitive

Personal Information on the Billing Manager’s workstation.”® At least one document

% «Center for Information Technology, University of Groningen -- SSH-based Trust Enforcement Acquired through
a Locally Trusted Host,” http://stealth.sourceforge net/, accessed on March 17, 2014.

% See FTC-LABMD-003141 through FTC-LABMD-003162 (CX0006).

44

CXO0740 page 46

Exhibit 2



containing [a backup of] Personal Information was stored in a shared folder on the Billing
Manager’s workstation, which made it accessible to the unauthorized file-sharing
application that had been previously installed on that computer.
b. As discussed in Paragraph 61, above, record evidence shows that LabMD did not
detect and remove the file-sharing application, LimeWire, until 2008, two to three years
after it had been installed.>” Had LabMD used FIM products to periodically monitor the
Billing Manager workstation during this two to three year period, it might have detected
the LimeWire application by, for example, detecting its installation or detecting music
files downloaded through LimeWire. FIM therefore would have strengthened a defense in
depth approach.
C. Record evidence shows that LabMD had several firewalls, including the firewall
that was part of its gateway router and internal firewalls, but these firewalls were not
configured to prevent unauthorized traffic from entering the network.>®

106. LabMD could have employed readily available measures to prevent or detect

unauthorized access to Personal Information on its computer network at relatively low cost.

*" See, for example, July 16, 2010 Letter from P. Ellis to A. Sheer (FTC-LABMD-002495 through FTC-LABMD-
002503).

%8 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 98-103.
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March 1993 MS Computer Science
June 1991 BS Computer Science with Honors

Harvard University, Cambridge, MA, Visiting Scholar, School of
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Professional Harvard University, Cambridge, MA, Research Assistant 09/1998 —
Experience 09/2002

IBM Research , Hawthorne, NY, Intern, Summer 1999

Digital Equipment Corporation, Cambridge, MA, Intern, Summer
1997

Nortel Networks , RTP, NC, Member of Scientific Staff, 08/1993 —
08/1996
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Grants IBM Corporation, Equipment Grant - Cryptographic Co-
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Role: Pl Source of Support: NSF
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Role: PI
Publications R. Hill, M. Hansen, E. Janssen, S.A. Sanders, J. R. Heiman, L. Xiong,

Evaluating Utility: Towards an Understanding of Sharing Differentially
Private Behavioral Science Data, (Under Review).

Raquel Hill, Michael Hansen, Veer Singh, “Quantifying and Classifying
Covert Channels on Android”, Journal of Mobile Networks and
Applications,  Springer US. DOI. 10.1007/s11036-013-0482-7,
(November 2013).
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Publications D. Hassan, R. Hill, “A Language-based Security Approach for Securing
Map-Reduce Computations in the Cloud”, To appear in the Proceedings
of the 6" IEEE/ACM International Conference on Utility and Cloud
Computing, December 9-12, 2013, Dresden, Germany.

R. Hill, M. Hansen, E. Janssen, S.A. Sanders, J.R. Heiman, L. Xiong,
“An Empirical Analysis of a Differentially Private Social Science
Dataset” In the Proceedings of PETools: Workshop on Privacy
Enhancing Tools, Held in Conjunction with the Privacy Enhancing
Tools Symposium, July 9, 2013, Bloomington, IN.

M. Hansen, R. Hill, S. Wimberly, Detecting Covert Communications on
Android. In the Proceedings of the 37" IEEE Conference on Local
Computer Networks (LCN 2012), October 22-25, 2012, Clearwater,
Florida.

A. C. Solomon, R. Hill, E. Janssen, S. Sanders, J. Heiman, Unigqueness
and How it Impacts Privacy in Health-Related Social Science Datasets,
In the Proceedings of the ACM International Health Informatics
Symposium (IHI 2012), January 28-30, 2012, Miami Florida.

J. Harris, R. Hill, Static Trust: A Practical Framework for Trusted
Networked Devices, In the Proceedings of 44™ Hawaii International
Conference on System Sciences, Information Security and Cyber Crime
Track, (Kauai, HI, 2011), 10 pages, CDROM, IEEE Computer Society.

Al-Muhtadi, Raquel Hill and Sumayah AlRwais "Access Control using
Threshold Cryptography for Ubiquitous Computing Environments".
Journal of King Saud University Computer and Information Sciences,
No. 2, Vol. 23, (July 2011).

R. Hill, J. Al-Muhtadi, W. Byrd, An Access Control Architecture for
Distributing Trust in Pervasive Computing Environments, at the 6"
IEEE/IFIP Symposium on Trusted Computing and Communications
(TrustCom), In the Proceedings of 8" IEEE/IFIP Conference on
Embedded and Ubiquitous Computing, (Hong Kong, China, 2010), 695-
702.

J. Harris, R. Hill, Building a Trusted Image for Embedded
Communications Systems, In the Proceedings of 6th Annual Cyber
Security and Information Intelligence Workshop, (Oakridge, TN, 2010),
ACM, NY, 65:4.

L. Wang, R. Hill, Trust Model for Open Resource Control Architecture,
at 3" IEEE International Symposium on Trust, Security and Privacy for
Emerging Applications, In the Proceedings of 10" IEEE International
Conference on Computer and Information Technology, (Bradford, UK,
2010) 817-823.

CX0740 page 52
Exhibit 2



Raquel L. Hill

Publications Gilbert, J.E., MacDonald, J., Hill, R., Sanders, D., Mkpong-Ruffin, I.,
Cross, E.V., Rouse, K., McClendon, J., & Rogers, G. (2009) Prime III:
Defense-in-Depth Approach to Electronic Voting. In the Journal of
Information Security and Privacy, 2009

J. Al-Muhtadi, R. Hill, R. Campbell, D. Mickunas, Context and
Location-Aware Encryption for Pervasive Computing Environments, In
Proceedings of the 4™ IEEE Conference on Security in Pervasive
Computing and Communications Workshops, (Pisa, Italy, 2006), 283-
289.

R. Hill, S. Myagmar, R. Campbell, Threat Analysis of GNU Software
Radio, In the Proceedings of the 6™ World Wireless Congress, (San
Francisco, CA, 2005).

A. Lee, J. Boyer, C. Drexelius, P. Naldurg, R. Hill, R. Campbell,
Supporting Dynamically Changing Authorizations in Pervasive
Communication Systems, In the Proceedings of the 2™ International
Conference on Security in Pervasive Computing, (Boppard, Germany,
2005), 134-150.

R. Hill, G. Sampemane, A. Ranganathan, R. Campbell, Towards a
Framework for Automatically Satisfying Security Requirements, In the
Proceedings of Workshop on Specification and Automated Processing
of Security Requirements in conjunction with the 19" IEEE International
Conference on Automated Software Engineering, (Linz Austria, 2004),
179-191.

R. Hill, J. Al-Muhtadi, R. Campbell, A. Kapadia, P. Naldurg, A.
Ranganathan, A Middleware Architecture for Securing Ubiquitous
Computing Cyber Infrastructures, 5th ACM/IFIP/USENIX International
Middleware Conference, October 2004, in IEEE Distributed Systems
Online, 5,9 (September 2004), 1-.

R. Hill, H.T. Kung, A Diff-Serv enhanced Admission Control Scheme,
In Proceedings IEEE Global Telecommunications Conference, (San
Antonio, TX, 2001), 2549-2555.

Refereed Abstracts A. C. Solomon, R. Hill, E. Janssen, S. Sanders, Privacy and De-
Identification in High Dimensional Social Science Data Sets, in the
Proceedings of the 32" Annual IEEE Symposium on Security and
Privacy , Oakland, California, May 22-25, 2011.

R. Hill, J. Camp, Communicating Risk within the GENI Infrastructure,
Workshop on GENI and Security, University California, Davis, January
22-23, 20009.

R. Hill, J. Wang, K. Nahrstedt, Towards a Framework for Quantifying
Non-Functional Requirements, Grace Hopper Celebration of Women in
Computing, October 2004.
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Refereed Abstracts J. Al-Muhtadi, R. Hill, R. Campbell, A Privacy Preserving Overlay for
Active Spaces, Ubicomp Privacy Workshop in conjunction with the Sixth
International Conference on Ubiquitous Computing, Nottingham,
England, September 2004.

R. Hill, A.C. Solomon, E. Janssen, S. Sanders, J. Heiman, Privacy and

Posters Uniqueness in High Dimensional Social Science and Sex Research
Datasets, Presented at the 37" Annual Meeting of the International
Academy of Sex Research, August 10-13, 2011, Los Angeles,
California.

C. Boston, R. Hill, L. Moore, The Feasibility of Designing a Secure
System to Prevent Surgical Errors Using RFID Technology, in the
Proceedings of the CAARMS 15, Houston, Texas, June 23-26, 2009.

S. Camara, R. Hill, L. Moore, Understanding How RFID Technology
Impacts Patient Privacy, in the Proceedings of the CAARMS 15,
Houston, Texas, June 23-26, 2009.

R. Johnson, R. Hill, L. Moore, Evaluating and Mitigating the Security
Vulnerabilities of RFID Technology, in the Proceedings of the CAARMS
15, Houston, Texas, June 23-26, 2009.

R. Hill, J. Wang, K. Nahrstedt, Quantifying Non-Functional
Requirements: A Process Oriented Approach, in the Proceedings of the
12th IEEE International Requirements Engineering Conference, Kyoto,
Japan, September 2004.

) R. Hill, J. Al-Muhtadi, Building a Trusted Location Service for
Technical Reports Pervasive Computing Environments, Technical Report, TR646,
Computer Science, Indiana University, 2007.

) ) R. Hill, Sticky QoS: A Scalable Framework for Resource Reservations,
Dissertation Doctoral Dissertation in Computer Science, Harvard University Division
of Engineering and Applied Sciences, November 2002.

Symposiums “Protecting Privacy in Sex Research: Challenges and solutions offered
by new technologies and recommendations for the collection, protection
and the sharing of multi-dimensional data”, Speakers: Raquel Hill,
School of Informatics and Computing, Indiana University, Ulf-Dietrich
Reips, iScience, University of Deusto, Bilbao, Spain, Stephanie Sanders,
Gender Studies, Indiana University, The 38™ Annual Meeting of the
International Academy of Sex Research, July 8-12, 2012, Lisbon,
Portugal

Invited Talks “Understanding the Risk of Re-Identification in Behavioral Science
Data”, Technology in Government Topics in Privacy Seminar, Data
Privacy Lab, Harvard University, Cambridge, MA, November 4, 2013.
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Invited Talks

“Evaluating the Utility of a Differentially Private Behavioral Science
Dataset”, Center for Research on Computation and Society (CRCS),
Harvard University, Cambridge, MA, October 2, 2013.

“Balancing the Interests in Developing and Sharing Behavioral Science
Data”, Workshop on Integrating Approaches to Privacy Across the
Research Lifecycle, Harvard University, Cambridge, MA, September
24-25, 2013.

“Kinsey Goes Digital”, Kinsey Institute’s Board of Trustees Meeting,
Indiana University, Bloomington, IN, May 20, 2011.

"Integrity-Based Trust for Networked Communications Systems",
Center for Applied Cyber-security Research, Indiana University,
Bloomington, IN, December 2, 2010.

"From Kinsey to Anonymization: Approaches to Preserving the Privacy
of Survey Participants”, Department of Mathematics and Computer
Science, Emory University, Atlanta, GA, November 19, 2010; Indiana
University, Bloomington, IN, November 12,2010.

“PlugNPlay Trust for Embedded Communications Systems”, Purdue
University, CERIAS, October 14, 2009; The Symposium on Computing
at Minority Institutions, April 8-10, 2010, Jackson State University,
Jackson MS.

“Characterizing Trustworthy Behavior of Email Servers”, CAARMS
2009, Rice University, June 23-26, 2009; The Symposium on
Computing at Minority Institutions, April 8-10, 2010, Jackson State
University, Jackson MS.

“Hardware Enabled Access Control for Electronic Voting Systems”,
Rose Hulman, January 6, 2009; Jackson State University, February 26,
2009

“Hardware-enabled Access Control for the Prime Il Voting System”,
Auburn University, June 16, 2008

“Understanding the Behaviors of Malicious Users of Pervasive
Computing Environments”, ARO/FSTC Workshop on Insider Attacks
and Cyber Security, June 11-12, 2007, Arlington, Virginia.

“Trusting Your Security”, Second Annual Network Security Workshop,
Lehigh University, May 15-16, 2006

“Establishing a Trusted Computing Base for Software Defined Radio”,
Information Security Institute, Johns Hopkins University, February
2005, Baltimore, Maryland.
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Invited Talks “Towards a Framework for Automatically Satisfying Security
Requirements”, Department of Computer Science, Queens University,
October 2004, Kingston, Ontario, Canada.

“Overlay QoS”, Department of Computer Science, Auburn University,
February 2004, Auburn, Alabama.

“Distributed Admissions Control for Sticky QoS”, Ninth Annual
Conference for African-American Researchers in the Mathematical
Sciences, June 2003, West LaFayette, Indiana.

“Distributed Admissions Control for Sticky QoS”. Sixth Informs
Telecommunications Conference, March, 2002, Boca Raton, Florida.
Former Congressman Lee Hamilton, Professor Fred Cate, and Professor
Raquel Hill, “Security and Privacy in a Cyberwar World: A conversation
about Edward Snowden, the NSA and the outlook for reform”, Indiana
Statewide IT Conference, Indiana University, Bloomington, IN October,
29, 2013

Panels R. Hill, “Building Trusting Systems: Trusting Your Security”, Workshop
on Useable Security, co-located with 11" Conference on Financial
Cryptography and Data Security, February 2007, Lowlands,
Scarborough, Trinidad/Tobago.

R. Hill, R. Campbell, “Understanding, Managing and Securing
Ubiquitous Computing Environments”, Grace Hopper Celebration of
Women in Computing, October 2004, Chicago, lllinais.

C. Lester, R. Hill, M. Spencer, “Making Waves: Navigating the
Transition from Graduate Student to Faculty Member”, Grace Hopper:
Celebration of Women in Computing, San Diego, California, Oct. 4-6,

2006.
Teachin
: University Course Semesters Taught
Indiana 1230 Analytical Spring 20086, Fall
University Foundations of Security 2007-2011
CSCI P438 Introduction to | Fall 2009,2010,2012
Computer Networks
CSCI H343 Data Structures | Fall 2011,2012
(Honors
CSCI B649 Trusted Spring 2006-2011
Computing
CSCI B649 Data Protection | Spring 2013
Georgia ECE 2030 Introductionto | Spring 2003,
Institute of Computer Engineering Summer 2003
Technology
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Raquel L. Hill

Professional Member of Technical Program Committee
Activities e |EEE International Conference on Information Technology
(ITCC) 2005, Pervasive Computing Track

e |EEE International Conference on Communications 2006:
Network Security and Information Assurance Symposium

e Indiana Women in Computing Conference February 2006

e Workshop on Security, Privacy and Trust for Pervasive
Computing Applications, September 2006, 2007, 2008, 2009,
2010

e Middleware Support for Pervasive Computing Workshop
(PERWARE) at the 4" Conference on Pervasive Computing and
Communications, March 2007, 2008, 2009

e |EEE International Conference on Computer Communications
and Networks, (ICCCN'06), Network Security and
Dependability Track, October 2006; (ICCCN’07), Pervasive
Computing and Mobile Networking Track, August 2007.

e IFIP Sixth International Conference on Networking (Networking
2007, 2008),

e Fourth International Conference on Testbeds and Research
Infrastructures for the Development of Networks and
Communities, March 17-20, 2008 (Tridentcom 2008)

e First International ICST Conference on Mobile Wireless
Middleware, Operating Systems and Applications, February 13-
15, 2008, (Mobileware 2008, 2009,2010

Member of Review Panel
e National Science Foundation
e Department of Energy
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Appendix B
Materials Considered or Relied Upon

IH Transcripts and Exhibits Bates Range

13.02.05 Boyle, John - Transcript FTC-000001-FTC-000115
13.02.05 Boyle, John - Exhibits FTC-000116-FTC-000376
13.02.06 Daugherty, Michael - Transcript FTC-000377-FTC-000416
13.02.06 Daugherty, Michael - Exhibit #8 FTC-000225-FTC-000246
13.02.06 Daugherty, Michael - Exhibit #14 FTC-000283-FTC-000304
13.02.06 Daugherty, Michael - Exhibit #23 FTC-000417-FTC-000423
13.05.02 Simmons, Alison - Transcript FTC-000424-FTC-000493
13.05.02 Simmons, Alison - Exhibits FTC-000494-FTC-000512
13.05.03 Kaloustian, Curt - Transcript FTC-000513-FTC-000638
13.05.03 Kaloustian, Curt - Exhibits FTC-000639-FTC-000656

Deposition Transcripts and Exhibits

14.01.09 Maire, Chris

14.01.10 Bureau, Matt

14.01.11 Brown, Sandra

14.01.13 Hudson, Lawrence

14.01.17 Maxey, Jerry Southeast Urology Network Rule 3.33
14.01.24 Howard, Patrick

14.04.28 Boyle, John

14.02.04 Randolph, Letonya Midtown Urology Rule 3.33
14.02.05 Simmons, Alison

14.02.06 Martin, Jeff

14.02.07 Gilbreth, Patricia

14.02.14 Bradley, Brandon

14.02.17 Carmichael, Lou

14.03.04 Daugherty, Michael LabMD Rule 3.33
14.02.10 Daugherty, Michael

14.01.25 Garrett, Karalyn

14.02.21 Harris, Nicotra

14.02.11 Parr, Jennifer

14.01.31 Sandrev, Peter Cypress Communication Rule 3.33
14.02.27 Truett, Allen

13.12.02 Dooley, Jeremy

13.11.21 Boback, Robert Tiversa Rule 3.33

13.12.13 Hyer, Robert

Correspondence Bates Range

10.02.24 Ellis Letter FTC-LABMD-002506-FTC-LABMD-002520

10.06.04 Ellis Letter FTC-LABMD-002523-FTC-LABMD-002524

10.07.16 Ellis Letter FTC-LABMD-002495-FTC-LABMD-002503

10.07.16 Ellis Exhibits FTC-LABMD-002505-FTC-LABMD-003131
1
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10.08.30 Ellis Letter

10.08.30 Ellis Exhibits

11.05.16 Rosenfeld Letter

11.05.16 Rosenfeld Exhibits

11.05.31 Rosenfeld Letter

11.05.31 Rosenfeld Exhibits

11.07.22 Rosenfeld Email

11.07.22 Rosenfeld Email

11.07.22 Rosenfeld Email-Screenshots
11.12.21 CID to Daugherty and Responses
13.01.17 CID to Daugherty and Responses
11.12.21 CID to LabMD and Responses
13.01.17 CID to LabMD and Reponses

FTC-LABMD-003132-FTC-LABMD-003137
FTC-LABMD-003138-FTC-LABMD-003270
FTC-LABMD-003445-FTC-LABMD-003452
FTC-LABMD-003453-FTC-LABMD-003628
FTC-LABMD-003629-FTC-LABMD-003634
FTC-LABMD-003635-FTC-LABMD-003748
FTC-LABMD-003749-FTC-LABMD-003750
FTC-LABMD-003756-FTC-LABMD-003756
FTC-LABMD-003757-FTC-LABMD-003761
FTC-000417-FTC-000423

NA

FTC-000116-FTC-000127

NA

Documents Produced by LabMD

FTC-LABMD-000001-FTC-LABMD-000304
FTC-LABMD-000306-FTC-LABMD-000385
FTC-LABMD-000388-FTC-LABMD-000603
FTC-LABMD-000605-FTC-LABMD-000634
FTC-LABMD-000636-FTC-LABMD-000646
FTC-LABMD-000648-FTC-LABMD-000776
FTC-LABMD-003139-FTC-LABMD-003444
FTC-LABMD-003453-FTC-LABMD-003628
FTC-LABMD-003635-FTC-LABMD-003748
FTC-LABMD-003752-FTC-LABMD-003761
FTC-LABMD-003763-FTC-LABMD-004358
FTC-LABMD-004514-FTC-LABMD-004536
FTC-LABMD-004576-FTC-LABMD-004677
FTC-LABMD-004782-FTC-LABMD-004851
FTC-LABMD-004882-FTC-LABMD-004891
FTC-LABMD-004897-FTC-LABMD-004906
FTC-LABMD-004922-FTC-LABMD-004950
FTC-LABMD-004975-FTC-LABMD-005129
FTC-LABMD-005160-FTC-LABMD-005221
FTC-LABMD-005250-FTC-LABMD-005310
FTC-LABMD-005644-FTC-LABMD-005651
FTC-LABMD-005686-FTC-LABMD-006637
FTC-LABMD-006820-FTC-LABMD-006823
FTC-LABMD-006828-FTC-LABMD-006835
FTC-LABMD-007128-FTC-LABMD-007132
FTC-LABMD-007212-FTC-LABMD-007342
FTC-LABMD-007463-FTC-LABMD-007507
FTC-LABMD-007619-FTC-LABMD-007627
FTC-LABMD-007636-FTC-LABMD-007659
FTC-LABMD-007990-FTC-LABMD-007994
FTC-LABMD-008022-FTC-LABMD-008036
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FTC-LABMD-008108-FTC-LABMD-008124
FTC-LABMD-008780-FTC-LABMD-008783
FTC-LABMD-009955-FTC-LABMD-009958
FTC-LABMD-009960-FTC-LABMD-010060
FTC-LABMD-010513-FTC-LABMD-010615
FTC-LABMD-010654-FTC-LABMD-010660
FTC-LABMD-011103-FTC-LABMD-011106
FTC-LABMD-011116-FTC-LABMD-011120
FTC-LABMD-011855-FTC-LABMD-011858
FTC-LABMD-012751-FTC-LABMD-012755
FTC-LABMD-013286-FTC-LABMD-013289
FTC-LABMD-013304-FTC-LABMD-013308
FTC-LABMD-013441-FTC-LABMD-013448
FTC-LABMD-014422-FTC-LABMD-014483
FTC-LABMD-014512-FTC-LABMD-014521
FTC-LABMD-014533-FTC-LABMD-014607
FTC-LABMD-014613-FTC-LABMD-014620
FTC-LABMD-014625-FTC-LABMD-014680
FTC-LABMD-014689-FTC-LABMD-014692
FTC-LABMD-014699-FTC-LABMD-014869
FTC-LABMD-014896-FTC-LABMD-014952
FTC-LABMD-014957-FTC-LABMD-015016
FTC-LABMD-015020-FTC-LABMD-015218
FTC-LABMD-015242-FTC-LABMD-015245
FTC-LABMD-015414-FTC-LABMD-015430
FTC-LABMD-015457-FTC-LABMD-015477
FTC-LABMD-015491-FTC-LABMD-015525
FTC-LABMD-015542-FTC-LABMD-015962
FTC-LABMD-015994-FTC-LABMD-016063
FTC-LABMD-016135-FTC-LABMD-016141
FTC-LABMD-016148-FTC-LABMD-016179

Documents Produced by Tiversa
TIVERSA-FTC RESPONSE-000001-006904

Documents Produced by Sacramento Police Department
FTC-SAC-000001-FTC-LABMD-000044

Documents Produced by the Privacy Institute
FTC-PRI-000001-FTC-PRI-001719

Documents Produced by Cypress Communication, LLC
FTC-CYP-000001-FTC-CYP-000001
FTC-CYP-0001656-FTC-CYP-0001725
FTC-CYP-0001729-FTC-CYP-0001733
FTC-CYP-0001735-FTC-CYP-0001757
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FTC-CYP-0001759-FTC-CYP-0001763
FTC-CYP-0001765-FTC-CYP-0001772
FTC-CYP-0001784-FTC-CYP-0001811
FTC-CYP-0001881-FTC-CYP-0001896
FTC-CYP-0001898-FTC-CYP-0001899
FTC-CYP-0001954-FTC-CYP-0001968
FTC-CYP-0001973-FTC-CYP-0001976
FTC-CYP-0001983-FTC-CYP-0001984
FTC-CYP-0002008-FTC-CYP-0002009
FTC-CYP-0002109-FTC-CYP-0002109

Documents Produced by ProviDyn, Inc.
FTC-PVD-000001-FTC-PVD-001582

Documents Produced by TrendMicro
FTC-TRM-000001-FTC-TRM-000455

Web Content Considered or Relied Upon

e The Center for Information Security Awareness, http://www.cfisa.org/, last accessed
March 18, 2014.

o Center for Information Technology, University of Groningen -- SSH-based Trust
Enforcement Acquired through a Locally Trusted Host, http://stealth.sourceforge.net/,
last accessed March 16, 2014.

e The Computer Emergency Response Team (CERT), https://www.cert.org/, last accessed
March 18, 2014.

e The Computer Emergency Response Team (CERT) -- Anonymous FTP Activity (1997),
http://www.cert.org/historical/advisories/ CA-1993-10.cfm, last accessed March 18, 2014.

e Cisco -- Cisco 1841 Integrated Services Router,
http://www.cisco.com/c/en/us/products/routers/1841-integrated-services-router-
isr/index.html, last accessed March 16, 2014.

e Common Vulnerabilities and Exposures — The Standard for Information Security
Vulnerability Names, http://cve.mitre.org/cgi-bin/cvename.cgi?name=1999-0527, last
accessed March 16, 2014.

e Federal Communications Commission -- Cybersecurity for Small Businesses,
http://www.fcc.gov/cyberforsmallbiz, last accessed March 16, 2014.

e Microsoft Forum -- Disable SSL v2 in 11S6?, http://forums.iis.net/t/1131343.aspx, last
accessed March 16, 2014.

e Microsoft News Center -- Microsoft Windows Server 2003 Is Available Worldwide
Today (April 24, 2003), http://www.microsoft.com/en-us/news/press/2003/apr03/04-
24windowsserver2003launchpr.aspx, last accessed March 16, 2014.

e Microsoft Security TechCenter — Microsoft Security Bulletin MS05-019 — Critical,
http://technet.microsoft.com/en-us/security/bulletin/ms05-019, last accessed March 16,
2014.

e Microsoft Security TechCenter — Security Guidance for IS,
http://technet.microsoft.com/en-us/library/dd450371.aspx, last accessed March 16, 2014.

4
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Microsoft Security TechCenter — Microsoft Security Advisory (2661254),
http://technet.microsoft.com/en-us/security/advisory/2661254, last accessed March 16,
2014.

Microsoft Security TechCenter — Microsoft Security Bulletin MS05-019 — Critical,
http://technet.microsoft.com/en-us/security/bulletin/ms05-019, last accessed March 16,
2014.

Microsoft Support — How to disable simple file sharing and how to set permissions on a
shared folder in Windows XP, http://support.microsoft.com/kb/307874, last accessed
March 16, 2014.

Microsoft Support, http://support.microsoft.com/?id=187498, last accessed March 16,
2014.

Microsoft Support — How to install and use the 11S Lockdown Wizard,
http://support.microsoft.com/kb/325864, last accessed March 16, 2014.

Microsoft Support — Microsoft Security Advisory: Update for minimum certificate key
length, http://support.microsoft.com/kb/2661254, last accessed March 16, 2014.
Microsoft Support, http://support.microsoft.com/kb/2661254, last accessed March 16,
2014.

Multi-State Information Sharing & Analysis Center — Cyber Security Awareness Free
Training and Webcasts, http://msisac.cisecurity.org/resources/videos/free-training.cfm,
last accessed March 18, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-2005-2611, last accessed March
16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2005-

0048&search type=all&cves=on, last accessed March 16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-2007-3509, last accessed March
16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2002-

1717&search type=all&cves=on, last accessed March 16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-1999-0651, last accessed March
16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-1999-0527, last accessed March
16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/search-results?query=cve-2005-

0048&search type=all&cves=on, last accessed March 16, 2014.

National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-2007-5969, last accessed March
16, 2014.
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National Vulnerability Database — National Cyber Awareness System,
http://web.nvd.nist.gov/view/vuln/detail?vulnld=CVE-2003-1491, Last accessed March
16, 2014.

Nmap.org — www.nmap.org, last accessed March 18, 2014.

Open Source SECurity, http://www.ossec.net/, last accessed March 16, 2014.

Open Source Vulnerability DataBase, http://osvdb.org/76, last accessed March 16, 2014.
Open Source Vulnerability DataBase, http://osvdb.org/show/osvdb/193, last accessed
March 16, 2014.

Symantec - Symantec Backup Exec for Windows Server: PRC Interface Heap Overflow,
Denial of Service,
http://securityresponse.symantec.com/avcenter/security/Content/2007.07.11a.html, last
accessed March 17, 2014.

Symantec — VERITAS Backup Exec for Windows Servers, VERITAS Backup Exec for
NetWare Servers, and NetBackup for NetWare Media Server Option Remote Agent
Authentication Vulnerability,
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b.html, last
accessed March 17, 2014.

The SysAdmin Audit Network Security Institute (SANS) — Information Security
Resources, http://www.sans.org/security-resources/, last accessed March 18, 2014.
TrendMicro — Threat Encyclopedia, http://about-
threats.trendmicro.com/us/archive/grayware/crck_vista.b, last accessed March 16, 2014.
TrendMicro — Threat Encyclopedia, http://about-
threats.trendmicro.com/Malware.aspx?id=35451&name=CRCK KEYGEN&language=a
u, last accessed March 16, 2014.

TrendMicro — Threat Encyclopedia, http://about-
threats.trendmicro.com/us/archive/grayware/CRCK KEYGEN.AU, last accessed March
16, 2014.

U.S. Department of Health and Human Services — Health Information Privacy: The
Security Rule, http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/, last
Accessed March 18, 2014.

Articles & Publications

Espenschied, Jon, “Five free pen-testing tools” (May 27, 2008),
http://www.computerworld.com/s/article/9087439/Five free pen testing tools, last
accessed March 16, 2014.

Federal Reqister, Department of Health and Human Services, “Health Insurance Reform:
Security Standards” (February 20, 2003),
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf,
last accessed March 16, 2014.

Halamka, John D., Szolovits, Peter, Rind, David, Safran, Charles, “A WWW
Implementation of National Recommendations for Protecting Electronic Health
Information” Journal of the American Medical Informatics, (Nov-Dec 1997),
http://www.ncbhi.nlm.nih.gov/pmc/articles/PMC61263/, last accessed March 16, 2014.
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Books

Houston, Peter, “Q&A: Support for Windows NT Server 4.0 Nears End; Exchange
Server 5.5 to Follow in One Year,” https://www.microsoft.com/en-
us/news/features/2004/dec04/12-03ntsupport.aspx, last accessed March 17, 2014.

Kelly, Allen, “Proper Management of SSL Certificates: Why it is Critical to Your
Organization - Part 11" (September 8, 2011),
http://www.symantec.com/connect/blogs/proper-management-ssl-certificates-why-it-
critical-your-organization-part-ii, last accessed March 16, 2014.

Kissel, Richard, “Small Business Information Security: The Fundamentals” (October
2009), http://csrc.nist.gov/publications/nistir/ir7621/nistir-7621.pdf, last accessed March
16, 2014.

NIST Special Publication 800-30 Revision 1, “Guide for Conducting Risk Assessments”
(September 18, 2012), http://csrc.nist.gov/publications/drafts/800-30-rev1/SP800-30-
Rev1-ipd.pdf, last accessed March 18, 2014.

PCI Security Standards Council “PCI Technical and Operational Requirements for
Approved Scanning Vendors, Version 1.1 (September 2006),
https://www.pcisecuritystandards.org/pdfs/pci_scanning procedures vi1-1.pdf, last
accessed March 18, 2014.

SANS Institute InfoSec Reading Room, “Understanding 11S Vulnerabilities - Fix Them!”
(2001), http://www.sans.org/reading-room/whitepapers/webservers/understanding-iis-
vulnerabilities-fix-them-296, last accessed March 16, 2014.

SANS Institute InfoSec Reading Room, “Cryptanalysis of RSA: A Survey” (2003),
http://www.sans.org/reading-room/whitepapers/webservers/understanding-iis-
vulnerabilities-fix-them-296, last accessed March 16, 2014.

SANS Institute InfoSec Reading Room, “The Many Facets of an Information Security
Program” (2003), https://www.sans.org/reading-room/whitepapers/awareness/facets-
information-security-program-1343, last accessed March 18, 2014.

Stoneburner, Gary, Goguen, Alice, Feringa, Alexis, “NIST Risk Management Guide for
Information Technology Systems” NIST (July 2002),
http://csrc.nist.gov/publications/nistpubs/800-30/sp800-30.pdf, last accessed March 18,
2014,

U.S. Department of Health and Human Services, HIPAA Security Series, “6 Basics of
Security Risk Analysis and Risk Management” (March 2007),
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/riskassessment.pdf, last
accessed March 18, 2014.

Wagner, David, Schneier, Bruce, “Analysis of the SSL 3.0 protocol,”
https://www.schneier.com/paper-ssl.pdf, last accessed March 16, 2014.

Woody, Carol, Clinton, Larry, Internet Security Alliance, “Common Sense Guide to
Cyber Security for Small Businesses” (March 2004),
http://isalliance.org/publications/3C.%20Common%20Sense%20Guide%20for%20Small
%20Businesses%20-%201SA%202004.pdf, last accessed March 18, 2014.

Humphrey, Watts, “A Discipline for Software Engineering,” Addison-Wesley
Professional (1995).
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e National Research Council, “For the Record: Protecting Electronic Health Information”
Washington, DC: The National Academies Press (1997),
http://www.nap.edu/openbook.php?record id=5595&page=R1, last accessed March 16,
2014.

FTC Provided Documents

13.08.28 Complaint

14.02.19 Complaint Counsel’s Requests for Admission to Respondent LabMD

14.02.20 Revised Answer to Complaint Counsel’s Interrogatory 1 and 2

14.03.03 Respondent’s Objections and Responses to Complaint Counsel’s Requests for

Admission

e 14.03.10 Order Granting In Part and Denying In Part Complaint Counsel’s Motion for
Discovery Sanctions

e 14.03.14 Order on Complaint Counsel’s Motion for Discovery Responses

e 14.03.17 Respondent’s Supplemental Response to Complaint Counsel’s First Set of

Interrogatories

Miscellaneous

o Federal Register, Department of Health and Human Services, “Standards for Privacy of
Individually Identifiable Health Information” (October 15, 2002),
http://www.hhs.qgov/ocr/privacy/hipaa/administrative/privacyrule/privruletxt.txt, last
accessed March 18, 2014.

o Federal Register, Department of Health and Human Services, “Health Insurance Reform:
Security Standards” (February 20, 2003),
http://www.hhs.gov/ocr/privacy/hipaa/administrative/securityrule/securityrulepdf.pdf,
last accessed March 16, 2014.
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UNITED STATES OF AMERICA
BEFORE THE FEDERAL TRADE COMMISSION
OFFICE OF THE ADMINISTRATIVE LAW JUDGES

)
In the Matter of )
)

LabMD, Inc., ) Docket No. 9357
a corporation, )
Respondent. )
)

REBUTTAL EXPERT REPORT OF RAQUEL HILL, PH.D.

l. Introduction

1. I am Dr. Raquel Hill, a tenured professor of Computer Science at Indiana University. |
have over 25 years of combined academic, research, and industrial experience in computing,
with expertise in computer security, data privacy, and networking systems. | submitted an Expert
Report on behalf of Complaint Counsel in this matter on March 18, 2014 (Initial Expert Report).*
2. I have been asked by Complaint Counsel to evaluate and comment on the Expert Report
of Adam Fisk submitted on behalf of LabMD in this matter (Fisk Report), specifically Mr. Fisk’s
rebuttal to my Initial Expert Report and his opinions regarding LabMD’s network security
practices.

3. I discussed my experience and qualifications as an expert in Section 11 of my Initial
Expert Report and attached a copy of my curriculum vitae as Appendix A to my Initial Expert

Report. In reaching my conclusions, | considered the Fisk Report and some of the materials cited

! See Expert Report of Raquel Hill, Ph.D., In the Matter of LabMD, Inc., Docket No. 9357, dated March 18, 2014
(CX0740) (Initial Expert Report).
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therein, materials listed in Appendix B to my Initial Expert Report, and the materials listed in
Appendix A to this report.?

4. Based upon my review of these materials and my experience described in Section Il of
my Initial Expert Report, | conclude that Mr. Fisk’s opinion that “LabMD’s security was

reasonable and adequate™

to protect the Personal Information® maintained on its network during
the Relevant Time Period® is unreliable and fundamentally flawed because:
a. As | explain in Section |1, below, Mr. Fisk’s analysis of the adequacy of LabMD’s
security practices fails to address the goals, policies, and mechanisms of a comprehensive
information security program that implements a defense in depth strategy; and
b. As | explain in Sections I11 and IV, below, Mr. Fisk’s analysis of the adequacy of
LabMD’s security practices is not supported by the record evidence.
5. Nothing in the Fisk Report changes my conclusion that LabMD failed to provide

reasonable and appropriate security for Personal Information within its computer network.® or

the opinions that | provided in my Initial Expert Report in support of that conclusion.

2| reserve the right to revise or supplement my opinions based upon information learned during depositions
conducted after the submission of this report, or any other new information relevant to this litigation that comes to
my attention after the submission of this report.

® Fisk Report, p. 34.

* “Personal Information” has the same meaning in this report as in my Initial Expert Report. See Initial Expert
Report, {2, n.1 (citing Complaint Counsel’s February 19, 2014 Requests for Admission to LabMD, p. 2).

® As | explained in Paragraphs 4 and 48 of my Initial Expert Report, the Relevant Time Period is January 2005
through July 2010.

® See Initial Expert Report, | 4.
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1. Mr. Fisk’s Analysis of the Adequacy of LabMD’s Security Practices is Unreliable

6. Mr. Fisk’s analysis of the adequacy of LabMD’s security practices during the Relevant
Time Period is unreliable because he fails to address the goals, policies, and mechanisms of a
comprehensive information security program that implements a defense in depth strategy.

7. Defense in depth is the most effective way to provide reasonable security for a network,
its computers, and the information that it stores. Implementing an appropriate defense in depth
strategy requires more than the deployment of technical measures, such as firewalls. It requires
that an organization identify the resources that are to be protected, specify an appropriate set of
security goals and policies for protecting those resources, and deploy mechanisms that are
appropriately configured to enforce those policies. Simply deploying security mechanisms
without going through the process of developing a comprehensive set of goals and policies for
protecting a network generally does not result in defense in depth.” When an organization fails to
develop a comprehensive information security program, it sets itself up to fail at protecting its
critical and sensitive resources.

8. Mr. Fisk fails to explain how LabMD integrated security goals, policies, and mechanisms
into a comprehensive information security program that implements a defense in depth strategy.
As | explained in my Initial Expert Report, an organization should implement a defense in depth
strategy that deploys multiple security measures at each layer of the network to address the
myriad risks that an organization faces and reduce the overall likelihood that an attack will

succeed or an unauthorized disclosure will occur.®

” See Initial Expert Report, 1 27-31, 52.
8 See Initial Expert Report, 11 27-31.

CX0737 page 3

Exhibit 3



9. An appropriate defense in depth strategy must be driven not just by the size of the
organization, but by the resources that the organization needs to protect. For LabMD, those
resources include large amounts of highly sensitive Personal Information, including Social
Security numbers, medical insurance information, and medical diagnosis codes. As | explained
in my Initial Expert Report, the more sensitive the Personal Information maintained within the
network, the greater the need for enhanced security measures to provide reasonable and
appropriate security.’

10.  The record shows that LabMD did not specify security goals or policies that were
sufficiently comprehensive to protect the large amounts of sensitive Personal Information
maintained on its network during the Relevant Time Period.'® Because LabMD did not have such
a roadmap for selecting and deploying security measures, it deployed technical security measures
in an ad hoc manner, as the record shows.™ This left LabMD vulnerable to known or reasonably
foreseeable threats that could have been mitigated through goal-oriented security measures such
as risk assessments, the application of software updates, and employee training.

11.  Although Mr. Fisk does not dispute the importance of defense in depth, he fails to
address whether LabMD implemented a defense in depth strategy. Instead he focuses his analysis
primarily on one type of technical security measure—LabMD’s firewalls—which he contends
adequately protected LabMD’s network.'? Because Mr. Fisk’s analysis fails to address the goals,

policies, and mechanisms of a comprehensive information security program implementing a

® See Initial Expert Report, 1 74-75.
19 See Initial Expert Report,  61.
! See Initial Expert Report, ] 91.

12 Mr. Fisk also discusses several other LabMD security practices in his analysis. See, for example, Fisk Report,
pp. 16-23, 33-34. As | explain in Section IV, below, Mr. Fisk’s contentions about these practices are not supported
by the record.
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defense in depth strategy, his conclusion that LabMD’s security practices were reasonable and
appropriate is unreliable.

12. As Mr. Fisk’s critique of my analysis indicates, firewalls alone are not sufficient to
protect a network against certain known and reasonably foreseeable threats, such as LimeWire.
Mr. Fisk acknowledges that LimeWire was designed to allow files to be shared even if the
computer sharing files is behind a firewall that blocks incoming connection requests. This
illustrates the importance of defense in depth, because a single technical security measure, such
as a firewall, does not protect against this risk or other threats that are designed to evade that
technical security measure.

13.  The fact that LimeWire was designed to evade firewall settings™ affects only two
examples in support of my opinion that LabMD did not employ readily available measures to
prevent or detect unauthorized access to its network. | provided a number of other examples in
support of that opinion,** and as | explain in Paragraph 19 below, there is additional evidence in
the record that LabMD’s firewalls were not properly configured to block certain known and
reasonably foreseeable threats. Therefore, the fact that LimeWire can evade firewall settings
does not affect that opinion. It also does not affect my conclusion that LabMD failed to provide
reasonable and appropriate security for Personal Information within its computer network, or my

other opinions in support of that conclusion.™

13 See Fisk Report, pp. 26-28.
1 See Initial Expert Report, {1 102-106.

1> See Initial Expert Report, 4. Mr. Fisk also critiques my analysis of the risk of Windows shared folders. Although
he is correct that LimeWire does not automatically present the contents of Windows shared folders to other
LimeWire users as information that is available to be downloaded, that does not affect my analysis regarding the
other risks associated with the use of Windows shared folders or my opinion that employees should not be permitted
to create Windows shared folders on their workstations. See Initial Expert Report, § 104(d).

5
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I11.  Mr. Fisk’s Opinions about the Configuration of LabMD’s Firewalls and Router Are
Not Supported by the Record Evidence

14, Not only is Mr. Fisk’s analysis of the adequacy of LabMD’s security practices unreliable
because it fails to address the goals, policies, and mechanisms of a comprehensive information
security program implementing a defense in depth strategy, as | explained in Section Il above,
but it is also not supported by the record evidence. Specifically, the record does not support Mr.
Fisk’s opinions about the configuration of LabMD’s firewalls and router, including his opinion
that LabMD’s firewalls were configured to block all incoming connections.

15. Mr. Fisk contends that LabMD’s firewalls were configured by default to block all
connections that originated outside of LabMD’s network.'® He then assumes that LabMD used
these default configurations throughout the Relevant Time Period.*’ This assumption is
fundamentally flawed because, had the LabMD firewalls been configured to block all incoming
connections as Mr. Fisk assumes, LabMD would not have been able to conduct its business.

16.  The default configurations of LabMD’s firewalls were not designed to meet the specific
communications needs of LabMD. For LabMD to conduct business, its firewalls had to be
configured to allow some incoming connections. For example, the firewalls had to be configured
to allow LabMD physician clients to initiate connections from outside of LabMD’s network in
order to transfer patient Personal Information to LabMD via File Transfer Protocol (FTP)
transfer or through LabMD’s web-based application interface.’ If Mr. Fisk’s assumption about
the configuration of LabMD’s firewalls were correct, LabMD’s firewalls would have blocked

these connections, and the patient Personal Information would not have been transferred to

16 See, for example, Fisk Report, p. 20.
17 See, for example, Fisk Report, p. 26.

18 For a description of how LabMD’s physician clients transferred patients’ Personal Information to LabMD, see
Initial Expert Report, 1 33-35.
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LabMD. However, the record shows that patient Personal Information was transferred to LabMD
throughout the Relevant Time Period.*

17.  The default firewall configurations that Mr. Fisk contends were in place would have also
prevented LabMD’s remote employees from accessing the network,? blocked LabMD’s
incoming email traffic,” and possibly prevented LabMD from receiving lab results from tests
that it outsourced to certain other laboratories.??

18. Record evidence confirms that LabMD changed the default firewall settings during the
Relevant Time Period. For example, an invoice from LabMD contractor APT shows that, on
June 1, 2006, APT changed the firewall settings to allow individuals from outside of the network
to access one or more LabMD applications. The invoice states: “Worked with Pat on setting up
the second firewall and making sure people were able to get to the application from outside the

network.”®

19 See, for example, LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, § 17;
Michael Daugherty March 4, 2014 Deposition Transcript, pp. 138-139; Michael Daugherty February 10, 2014
Deposition Transcript, p. 131.

20 The record shows that LabMD employees accessed the LabMD network remotely. See, for example, Sandra
Brown January 11, 2014 Deposition Transcript, pp. 9-13; Jennifer Parr February 11, 2014 Deposition Transcript,

p. 40; Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 239-240. See also Initial Expert Report,
11 40.

2! The record shows that LabMD maintained its own email server, which was located on its network. See, for
example, Alison Simmons May 2, 2013 Investigational Hearing Transcript, p. 163; Jennifer Parr February 11, 2014
Deposition Transcript, pp. 44-47; FTC-LABMD-000002 through FTC-LABMD-000003 (CX0034); FTC-LABMD-
003646 (CX0039).

22 The record shows that LabMD received lab results from other laboratories via Virtual Private Network (VPN)
connections with those laboratories. See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing
Transcript, p. 100; FTC-PVD-000054 (CX0052) (Final Page of ProviDyn Service Solutions Proposal listing name
and Public IP Addresses for network security scans); FTC-PVD-001186 through FTC-PVD-001210 (CX0074) (May
2010 Scan of LabCorp VPN).

2% See FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035), p. 3.

7
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19.  Mr. Fisk also contends that “[t]here is no evidence that LabMD’s firewalls were in fact
misconfigured.” ?* Contrary to his assertion, there is evidence in the record indicating that
LabMD’s firewalls were not properly configured to block certain known and reasonably
foreseeable threats to LabMD’s network. For example, the external vulnerability scans that
ProviDyn conducted in May 2010 indicate that port 10,000 was open.?® The application that used
that port was LabMD’s Veritas backup application, which did not need to be accessed by
individuals who were outside of LabMD’s network. Therefore, there was no business need for
port 10,000 to be open. Furthermore, Symantec issued an alert in 2005 recommending that port
10,000 be closed until the Veritas backup application was updated to correct a significant
vulnerability.?® The ProviDyn external vulnerability scans show that not only was port 10,000
open in 2010, but also that LabMD’s Veritas backup application had not been updated to correct
the vulnerability that Symantec identified.?” Updating applications is an important part of
reasonable and appropriate security.?®

20. Mr. Fisk also speculates that Cypress may have enabled any intrusion detection and
prevention capabilities that LabMD’s Cisco 1841 router had. There is no evidence in the record
that is the case. To the contrary, testimony from several former LabMD employees indicates that

LabMD had neither an intrusion detection system (IDS) nor an intrusion prevention system (IPS)

% See Fisk Report, p. 34.
25 See FTC-PVD-000865 through FTC-PVD-000934 (CX0067).

% See Symantec — VERITAS Backup Exec for Windows Servers, VERITAS Backup Exec for NetWare Servers,
and NetBackup for NetWare Media Server Option Remote Agent Authentication Vulnerability,
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b html, last accessed April 11, 2014.

%" See FTC-PVD-000865 through FTC-PVD-000934 (CX0067).
%8 See Initial Expert Report, { 31.
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in place during the Relevant Time Period.”® In addition, there is no evidence in the record of logs

or other alerts that normally would have been created by an IDS or an IPS.

IV.  Mr. Fisk’s Opinion that LabMD’s Network “Adhered to Best Practices” Is Not
Supported by the Record Evidence

21. In addition to his claims about the configuration of LabMD’s firewalls and router (which
are not supported by the record, as | explained in Section Il1, above), Mr. Fisk makes three other
claims in support of his opinion that “LabMD’s network adhered to best practices during the
Relevant Time Period”: (1) LabMD outsourced its network infrastructure to Cypress and APT,
and “there is no evidence that those firms did not deploy secure networks using best practices”
(Cypress/APT Claim); * (2) Starting in 2001, LabMD had an “Employee User Account Policy”
that prohibited downloading and “installing applications that were unnecessary for performing
work duties” (Employee User Account Policy Claim);* and (3) LabMD attempted to detect
unauthorized applications by performing manual inspections that Mr. Fisk implies were as
effective, but less efficient, than an automated File Integrity Monitor (Manual Inspection

Claim).* As I explain below, none of these claims is supported by the evidence in the record.

A. Cypress/APT Claim

22.  The record evidence does not support Mr. Fisk’s Cypress/APT Claim. Rather, the

evidence in the record indicates that Cypress was a passive ISP and that LabMD had

 See, for example, Allen Truett February 27, 2014 Deposition Transcript, p. 122; Robert Hyer December 13, 2013
Deposition Transcript, pp. 123-124, 126; Patrick Howard January 24, 2014 Deposition Transcript, pp. 58, 140; Curt
Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 92.

%0 Fisk Report, p. 33.
%! Fisk Report, pp. 22-23, 33.
* Fisk Report, p. 33.
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responsibility for the security of its network.®® For example, Cypress designee Peter Sandrev
testified that Cypress provided LabMD a “highway to get to and from the internet” and nothing
more, and that LabMD has responsibility for the security and management of its information.>
23.  The record also indicates that the only security measures that APT deployed were:

(1) one or more firewalls, which did not have IDS or IPS features enabled, and (2) antivirus
software. Furthermore, the evidence shows that APT did not actively monitor the operation of
LabMD’s firewalls, but rather monitored their operation only in an “ad hoc” way when
responding to problems raised by LabMD employees.*

24, In addition, the record indicates that, by 2007, LabMD had started to use its own IT
employees, headed by Curt Kaloustian, as a replacement for APT’s services.* If Mr. Fisk is
correct that Mr. Kaloustian had a “limited understanding of computer networks,” this is
additional evidence that LabMD’s network was not managed using “best practices” as Mr. Fisk
contends. Mr. Kaloustian, as LabMD’s lead IT employee, had first-hand knowledge about
LabMD’s network and practices during much of the Relevant Time Period. Accordingly, in
forming my opinions, | credited testimony from Mr. Kaloustian that describes LabMD’s

practices and network setup during his tenure.

%2 See, for example, Peter Sandrev January 31, 2014 Deposition Transcript, pp. 26-27, 60-61; Curt Kaloustian
May 3, 2013 Investigational Hearing Transcript, pp. 97-99; Jeremy Dooley December 2, 2013 Deposition
Transcript, pp. 29-30.

% See Peter Sandrev January 31, 2014 Deposition Transcript, pp. 60-61.
% See, for example, Allen Truett February 27, 2014, Deposition Transcript, pp. 68-69, 78-79.

% See, for example, John Boyle February 5, 2013 Investigational Hearing Transcript, pp. 64-65; John Boyle January
28, 2014 Deposition Transcript, p. 12; July 12, 2011 Email from D. Rosenfeld to A. Sheer and R. Yodaiken (FTC-
LABMD-003749 through FTC-LABMD-003750) (CX0449); FTC-LABMD-003624 through FTC-LABMD-003625
(CX0396) (APT “Contract Period” ran from August 2003 to March 2007).

10
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B. Employee User Account Policy Claim

25. Mr. Fisk’s Employee User Account Policy Claim is not supported by the record evidence.
First, although Mr. Fisk contends that the policy restricting employee downloads was in place as
of 2001, the version of the Employee User Account Policy that LabMD claims represents its
security practices in 2007 and 2008 does not include the policy restricting employee
downloads.*’

26. In addition, the record shows that the Employee User Account Policy was not written
until 2010. As | explained in my Initial Expert Report, it is important that security policies be in
writing to provide guidance to employees who implement the policies and receive training about
the policies, to facilitate changes to the policies as security threats evolve, and to communicate
the policies to future employees.®

27. Second, contrary to Mr. Fisk’s contention, there is no evidence in the record indicating
that, as a manager, Ms. Woodson “likely needed access to unique applications to perform her job
duties.”® Nonetheless, the record evidence indicates that the policy restricting employee
downloads, even if it had existed, was not enforced with respect to managers, like Ms. Woodson,
before summer 2009.*° In fact, former LabMD IT Manager, Robert Hyer, testified that, when he
began working for LabMD as a contractor in summer 2009, one of the first things he did with

respect to security was to implement technical measures to prevent all LabMD managers except

3" Mr. Fisk cites to CX0007, see Fisk Report at 22-23, but LabMD claims that CX0006 represents its security
practices in 2007 and 2008. See, for example, John Boyle February 5, 2013 Investigational Hearing Transcript,
pp. 78-79, 98; August 30, 2010 Letter from P. Ellis to A. Sheer (FTC-LABMD-003132 through FTC-LABMD-
003137) (CX0446). The version of the Employee User Account Policy in CX0007 includes the policy restricting
employee downloads. See CX0007, page 21. The version in CX0006 does not. See CX0006, page 12.

% See Initial Expert Report,  53.
* Fisk Report, p. 23.

“0 See, for example, Robert Hyer December 13, 2013 Deposition Transcript, pp. 26-30, 33-35; Curt Kaloustian May
3, 2013 Investigational Hearing Transcript, pp. 171-172; Alison Simmons May 2, 2013 Investigational Hearing
Transcript, pp. 38-39.

11
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the Vice President of Operations from downloading applications to their computers because

“those constraints were not being administered as they should have been” prior to his arrival.**

C. Manual Inspections Claim

28. Mr. Fisk’s Manual Inspections Claim is not true. Automated tools, such as File Integrity
Monitors, are not only more efficient than manual inspections at discovering unauthorized
applications and other risks and vulnerabilities on a network, they are also significantly more
effective. As | explained in my Initial Report, even when conducted on a regular basis, manual
computer inspections can never be exhaustive.*> Human beings cannot inspect every place in a
computer where vulnerabilities and risks can exist. Even if they could, malicious software may,
in some instances, mask its presence to avoid detection during a manual inspection.*?
Furthermore, the record shows that, at least until mid-2008, LabMD manually inspected
employee computers only when an employee complained about the computer’s performance.**
29.  Tellingly, LabMD’s manual inspections never discovered that LimeWire was installed on
the billing manager’s computer even though it had been installed on the computer at least two
years before Tiversa notified LabMD that it had found the 1,718 File on a P2P network. This

illustrates the ineffectiveness of LabMD’s manual inspection process.*

! See Robert Hyer December 13, 2013 Deposition Transcript, pp. 26-30, 33-35.
*2 See Initial Expert Report, 1 68(c).
*% See Initial Expert Report, 1 68(c).
* See Initial Expert Report,  68(c).

> Mr. Fisk critiques my analysis concerning the risks associated with LabMD’s use of SSL 2.0, noting that 11S 7.0
shipped with SSL 2.0 enabled by default. See Fisk Report at 31. Mr. Fisk does not, however, dispute that Microsoft
warned about the vulnerabilities in SSL 2.0 as early as 2007. LabMD could have easily addressed those
vulnerabilities by following instructions provided by Microsoft, which would disable SSL 2.0 and enable a more
secure version of SSL, version 3.0/TLS 1.0. Mr. Fisk’s observation that yahoo.com supports SSL 2.0 is not relevant
because it fails to take into account the large amounts of highly sensitive Personal Information that LabMD
maintained on its network during the Relevant Time Period.

12
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V. Conclusion

30.  Based on my evaluation of the Fisk Report, my review of the materials described in
Paragraph 3, above, and my experience described in Section II of my Initial Expert Report, 1
conclude that Mr. Fisk’s opinion that “LabMD’s security was reasonable and adequate” to
protect the Personal Information maintained on its network is unreliable and fundamentally
flawed because his analysis of the adequacy of LabMD’s security practices:

a. Fails to address the goals, policies, and mechanisms of a comprehensive

information security program implementing a defense in depth strategy; and

b. Is not supported by the record evidence.
31.  Nothing in the Fisk Report changes my conclusion that LabMD failed to provide
reasonable and appropriate security for Personal Information within its computer network, or the

opinions that I provided in my Initial Expert Report in support of that conclusion.

Dated: April 11,2014 cy\»ﬁé{ /

Raque ill, Ph.I3.
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Appendix A

Web Content Considered or Relied Upon

e BitTorrent For Developers, http://www.bittorrent.org/beps/bep 0003.html, last accessed
April 11, 2014.

e Cisco 1841 Integrated Services Router,
http://www.cisco.com/c/en/us/products/routers/1841-integrated-services-router-
isr/index.html, last accessed April 11, 2014.

e Federal Communications Commission Small Biz Cyber Planner 2.0,
http://www.fcc.gov/cyberplanner, last accessed April 11, 2014.

e Gnutella Protocol Development, http://rfc-gnutella.sourceforge.net/developer/index.html,
last accessed April 11, 2014.

e LittleShoot P2P File Sharing Browser, http://www.littleshoot.org/, last accessed April 11,
2014.

e Microsoft Support — How to disable PCT 1.0, SSL 2.0, SSL 3.0, or TLS 1.0 in Internet
Information Services, http://support.microsoft.com/kb/187498, last accessed April 11,
2014.

e MSDN Blogs — Support for SSL/TLS protocols on Windows,
http://blogs.msdn.com/b/kaushal/archive/2011/10/02/support-for-ssl-tls-protocols-on-
windows.aspx, last accessed April 11, 2014.

e Symantec — VERITAS Backup Exec for Windows Servers,
http://securityresponse.symantec.com/avcenter/security/Content/2005.08.12b.html, last
accessed April 11, 2014.

e ZyWall Firewall,
http://help.zyxel.com/documents/webhelp/zwp1/401XJ0/en/h_Fire DefaultRule-
Router.html, last accessed April 11, 2014.

Articles & Publications Considered or Relied Upon

e Bloomberg BusinessWeek, “The Scent of Easy Prey” (March 14, 2001),
http://www.businessweek.com/stories/2001-03-14/the-scent-of-an-easy-prey, last
accessed April 11, 2014.

e Federal Communications Commission, “Cyber Security Planning Guide”,
http://transition.fcc.gov/cyber/cyberplanner.pdf, last accessed April 11, 2014.

e Muncaster, Phil, The Register, “Dimmed but not out: Lantern anti-censorship tool
blocked in China” (December 12, 2013),
http://www.thereqgister.co.uk/2013/12/12/lantern_censorship_blocked great_firewall/,
last accessed April 11, 2014.

e National Security Agency, “Defense in Depth: A practical strategy for achieving
Information Assurance in today’s highly networked environments”,
http://www.nsa.gov/ia/_files/support/defenseindepth.pdf, last accessed April 11, 2014.

e NIST Special Publication 800-30 Revision 1, “Guide for Conducting Risk Assessments”
(September 18, 2012), http://csrc.nist.gov/publications/drafts/800-30-rev1/SP800-30-
Rev1-ipd.pdf, last accessed April 11, 2014.

1
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e SANS Institute_InfoSec Reading Room, “Peer-to-Peer File-Sharing Networks: Security
Risks” (2002), https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-
peer-file-sharing-networks-security-risks-510, last accessed April 11, 2014.

e VERITAS Datasheet, “VERITAS Backup Exec 10 for Windows Servers” (2004),
http://eval.veritas.com/mktginfo/products/Datasheets/Data_Protection/bews_10_options
datasheet.pdf, last accessed April 11, 2014.
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UNITED STATESOF AMERICA
BEFORE THE FEDERAL TRADE COMMISSION
OFFICE OF ADMINISTRATIVE LAW JUDGES

DOCKET NO. 9357
Inthe Matter of

LabMD, Inc,,
a cor poration.

N N N N N N

RESPONDENT’'SSUPPLEMENTAL RESPONSE TO COMPLAINT COUNSEL’S
FIRST SET OF INTERROGATORIES

Respondent, LabMD, Inc. (“LabMD”), supplements its response to Complaint Counsel’s
First Set of Interrogatories as follows:

2. For each Person identified in response to Interrogatory No. 1, state the types of Personal
Information that the Person had authority to access.

Answer: Respondent objects to this Interrogatory to the extent that it is vague and
ambiguous and seeks information which is neither relevant nor reasonably calculated to lead to
the discovery of admissible evidence. Specificaly, Complaint Counsel’s use of the phrase
“authority to access’ is ambiguous. Without waiving these objections and/or the foregoing
General Objections, Respondent states that it is unable to answer this Interrogatory as worded,
but states that all employees could gain knowledge of any Persona Information regarding
Consumers to the extent it was necessary to the performance of their job duties. Moreover,
Respondent points out that despite numerous depositions of LabMD employees by Complaint
Counsel, including IT personnel, no deponent has been able to state precisely the type of
Personal Information each employee had access to during their entire period employment from
January 2005 through the present. According to the deposition testimony, most LabMD

employees were aware that they had access to sufficient information to perform their jobs but

Exhibit 7



that they did not have access to all information on the system. Respondent further states neither
Mike Daugherty nor Jeff Martin were able to provide the precise information that would be

responsive to this Interrogatory as worded.

/sl William A. Sherman, |1

Reed D. Rubinstein, Esg.

William A. Sherman, 11, Esg.
Dinsmore & Shohl, LLP

801 Pennsylvania Ave., NW Suite 610
Washington, DC 20004

Phone: (202) 372-9100

Facsimile: (202) 372-9141

Email: william.sherman@dinsmore.com

Michael D. Pepson

Cause of Action

1919 Pennsylvania Ave., NW, Suite 650
Washington, D.C. 20006

Phone: 202.499.4232

Fax: 202.330.5842

Email: michael .pepson@causeofaction.org
Admitted only in Maryland.

Practice limited to cases in federal court and
administrative proceedings before federa
agencies.

Counsel for Respondent
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CERTIFICATE OF SERVICE

Thisisto certify that on March 17, 2014, | served via electronic mail delivery a copy of
the foregoing document to:

Alain Sheer

Laura Riposo VanDruff
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Database last updated on 1%9-May-2010 03:30:01 EDT.

Domain servers in listed order:

LOYAL.CYPRESSCOMM. COM 64.150.172.26
BRAVE.CYPRESSCOMM. COM 216.198.83.30
CLEAN . CYPRESSCOMM. COM 64.190.172.27
CONFIDENTIAL 18 CONFIDENTIAL

FTC-PVD-001055
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Executive Summary

Federal Trade Commission staff has retained me as an expert witness in the Commission’s
administrative litigation against LabMD. Complaint Counsel has asked me to assess the likely
risk of injury, particularly from medical identity theft, to consumers caused by the unauthorized
disclosure of their sensitive personal information. This document is a statement of my opinions
and contains the bases and reasons for my conclusions. It includes the following information:

» Overview of my credentials and qualifications.

» Overview of the impact of identity crimes from the perspective of consumers affected by
the unauthorized disclosure of sensitive personal information.

* Analysis of the potential harm? and risk of harm from medical identity theft to consumers
whose sensitive personal information was disclosed without authorization.

. Introduction

My name is Rick Kam, president and co-founder of ID Experts, a company specializing in data
breach response and identity theft victim restoration. ID Expertsis based in Portland, Oregon.
Since 2003, leading healthcare, financial, and educational organizations, and state and federal
government agencies have relied on ID Expertsto help them respond to unauthorized disclosures
of sensitive persona information. | have had the opportunity to work on data breach incidents as
part of 1D Experts incident response team. ID Experts has managed hundreds of incidents,
protecting millions of affected individuals and restoring the identities of thousands of identity
theft victims. Within the healthcare industry, | have worked with organizations ranging in size
from individual providers and small clinicsto large hospital systems and health insurance
companies. ID Expertsis recognized as an industry leader, protecting consumers from the harms
caused by the unauthorized disclosure of their sensitive personal data.

My expertise includes:

* Identifying and remediating the consequences of identity theft and medical identity theft
for consumers whose sensitive personal information was compromised.

IThe term “injury” is from the FTC complaint and is used interchangeably with the term “harm.”
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» Helping organizations develop policies and solutions to address the growing problem of
safeguarding sensitive personal information.

Based on my unique experience at ID Experts, | lead and participate in severa cross-industry
data-privacy working groups, resulting in the publication of industry white papers. | regularly
speak at conferences and on webinars; work with other privacy and security experts to contribute
articles, including a monthly guest article in Government Health I T; and offer commentary to
privacy, breach risk, and information technology (IT) publications.

Affiliations and Organizations

Asaprivacy professional, | actively work on initiatives that focus on data privacy to protect
consumers and their sensitive personal information, and | belong to or have belonged to the
following organizations:

. Chair of PHI Protection Network (PPN), an interactive network of privacy professionals
focused on expediting the adoption of best practices to protect sensitive personal medical
information. (2012 - present)

. Chair of The Santa Fe Group Vendor Council ID Management Working Group, which
published Victims' Rights: Fighting Identity Crime on the Front Lines, February 2009.
This white paper explorestrendsin identity crimes, the victim’'s experience, and proposes
avictim's*“hill of rights.” (2008 - 2012)

. Chair of the American National Standards Institute (ANSI) Identity Management
Standards Panel “PHI Project,” aseminal research effort to measure financial risk and
implications of data breach in healthcare, led by the American National Standards
Institute (ANS!), viaits Identity Theft Prevention and Identity Management Standards
Panel (IDSP), in partnership with the Shared Assessments Program and the Internet
Security Alliance (ISA). The “PHI Project” produced The Financial Impact of Breached
Protected Health Information. (2011 - 2012)

. Co-Chair of three other cross-industry working groups that published whitepapers on
assessing cyber and data breach risks. The reportsinclude: IDSP Workshop Report:
Measuring | dentity Theft; The Financial Management of Cyber Risk: An Implementation
Framework for CFOs; and The Financial Impact of Cyber Risk: 50 Questions Every
CFO Should Ask. (2007 - 2012)

. Contributor to the Research Planning Committee for the University of Texas Center for
I dentity, which focuses on identity management and identity theft risk mitigation best
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practices. ID Experts provided case studies of identity crimesto an analytical repository
of identity threats and counter measures called | dentity Threat Assessment and Prediction
(ITAP). (2009 - present)

. Member of the International Association for Privacy Professionals (IAPP), the most
comprehensive, member-based privacy community and resource. | maintain a Certified
Information Privacy Professional CIPP/US certification for data privacy. (2010 - present)

. Member of Healthcare |nformation and Management Systems Society (HIMSS), aglobal,
member-based non-profit focused on the betterment of healthcare information
technology. (2010 - present)

»  Member of the Health Care Compliance Association, (HCCA), a member-based non-
profit that provides training, certification and resources in support of ethics and regulatory
compliance in healthcare. (2011- present)

» Founding member of the Medical Identity Fraud Alliance (MIFA), agroup of over 40
private and public industry membersin the fight against medical identity theft and
medical fraud. (2013 - present)

| have attached a copy of my CV, which fully describes my background and qualifications, and
includes alist of my publications over the last 10 years (see Appendix A).

Compensation

The FTC has engaged me as an expert witness in support of its complaint against LabMD. The
compensation for thiswork is $350 per hour, and this report and my testimony are based on the
experience outlined in this section, aliterature review (see Appendix B), and documents

| received from the FTC.

[I. Summary of the FTC’s Request for Expert Opinion
The Federal Trade Commission has asked me to assess the risk of injury to consumers caused by
the unauthorized disclosure of their sensitive personal information. For the purposes of my

analysis, | have assumed that LabMD failed to provide reasonable and appropriate security for
consumers’ personal information maintained on its computer networks.
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FTC Documents for Analysis

| have based my analysis on my experience as outlined in Section | of thisreport, aliterature
review (see Appendix B), and the documents that | received and reviewed from the FTC, which
arelisted here.

Documents related to the P2P Disclosure

P2P Insurance Aging file (insuranceaging_6.05.071.pdf): Thisisthe 1,718-page file
Tiversa discovered on a peer-to-peer (P2P) network that contained consumer data from
the LabMD Insurance Aging Report with roughly 9,300 records. The data elements
included in thisfile are:

0  First and last names, and middle initials
Dates of birth
Nine-digit Social Security numbers (SSNs)
Health insurance provider numbers, names, addresses, and phone numbers
Current Procedural Terminology (CPT) Codes: Uniform set of codes defined by
the American Medical Association to describe medical, surgical, and diagnostic
services.
o Billing dates and amounts

(0]
(0]
(0]
(0]

Transcript of the deposition of Robert Boback, CEO of Tiversa, dated November 21,
2013, with supporting exhibits.

Transcript of the deposition of Alison Simmons, former LabMD I T employee, dated
February 5, 2014, with supporting exhibits.

Transcript of the deposition of Eric Johnson, Dean of the Owen Graduate School of
Management at Vander bilt University, dated February 18, 2014, with supporting
exhibits.

Transcript of the deposition of Michael Daugherty, President and CEO of LabMD,
dated March 4, 2014.

Documents related to the Sacramento Disclosure

Day Sheetsfrom LabM D (Sacramento L abM D-Documents.pdf): These are
documents the Sacramento Police Department found on October 5, 2012, during an arrest
of two individuals who pleaded “no contest™ to identity theft charges. The Day Sheets
contain approximately 600 records with first and last names, and middle initials; nine-
digit Social Security numbers; and billing dates and amounts.
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Nine (9) personal checks and one (1) money order from patients of LabMD
(Sacramento LabM D-Documents.pdf): The Sacramento Police Department also found
these documents on October 5, 2012, during the same arrest. Information on the checks
include: first and last names, and middle initials; addresses; bank routing and account
numbers; and signatures. There are also handwritten notes with four of the personal
checks with what appear to be SSNs, check numbers, and amounts.

“Sacrementoresults?”’ spreadsheet: It contains an analysis by the FTC of the Social
Security numbers found in the Day Sheets. The FTC used the Thomson Reuters CLEAR
database for this analysis. This spreadsheet shows multiple instances of SSNsthat are
being, or have been, used by people with different names, which may indicate that
identity thieves used these SSNs.

Transcript of the deposition of Detective Karina Jestes, dated December 17, 2013,
with supporting exhibits.

Transcript of the deposition of Kevin Wilmer, FTC investigator, dated February 25,
2014.

Transcript of the deposition of Michael Daugherty, President and CEO of LabMD,
dated March 4, 2014.

Breach notification letter from LabM D to Peter Cuttino, letter dated March 27,
2013.

Breach notification letter from LabM D to James Hayes, letter dated March 27, 2013.
FTC Consumer Sentinel Network contact records (Norrisand Cuttino.pdf).

FTC-LABMD-003914 to 3915: 3/27/13 letter from LabMD regarding personal
information that “may have been compromised.”

FTC-LABMD-003910 to 3911: 12/6/13 letter from LabMD regarding credit monitoring.

Documents Related to the FTC Investigation

2010.02.24 Ellis L etter tothe FTC
2010.06.04 Ellis L etter tothe FTC
2010.07.16 Ellis Letter tothe FTC
2010.08.30 Ellis L etter tothe FTC
2011.05.16 Rosenfeld Letter tothe FTC
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. 2011.05.31 Rosenfeld Letter tothe FTC

. 2011.07.12 Rosenfeld Email tothe FTC

. FTC-MID-000012: 1/6/14 letter regarding LabMD not “accepting new specimens.”
. FTC Complaint in the Matter of LabMD

. Protective Order Governing Discovery of Material.pdf

. LabMD’s Objectionsto and Responses to Complaint Counsel’s Requests for
Admission, dated March 3, 2014

. LabMD’s Responsesto Complaint Counsel’s Interrogatories and Discovery

Requests, dated March 3, 2014

[II. Summary of Conclusions

As consumers, we place trust in the organizations that hold our most sensitive personal
information: Social Security numbers, financial data, and our medical history, to name afew. We
have confidence that they will protect this information from unauthorized disclosure.

Once a consumer’s sensitive personal datais disclosed without authorization, that consumer has
no control over who accesses this information, thus becoming vulnerable to identity fraud,
identity theft, and medical identity theft. These crimes can damage a consumer’s economic well-
being and reputation, and even risk his or her health. Medical identity theft can be especially
difficult to resolve because it isimpossible to make a victim’s personal medical history private

again.

In SectionsV and VI of thisreport, | provide an overview of the impact of identity crime, with
an emphasis on medical identity theft, and illustrate the possible harm to victims of these crimes.
Then, based on that information, the FTC-provided documents, the literature review (see
Appendix B), and my own expertise and experience, | provide my analysis of the LabMD case,
specifically:

. That consumers have no way of knowing about certain unauthorized disclosures of their
sensitive personal information, including medical information, thus putting them at risk

of possible harms from identity crimes, including medical identity theft.

. That use of aconsumer’s SSN by other people with different namesis an indication that
identity thieves may have used the consumer’s SSN.

. That LabMD’s failure to employ reasonable and appropriate measures to prevent
unauthorized access to consumers' personal information is likely to cause substantial
harm, including harm stemming from medical identity theft.
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Summary of LabMD Analysis

In my opinion, LabMD’sfailure to provide reasonable and appropriate security for sensitive
persona information, including medical information, islikely to cause substantial injury to
consumers and puts them at significant risk of identity crimes. The following is a summary of my
analysis of likely risks of harm from identity theft and medical identity theft to the approximately
10,000 consumers affected by the P2P and Sacramento disclosures. Apart from these two
incidents, | also believe that LabMD’s failure to provide reasonable and appropriate security for
the more than 750,000 consumers' personal information maintained on its computer networks
creates arisk of unauthorized disclosure of this information. These unauthorized disclosures and
the failure to provide reasonable and appropriate security are likely to cause substantial harm to
these consumers.

P2P Disclosure

. Approximately 9,300 consumers from the May 2008 unauthorized disclosure are at
significant risk of harm from identity crimes.

. LabMD did not notify the 9,300 consumers whose personal information was contained in
the 1,718-page P2P Insurance Aging file that Tiversa discovered on February 5, 2008.
Robert Boback indicated in his testimony on November 21, 2013, that this file was found
on peer-to-peer networks. He indicated that at four of the IP addresses on which Tiversa
found the 1,718-page P2P Insurance Aging file, Tiversa also found unrelated sensitive
consumer information that could be used to commit identity theft, including passwords,
tax returns, account numbers, and Social Security numbers.

. These 9,300 consumers have had no opportunity to mitigate the risk of harm because
LabMD, which has known about the unauthorized disclosure of their personal
information since May 2008, has not notified them of this disclosure. Even if LabMD had
provided notice, consumers would still remain at risk of harm from identity crimes since
this unauthorized disclosure included Social Security numbers and health insurance
numbers, which can be used to commit identity crimes over an extended period of time.

. Thereisasignificant risk of reputational damage for 3,000 or more consumers from the
unauthorized disclosure of sensitive medical information, specifically diagnostic codes
indicating tests for prostate cancer, herpes, hepatitis, HIV, and testosterone levels.
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Sacramento Disclosure

The approximately 600 consumers whose personal information was contained in the LabMD
documents found in the hands of Sacramento identity thieves are at risk of harm from identity
crimes. In March 2013, LabMD notified these consumers about the incident. LabMD’s March
2013 notification gave the affected consumers an opportunity to mitigate some risks of harm.
However, consumers receiving notification of data breaches are not immune to identity crime,
and they remain at risk of harm from identity crimes.

Consumer Harm from Failing to Provide Reasonable and Appropriate
Security

Thereisarisk of harm to consumers when a company failsto protect sensitive personal
information. Apart from the P2P and Sacramento incidents, | also believe that LabMD’s failure
to provide reasonable and appropriate security for all of its consumers' personal information
maintained on its computer networks increases the risk of unauthorized disclosure of this
information—Iikely causing substantial harm to these consumers. This harm often takes the form
of identity crimes, including identity theft, identity fraud, and medical identity theft.

IV. Identity Crime: An Overview

This section provides a short overview of the different types of identity crimes—identity theft,
identity fraud, and medical identity theft.

Definition of Identity Theft and Identity Fraud

Identity theft occurs when someone uses another person’s identity without his or her permission.
This could include using another person’s name, address, date of birth, Social Security number,
credit card and banking information, drivers license, or any combination of these types of
personal identifiers to impersonate them. Collectively, this type of information is known as
personally identifiable information, or PII.

Identity fraud, for purposes of this report, is the unauthorized use of some portion of another
person’s information to achieveillicit financial gain. This definition is consistent with that used
by Javelin Strategy and Research. In my role at ID Experts, | have managed teams working with
thousands of identity theft and identity fraud victims, helping them pinpoint the issues identity
thieves caused and working to expunge any negative records created by the identity thieves.
Identity thieves can use PIl to commit numerous crimes, asillustrated by thislist of types of theft
that teams working under my supervision have helped consumers resolve:

10
CX0742 page 10

Exhibit 17



. Using another person’s SSN to create credentials such as fake drivers licenses and birth
certificates to perpetrate and legitimize identity fraud.

. New accounts for major credit cards, various retail store cards, and mail-order accounts.

. Takeover of legitimate victim accounts resulting in fraudulent purchases, including goods
and services.

. New bank accounts, including checking/savings/investment, resulting in several bank
accounts reported to collections.

. Check counterfeiting and forgery.

. Fraudulent tax returns causing victims not to receive their refunds or to seem to owe
extensive funds.

. Payday loan fraud reported to collections and other agencies.

. New auto financing accounts for multiple vehicle purchases. These vehicles were then not

registered, incurring fees to the victim and making it impossible for them to legitimately
register their own vehicles, while the thief sold the fraudulently purchased vehicles.

. Fake drivers licenses created to perpetrate and legitimize fraud, further complicating the
dispute process.
. Employment fraud, in which an individual fraudulently works in another state and reports

the wages, causing the victim to receive tax notices for non-payment and have difficulty
filing legitimate tax returns.
. Merchant processing accounts set up under fake businesses to take credit card payments.

According to the 2014 Identity Fraud Report by Javelin Strategy and Research, nearly onein
three data breach victims (30.5%) also fell victim to identity fraud in 2013.2

Definition of Medical Identity Theft

Medical identity theft occurs when someone uses another person’s medical identity to
fraudulently receive medical services, prescription drugs and goods, as well as attemptsto
fraudulently bill private and public health insurance entities.

A person’s medical identity is comprised of a number of personal data elements. The teams|
have supervised at ID Experts have worked on hundreds of healthcare data breaches, in which
many of the following data elements were affected:

o Name
. Medica record number
. Health insurance number

22014 Identity Fraud Report: Card Data Breaches and Inadequate Consumer Password Habits Fuel Disturbing
Fraud Trends, p. 29, February 2014, by Javelin Strategy & Research.
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. Other demographics (which may include address, phone number)

. Charge amounts for services

. Socia Security number

. Medicare number (which contains a person’s nine-digit SSN)

. Date of birth

. Financia account information

. Patient diagnosis[i.e., International Classification of Diseases (ICD), and Current

Procedural Terminology Codes (CPT)]

Medical identity theft is a serious problem, affecting an estimated 1.84 million Americans.3

Identity Thievesand I dentity Fraud

It may take months or years for a consumer to learn that his or her sensitive personal information
was disclosed without authorization and misused to commit an identity crime. Thisisdue, in
part, to identity criminals committing awide variety of identity fraud, some of which may be
difficult for the consumer to detect. The teams| have managed at ID Experts work with victims
who, in many cases, have several identity fraud issues. A number of the victims we have worked
with continue to be harmed, since identity thieves will resell their sensitive personal information
to other identity thieves, thus perpetuating the harms for years.

In 2007, Utica College did a study using 517 actual identity theft cases investigated by the U.S.
Secret Service.# The study did not depend on self-reported victim data. The purpose of the study
was to understand the nature, perpetrators, and case characteristics of identity crimes. It found
the most significant motive for identity thievesto commit identity fraud is for personal financial
gain (see Table 1 below).

32013 Survey on Medical Identity Theft, p. 2, September 2013, by Ponemon Institute. From http://medid-
fraud.org/2013-survey-on-medical-identity-theft/.

4 |dentity Fraud Trends and Patterns: Building a Data-Based Foundation for Proactive Enforcement, p. 38, October

2007, by Center for Identity Management and Information Protection, Utica College. From http://www.utica.edu/
academic/institutes/ecii/publications/media/cimip id theft study oct 22 noon.pdf.
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Table 1: Motivating Factorsfor Committing | dentity Theft or Fraud

Motive Number Percentage
Use stolen ID to obtain and use credit 228 45.3%

Use stolen ID to procure cash 166 33%

Use stolen ID to conceal actual identity 114 22.7%

Use stolen ID to apply for loans to buy vehicles | 105 20.9%

Use stolen ID to manufacture and sell 39 7.7%
fraudulent IDs

Use stolen ID to obtain cell phones and services | 23 4.6%

Use stolen ID to gain government benefits 19 3.8%

Use stolen ID to procure drugs 11 2.2%

V. Impact of Identity Crimes on Victims

This section highlights the range of harms that can befall victims of the various forms of identity
crimes, with an emphasis on medical identity theft. Here are just afew examples of the
challenges and frustrations atypical identity crime victim may experience based on my work at
ID Experts:

. The victim may have to deal with adizzying array of businesses and government
institutions. It is not uncommon for an identity thief to establish as many as five
fraudulent accounts. In healthcare, for example, avisit to the emergency room would
result in several bills (i.e. ambulance, lab, emergency room, doctors). Victims would need
to contact each of these entities to dispute fraudulent charges and close these accounts. In
many cases this entails following up and submitting copies of a police report, 1D theft
affidavit, proof of residence, and identification. The victim may have to contact the entity
several timesto ensure his or her accounts are corrected and all negative records created
by the identity thieves are expunged.
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Some local police departments won't accept a police report from an identity theft victim.
In our experience, we are aware that taking police reports related to identity crimes works
against department crime metrics, which may be a disincentive for police to help victims.

Thereis no central “medical identity bureau” where a consumer can set up afraud alert,
like they can with the credit bureaus. He or she has no way to notify healthcare providers
or payers, or receive consumer aerts, which are part of credit monitoring services. Asa
result, identity thieves can continue to use a consumer’s medical identity to commit
identity crimes.

If criminal acts are committed under a stolen identity, the first news a victim often has of
the theft may be when he or she is arrested. The identity thief’s arrest record may aso
show up in background checks of avictim, affecting things such as passing security
clearances, receiving adrivers license, and taking advantage of career opportunities.

If avictim’'s checkbook is stolen, this usually means closing out the old account, opening
anew one, and filing a police report in case merchants were cheated with bad checks.
Some financial institutions won't reimburse all fraud losses for checking or savings
accounts until they are confirmed as fraudulent, which may impact a consumer’s ability
to pay hisor her hills.

Identity thieves submitting fraudulent tax returns is another growing problem affecting
approximately 1.8 million consumers.> Tax identity theft typically prevents victims from
being able to successfully file their tax returns and obtain refunds.6 The delay can extend,
in some cases, as long as six months.” This delay materially affects victims' cash flow.

Many hospitals and clinics do not have staff training or internal processesto help victims
of identity theft and medical identity theft. Consumers may not get help or aresponse
unless they can get to a manager, such as the organization’s chief medical officer or
compliance officer.

5 “Detection Has Improved; However, Identity Theft Continues to Result in Billions of Dollars in Potentially Fraudu-
lent Tax Returns,” No. 2013-40-122 (Sept. 20, 2013) (public) p. 1, by Treasury Inspector General. From http://
www.treasury.gov/tigta/auditreports/2013reports/201340122fr.html.

6 “Tips for Taxpayers, Victims about Identity Theft and Tax Returns,” by Internal Revenue Service, January 2013.
From http://www.irs.gov/uac/Newsroom/Tips-for-Taxpayers,-Victims-about-ldentity-Theft-and-Tax-Returns.
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. The victim of medical identity theft may have the integrity of their electronic health
record compromised if the health information of the identity thief has merged with that of
the victim. The resulting inaccuracies may cause serious health and safety risks to the
victim, such as the wrong blood type or life-threatening drug allergies.

Financial Harm from Medical Identity Theft

The 2013 Survey on Medical |dentity Theft by Ponemon Institute found that 36 percent of
medical identity theft victimsincurred an average of $18,660 in out-of-pocket expenses.g These
costs stem from medical identity theft and include: 1) reimbursement to healthcare providers for
services received by the identity thief; 2) money spent on identity protection, credit counseling,
and legal counsel; and 3) payment for medical services and prescriptions because of alapsein
healthcare coverage.®

Other Harms from Medical Identity Theft

In addition to out-of-pocket costs, victims spent a significant amount of time resolving the
problems caused by medical identity theft. According to the Ponemon Institute survey, the
amount of time it takes to resolve the crime can discourage victims of medical identity theft from
even trying to fix the problem. Thisis due, in part, because healthcare organizations believe they
cannot release medical records that include the identity thief’s sensitive personal information to a
victim of medical identity theft. For those victims who did try, 36 percent of respondents say it
took nearly ayear or more working with their healthcare providers or insurers to resolve the
crime, and 48 percent say “the crimeis still not resolved.”10

Another problem is health insurance. The Ponemon survey found that 39 percent of medical
identity theft victims lost their healthcare coverage.l! Most life and health insurance
organizations subscribe to organizations such as the Medical Information Bureau, which isan
insurance consumer reporting agency that maintains a database of medical information to help
insurers determine risk and insurance rates for individual consumers.22 A medical identity theft
victim who has been diagnosed with and received prescriptions for conditions that are costly to
treat, like cancer or HIV, could possibly lose life or health insurance coverage.

8 ponemon Institute 2013 Survey on Medical Identity Theft, p. 5.
9 ponemon Institute 2013 Survey on Medical Identity Theft, p. 5.
10 ponemon 2013 Survey on Medical Identity Theft, p. 12.
11 ponemon 2013 Survey on Medical Identity Theft, p. 10.

12 The Facts about the Medical Information Bureau (MIB). From http://www.mib.com/facts about mib.html.

15
CX0742 page 15

Exhibit 17



The Ponemon survey on medical identity theft breaks down other harms of medical identity theft
to victimsincluding serious health-related risks, loss of confidence in their medical care provider,
and more. Using statistics from the Ponemon study,!3 Table 2 below illustrates the health risks to
victims of medical identity theft:

Table 2. Other Harmsfrom Medical | dentity Theft Ponemon Per centage of
Medical Identity Victims

Misdiagnosis of Iliness*+ 15%

Delay in Receiving Medical Treatment*+ 14%

Mistreatment of IlIness*+ 13%

Wrong pharmaceuticals prescribed*+ 11%

* Conseguences as a result of inaccuracies in health records.
+ Respondents were permitted two choices for this portion of the survey.

Potential for Reputational Harm from Medical Identity Theft

Reputational harm can occur from the loss of sensitive personal health information. Medical
identity theft victims who may have sexually transmitted diseases are particularly sensitive to
having their condition disclosed. Consumers diagnosed with cancer may feel similarly
stigmatized. There have also been cases of criminals trying to extort money in exchange for not
disclosing sensitive information. Two cases were reported in 2008, in which criminalstried to
extort money from Express Scripts and Medical Excess LLC, asubsidiary of AlG, in return for
not disclosing health records.14

13 ponemon 2013 Survey on Medical Identity Theft, p. 8.

14 «Express Scripts Data Breach Leads to Extortion Attempt,” by Sarah Rubenstein, November 7, 2008, Wall Street
Journal Health Blog, http://blogs.wsj.com/health/2008/11/07/express-scripts-data-breach-leads-to-extortion-
attempt/.
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V1. Analysis of Risk of Harm from LabMD’s Failure to Protect
Consumer Data

In this section, | analyze the risk of harm from medical identity theft to consumers resulting from
LabMD’sfailure to provide reasonable and appropriate security for consumers’ personal
information maintained on its computer networks. Specifically, | identify the possible harm to the
approximately 10,000 consumers known to be affected by LabM D’ s unauthorized disclosures of
sensitive personal information. Given the specific circumstances of this case, in which LabMD’s
sensitive consumer data was found in the hands of known identity thieves and the fact that this
sensitive consumer data was found on P2P networks as recently as November 2013—and may
still exist on these networks—these estimates should be viewed as a floor versus universe of
potential harms that could befall the 10,000 affected consumers.

| also explain how, irrespective of these two incidents, LabMD’s failure to provide reasonable
and appropriate security for more than 750,000 consumers' personal information maintained on
its computer networks creates arisk of unauthorized disclosure of thisinformation, thus causing
alikelihood of substantial harm to consumers.

Consumers’ Ability to Avoid Possible Harms

A consumer cannot know about the security practices of every company that collects or
maintains his or her personal information. As aresult, states have enacted data breach
notification laws (see Appendix C for alist of the state data breach notification lawsin effect in
May 2008). Generally, notifications are intended to aert affected consumers of a breach so that
they can take actions to reduce their risk of harm from identity crime. Without notification,
consumers have no way of independently knowing about an organization’s unauthorized
disclosure of their sensitive information.

It should be noted that breach notification doesn’t completely eliminate the risk of harm to
consumers from identity crimes. The fact that a consumer’s sensitive personal information has
been disclosed significantly increases the risk of harm—especially if thisinformation isin the
possession of criminals. Javelin Research finds that almost one in three data breach victimsin
2013 fell victim to identity fraud in the same year.1

For my analysis| used the following four factors to examine the likely risk of harm to consumers
from the unauthorized disclosure of their sensitive personal information:

15 Javelin 2014 Identity Fraud Report, p. 8.
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1. The nature and extent of the sensitive personal information involved, including the types of
identifiers and the likelihood of re-identification. In other words, could the disclosed
consumer data elements be used to facilitate identity theft, identity fraud, and medical
identity theft? Was sensitive personal data part of the unauthorized disclosure (e.g., name,
medical records, health insurance number, diagnostic codes)?

2. The unauthorized person who used the protected health information or to whom the
disclosure was made. For instance, was this an employee disclosing the information to
another employee, which poses alow risk, versusto an unauthorized individual not
associated with that entity, be it another consumer, business, identity thief, etc.?

3. Whether the sensitive personal information was actually acquired or viewed. An example:
Was the information stored on a secure encrypted device such as alaptop or storage drive, or
were they paper health records left on a public bus and viewed by others?

4. The extent to which the risk to the protected health information has been mitigated. For
instance: Were copies of sensitive information destroyed during its recovery from
unauthorized parties, or isthe data still available for others to misuse?

Analysis of the P2P Disclosure (9,300 records)

According to the materials supplied by the FTC, Tiversaaerted LabMD of the unauthorized
disclosure of the P2P Insurance Aging file that contained 9,300 consumer recordsin May 2008.
The compromised data included:

. First and last names, and middle initials

. Dates of birth

. Nine-digit Social Security numbers

. Health insurance provider numbers, names, addresses, and phone numbers
. Current Procedural Terminology (CPT) diagnostic codes

. Billing dates and amounts

| analyzed these data elements looking at the first risk factor, specifically the nature and extent of
the information disclosed. Approximately 9,300 consumers sensitive datawas found in a
LabMD document available on a P2P network on February 5, 2008, in clear text, according to
Rabert Boback’s testimony. The disclosure of names with corresponding Social Security
numbers, health insurance provider numbers, and CPT diagnostic codes pose a greater risk of
various identity crimes.
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The second and third risk factors consider to whom the disclosure was made and whether the
information was acquired and viewed. In histestimony, Boback said that the P2P Insurance
Aging file was found at four | P address along with unrelated sensitive consumer information that
could be used to commit identity theft. Boback also testified sensitive consumer information in
the P2P file could be available to anyone who had access to the peer-to-peer network. He also
stated that law enforcement had apprehended someone suspected of identity theft or fraud using
one of the IP addresses.

The fourth risk factor is the extent to which the risk to a consumer’s personal information has
been mitigated. According to Boback’s testimony, the P2P Insurance Aging file was first found
on the peer-to-peer network on February 5, 2008, at | P address 68.107.85.250. It was found again
on November 5, 2008, at |P address 173.16.83.112; again on April 7, 2011, at |P address
201.194.118.82; and yet again on June 9th in 2011, at |P address 90.215.200.56. Boback also
said Tiversa searched for the file in preparation for his testimony on November 21, 2013, and till
found the file available on the P2P network. LabMD did not mitigate the risk of identity crimes
created by this unauthorized disclosure by notifying consumers. In my experience, a significant
number of these consumers have or could still fall victim to identity crimes since they have no
way of independently knowing that LabMD disclosed their information without authorization
almost 6 years ago. This unauthorized disclosure puts the affected consumers at a significantly
higher risk of identity crimes than the general public.

Harm from P2P Disclosure

Estimated Financial Out-of-Pocket Cost to Victims of Medical Identity Theft
According to the findings from the 2013 Survey on Medical Identity Theft by Ponemon Institute,

0.0082 is the estimated base rate for medical identity theft in the U.S.16 This represents the
proportion of consumers who indicated that they were medical identity theft victims, as drawn
from arepresentative panel of 5,000 adult-aged U.S. consumers.?

Therefore:
9,300 breached records x 0.0082 = 76, the estimated number of victims for medical identity theft.

The Ponemon study also found that 36 percent of victims of medical identity theft paid an
average of $18,660 in out-of-pocket costs.

16 ponemon 2013 Survey on Medical Identity Theft, p. 2.

17 ponemon 2013 Survey on Medical Identity Theft, p. 27.
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Therefore:

9,300 breached victims x 0.0082 base rate x 0.36 = 27 potential victims who would have to pay
the average of $18,660 in out-of-pocket costs. Consumers' out-of-pocket costs would exceed
$500,000.

Estimation of “Other” Injury from Medical Identity Theft

As discussed in Section V, medical identity theft and identity fraud have the potential to cause
“substantial injury” to consumers in ways that are not directly related to finances. And as also
mentioned above, LabMD’s failure to notify the 9,300 individuals whose information isin the
P2P Insurance Aging file potentially puts these consumers' health and safety at risk.

Table 3 below estimates the number of these consumers who could experience other kinds of
harm.18

Table 3. Projected Number of Victims Suffering “ Other Harms” from Medical Identity Theft

“Other Harms” from Medical Ponemon % of Projected
Identity Theft Medical Identity Number of
Victims Victims**
Misdiagnosis of Iliness*+ 15% 11
Delay in Receiving Medical 14% 11
Treatment*+
Mistreatment of Iliness*+ 13% 10
Wrong pharmaceuticals prescribed*+ 11% 8
Loss of health insurance coverage 39% 30

*Conseguences as a result of inaccuracies in health records.

+ Respondents were permitted two choices for this portion of the survey.

** Calculation for number of possible victimsis number of medical records (9,300) x 0.0082 Ponemon percentage of medical
identity theft victims x Ponemon “ % other harm.”

18 ponemon 2013 Survey on Medical Identity Theft, pp. 8,10.
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Reputational Injury from Medical Identity Theft

In addition to SSNs and health insurance information, some of the most sensitive medica
information disclosed by LabMD are the CPT codes indicating various tests that had been
performed. (For an analysis of each CPT code included in the 1,718-page P2P Insurance Aging
file, please see Appendix D.) The consumers identified in this file had various medical tests
performed, as indicated by the CPT codes. Severa of the CPT codes indicate tests for the
presence of prostate cancer, testosterone levels, or STDs—specifically HIV, hepatitis, and herpes.

. There were 3,195 instances of CPT code 84153; 548 instances of CPT code 84154; and
109 instances of CPT code G0103. These CPT codes describe tests for “prostate specific
antigen”—an indication of possible prostate cancer. More than 3,000 consumers had
these CPT codes linked to their name.

. There were 134 instances of CPT code 84402 and 435 instances of CPT code 84403,
which test for testosterone levels. Testosterone results can be used to evaluate men for
testicular dysfunction. In men, low levels of testosterone may cause reduced fertility or
lack of libido. More than 400 consumers had these CPT codes linked to their name.

. Nineteen (19) consumers had one or more of the following CPT codes, indicating tests
for herpes. 86694, 86695, and 86696.
. Six consumers (6) had one or more of these CPT codes, indicating tests for hepatitis B or

C: 86705 and/or 86706.
. There were 13 instances of CPT code 86689, which indicates atest for HIV.

Testing for these sensitive medical conditions does not necessarily indicate a diagnosis.

However, disclosure of the fact that the tests were performed could cause embarrassment or other
negative outcomes, including reputational harm and changes to insurance for these consumers,
including life, health, and disability insurance. Once this health datais disclosed, it isimpossible
to restore the consumers’ privacy.

Analysis of Sacramento Disclosure (~600 Records on Day Sheets, 9 Personal
Checks, 1 money order)

The Sacramento Police Department discovered sensitive personal information in the possession
of known identity thieves, including 40 pages of Day Sheets with approximately 600 records,
and nine personal checks and one money order made out to LabMD. The compromised data
contained on the LabMD Day Sheets included:

. First and last names, and middle initials
. Nine-digit Social Security numbers
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. Billing dates and amounts

The compromised data contained on the nine checks included:

. First and last names, and middle initials

. Address

. Nine-digit Social Security numbers

. Bank routing and account numbers (on checks)

. Amounts

. Signatures

. Handwritten comments that appear to be SSNs, check numbers, and amounts

| analyzed these data elements using the first risk factor: the nature and extent of sensitive
personal information disclosed. This incident disclosed sensitive consumer information,
specifically names, nine-digit SSN's, and bank routing and account numbers on the nine checks.
This sensitive personal information could be used to commit identity theft and identity fraud.

The Sacramento Police Department found 40 pages of LabMD Day Sheets and nine checks
during an arrest on October 5, 2012, in the possession of two individuals who pleaded “no
contest” to identity theft. While Detective Jestes said in her testimony that she could not confirm
that the identity thieves used this data to commit identity fraud, the fact that known identity
thieves acquired this information increases the possibility that the crime occurred. | based this
analysis on the second and third risk factors—who had access to and who viewed the data.

The fourth risk factor considers what actions LabMD has taken to reduce the risk of harm to
consumers. Michael Daugherty said LabMD notified the consumers listed on the Day Sheets on
March 27, 2013. LabMD mitigated some of the risk of harm for these consumers with
notification and tools like credit monitoring. Even though LabMD provided notice, however,
there is a strong possibility some of the approximately 600 consumers will still fall victim to
identity theft and identity fraud. In particular, the unauthorized disclosure of SSNs creates the
opportunity for identity crimes over along period of time since consumers don’t typically change
their SSNs after being notified of a breach. Changing an SSN can be a cumbersome process and
doesn’t necessarily solve al problems. For example, government agencies and private businesses
maintain records under consumers’ “old” SSNs, and credit reporting companies may use “old’
SSNsto identify credit records.19

In my experience, unauthorized disclosures of SSNsincreases the risk of identity crimesfor
consumers. Only asmall percentage of consumers who receive notification of a breach will call

19 «|dentity Theft and Your Social Security Number,” p. 7, by Social Security Administration, December 2013. From
http://www.socialsecurity.gov/pubs/EN-05-10064. pdf.
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into consumer hotlines. An even smaller percentage will take advantage of free credit
monitoring. According to Michael Daugherty’s March 4, 2014, testimony, approximately 12
percent of the consumers notified enrolled in credit monitoring. Since most consumers won't
take any actions to protect themselves—opt in to credit monitoring or set afraud alert—even
after knowing they are at elevated risk of identity crimes, they become even more vulnerable to
these crimes.

Use of SSNs in Day Sheets

The FTC analysis of the approximately 600 SSNs using the CLEAR database revealed that 314
SSNs had multiple names listed. | eliminated those that were due to misspellings, name changes,
and typos, leaving approximately 100 SSNs that appear to have been used by people with
different names. More than one individual using the same SSN is an indicator that identity
thieves may have used this information to commit identity theft.

The Sacramento Police Department arrested two known identity thieves who had access to
LabMD'’s sensitive personal information, which increases the risk of harm for the approximately
600 consumers affected by the unauthorized disclosure of their sensitive personal information.

Consumer Harm from Failing to Provide Reasonable and Appropriate
Security

Setting aside the unauthorized P2P disclosure and the unauthorized Sacramento disclosure,
LabMD’sfailure to provide reasonable and appropriate security for all its consumers' personal
information maintained on its computer networks creates an elevated risk of unauthorized
disclosure of thisinformation. This elevated risk, in turn, islikely to cause substantial harm to
consumers, in the form of the identity crimes| previously discussed (i.e., identity theft, identity
fraud, and medical identity theft). These crimes cause a wide range of economic and non-
economic harms to consumers.

Cyber criminals are targeting healthcare organizations because of the high value of sensitive
medical information. Organizations with inadequate data security programs are vulnerable to
unauthorized disclosures of sensitive personal information. A recently published report by the
SANS Institute (an organization that provides security training and certification) found that
healthcare systems are the target of cyber thieves, increasing the risk of data theft and fraud.2°

20 SANS Health Care Cyberthreat Report: Widespread Compromises Detected, Compliance Nightmare on Horizon,

p. 4, by Barbara Filkins, sponsored by Norse, February 2014. From http://norse-corp.com/
HealthcareReport2014.html.
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Submitted by

Rick Kam, President and Co-Founder of 1D Experts

24
CX0742 page 24

Exhibit 17



Appendix A: CV

Rick Kam CV

Date Updated: 1-30-2014

I. Title: President and co-founder, ID Experts

[1. Work Experience—Present
Rick Kam, Certified Information Privacy Professional (CIPP/US), is president and

co-founder of 1D Experts, based in Portland, Oregon. He has extensive experience |leading
organizations in the development of policies and solutions to address the growing problem of
protecting protected health information (PHI) and personally identifiable information (PIl), and
remediating privacy incidents, identity theft, and medical identity theft.

Mr. Kam leads and participatesin several cross-industry data privacy groups, speaks at
conferences and webinars, and regularly contributes original articles, including a monthly guest
articlein Government Health I T, and offers commentary to privacy, data breach risk, and IT
publications. Heis often quoted as a resource in news articles about medical identity theft,
privacy and data breach.

[11.About ID Experts
Co-founded by Kam in 2003, ID Experts delivers services that address the organizational risks

associated with sensitive personal data, specifically protected health information (PHI) and
personaly identifiable information (PI1). The teams that Kam has supervised at ID Experts have
managed hundreds of data breach incidents, protects millions of individuals, and serves leading
healthcare providers, insurance organizations, universities, and government agenciesand is
exclusively endorsed by the American Hospital Association.

V. Affiliations and Organizations
Asaprivacy professional, | actively work on initiatives that focus on data privacy to protect

consumers and their sensitive personal information, and | belong to or have belonged to the
following organizations:

e Chair of PHI Protection Network (PPN), an interactive network of privacy professionals
focused on expediting the adoption of best practices to protect sensitive personal medical
information. (2012 - present)

» Chair of The Santa Fe Group Vendor Council ID Management Working Group, which
published Victims' Rights: Fighting Identity Crime on the Front Lines, February 2009.
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This white paper explores trendsin identity crimes, the victim’s experience, and proposes
avictim’'s“hill of rights.” (2008- 2012)

e Chair of the American National Standards Institute (ANSI) Identity Management
Standards Panel “PHI Project,” a seminal research effort to measure financial risk and
implications of data breach in healthcare, led by the American National Standards
Institute (ANSI), viaits Identity Theft Prevention and Identity Management Standards
Panel (IDSP), in partnership with the Shared Assessments Program and the Internet
Security Alliance (ISA). The “PHI Project” produced The Financial Impact of Breached
Protected Health Information. (2011 - 2012)

» Co-Chair of three other cross-industry working groups that published whitepapers on
assessing cyber and data breach risks. The reports include | DSP Workshop Report:
Measuring |dentity Theft; The Financial Management of Cyber Risk: An Implementation
Framework for CFOs; and The Financial Impact of Cyber Risk: 50 Questions Every CFO
Should Ask. (2007 - 2012)

» Contributor to the Research Planning Committee for the University of Texas Center for
| dentity, which focuses on identity management and identity theft risk mitigation best
practices. |D Experts provided case studies of identity crimesto an analytical repository
of identity threats and counter measures called | dentity Threat Assessment and Prediction
(ITAP). (2009 - present)

e Member of the International Association for Privacy Professionals (IAPP), the most
comprehensive, member-based privacy community and resource. Mr. Kam maintains a
Certified Information Privacy Professional CIPP/US certification for data privacy. (2010 -
present)

*  Member of Healthcare Information and Management Systems Society (HIMSS), a global,
member-based non-profit focused on the betterment of healthcare information
technology. (2010 - present)

»  Member of Health Care Compliance Association (HCCA), a member-based non-profit
that provides training, certification and resources in support of ethics and regulatory
compliance in healthcare. (2011-present)

» Founding member of the Medical Identity Fraud Alliance (MIFA), agroup of over 40

private and public industry membersin the fight against medical identity theft and
medical fraud. (2013 - present)

. Speaking Engagements
» HCCA 2014 Compliance Institute, March-April, 2014 (schedul ed)
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Topic: Evolving Cyber Threatsto PHI: How Can We Safeguard Data to Lessen the
Frequency and Severity of Data Breaches

National HIPAA Summit, February 5-7, 2014
Topic: HIPAA Security

The National Health Care Anti-Fraud Association (NHCAA) Institute for Health Care
Fraud Prevention, 2013 Annual Training Conference, November 2013

Topic: Electronic Health Records & Cyber Crime

IAPP Practical Privacy Series, October 2013
Topic: Vendor and Data Strategy: The CVS Caremark Case Study

ID Experts Webinar, September 23, 2013
Topic: HIPAA Omnibus Rule Kicks Off

Federal Trade Commission Panel, May 2013
Topic: Senior Identity Theft: A Problemin This Day and Age

HCCA 2013 Compliance Institute, April 2013
Topic: Mobile Threats and How Healthcare Can Reduce Risks

PHI Protection Network, March 2013
Topic: Understanding the Complexities of PHI Privacy and Security: Turning

PHI Security Into a Competitive Advantage

American Hospital Association Webinar, August, 2012
Topic: Data Breach Containment in an Uncontained World: Featuring a Case Sudy from
Henry Ford Hospital

ID Experts Webinar, April, 2012
Topic: How to Mitigate Risks, Liabilities, & Costs of Data Breach of Health Info by Third
Parties

PHI Project Webinar, March 2012
Topic: The Financial Impact of Breached Protected Health Information: A Business Case
for Enhanced PHI Security

ID Experts Webinar, December, 2011
Topic: Second Annual Benchmark Survey on Patient Privacy and Data Security
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ID Experts Webinar, October, 2011
Topic: Minimizing Risks of Lawsuits and Fines when Managing a Data Breach Response

IAPP Global Privacy Summit, March 2011
Topic: Early Preview: Results from ANS Working Group on Financial |mpact of

Unauthorized Disclosure of PIl & PHI

ID Experts Webinar, November, 2010
Topic: Ponemon Institute Benchmark Study on Patient Privacy and Data Security

ID Experts Webinar, July, 2010
Topic: Avoiding Increased Risks and Liabilities Under the Just Released HITECH/HIPAA
Rules

ID Experts Webinar, May, 2010
Topic: Are You Ready for Data Breaches under the New HITECH Act?

IAPP Global Privacy Summit, April 2010
Topic: Data Breach Risks and the HITECH Act: Best Practices for Risk Assessments,

Notification and Compliance

Blue Ribbon Panel Discussion, November 2010
Topic: HIPAA Security Risk Analysis Do’s and Don'ts

Blue Ribbon Panel Discussion, August 2010
Topic: Chain of Trust: Implications for BAs and Subcontractors

HIMSS Analytics Webinar, November 2009
Topic: 2009 HIMSS Analytics Report: Taking a Pulse on HITECH, Are Hospitals and
Associates Ready?

Santa Fe Group Panel Discussion Webinar, April 2009
Topic: Identity Crime Trends and Victims Bill of Rights

Javelin Strategy and Research Webinar, January, 2009
Topic: Data Breach Defense 2009: Prevention, Detection and Resolution Strategiesto
Help Protect Your Bottom Line

Association of Certified Fraud Examiners (ACFE), July 2008
Topic: Anatomy of a Data Breach Response

Federal Office Systems Exposition (FOSE) Conference, April 2008
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Topic: Independent Risk Analysis. Providing Public Agencies a More Effective Solution
to Mitigate Risk

» National Association of Independent Fee Appraisers, November 2005
Topic: Identity Theft

» ArizonaBankers Association & Federal Bureau of Investigation, Financia Institutions
Fraud & Security Seminar, September 2005
Topic: Avoid the Crisis. Reduce the Chance Your Bank and Customers WII Be Hit

VI.Education
Kam received his BA in Management and Marketing from the University of Hawaii, Honolulu,

HI.

VI1I.Published Works
Key articles Mr. Kam has authored:

e Medical Identity Theft
5 Not-So-Merry Tales of Healthcare Fraud Dark Side

By Rick Kam and Christine Arevalo, Government Health I T, December 20, 2013
http: //www.govheal thit.com/news/5-not-so-mer ry-tal es-healthcare-fraud-dark-side

The Surprising Truth About Medical 1D Thieves

By Rick Kam, Government Health IT, October 11, 2013

http: //www.govhealthit.comynews/sur prising-tr uth-about-medi cal -id-thieves- EHR-ACA-
privacy-security

The Growing Threat of Medical |dentity Fraud: A Call to Action
By The Medical Identity Fraud Alliance with Rick Kam as Contributor, July 2013
http: //medidfraud.org/the-growing-threat-of-medi cal -i dentity-theft-a-call -to-action/

8 Waysto Fight Medical 1D Theft
By Rick Kam, Government Health I T, June 17, 2013
http: //www.govheal thit.com/news/commentary-8-ways-fight-medi cal -i d-theft

Victim’s Rights: Fighting Identity Crime on the Front Lines
By The Santa Fe Group with Rick Kam as Chair, February 2009

http: //santa-fe-group.com/wp-content/upl oads/2010/07/SFG-I dentity-Crime-Bill-of -
Rights-Feb09.pdf
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Protected Health Information (PHI)

What isYour PHI worth?
By Rick Kam, Government Health I T, February 21, 2013
http: //www.govheal thit.com/news/what-your-phi-worth

The Financial Impact of Breached Protected Health Information

Rick Kam, contributor. Published by the American National Standards Institute (ANSI),
viaits Identity Theft Protection and I dentity Management Standards Panel (IDSP), in
partnership with The Santa Fe Group/Shared A ssessments Program Healthcare Working
Group, and the Internet Security Alliance (ISA), 2012

http://webstore.ansi.org/phi/

PHI Protection Network Announced
By Rick Kam, ID Experts Blog, October 17, 2012
http: //www2.idexpertscor p.convbl og/single/phi-protecti on-networ k-announced/

The Lifecycle of PHI and M obile Device I nsecurity
By Rick Kam, Government Health I T, June 18, 2012
http: //www.govheal thit.com/news/lifecycl e-phi-and-mobile-device-insecurity

Protected Health Information Should Come with a Disclaimer —“Handle with
Care”

By Rick Kam, ID Experts Blog, March 5, 2012

http: //www2.idexpertscor p.convbl og/singl e/ protected-heal th-i nfor mati on-shoul d-come-
with-a-disclaimer-handle-with-care/

Protecting PHI: An Industry Initiative and I mper ative

By Rick Kam, ID Experts Blog, April 22, 2011

http: //www2.idexpertscor p.convbl og/single/protecting-phi-an-industry-initiative-and-
imper ative/

ANSI and Shared Assessments PHI Project Launched

By Rick Kam, ID Experts Blog, March 23, 2011

http: //www2.idexpertscor p.convbl og/singl e/ansi-and-shared-assessments-phi-proj ect-
launched/

I dentity Theft

IDSP Workshop Report: Measuring I dentity Theft
Rick Kam, contributor. Published by the American National Standards Institute’'s (ANSI)
Identity Theft Prevention and Identity Management Standards Panel (IDSP), 2009
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http://webstore.ansi .org/identitytheft/#Measuring

Data Breach

Data Breaches: 10 Yearsin Review
By Rick Kam, ID Experts Blog, July 10, 2013
http: //www2.idexpertscor p.convblog/single/data-breaches-10-year s-in-review/

2013: TheYear of the Data Breach: 11 Data Security Tipsto Immunize Your
Organization

By Rick Kam, ID Experts Blog, January 9, 2013

http: //www2.idexpertscor p.convblog/single/2013-the-year-of-the-data-breach-11-data-
security-tips-to-immunize-your-org/

Why Healthcare Data BreachesAre a C-Suite Concern

By Rick Kam and Larry Ponemon, Forbes, December 7, 2012

http: //www.for bes.convsites/ciocentral/2012/12/07/why-heal thcare-data-breaches-are-a-
c-suite-concern/

5 Key Recommendationsto Minimize Data Breaches
By Rick Kam, HITECH Answers, December 6, 2012
http: //www:.hitechanswer s.net/5-key-recommendati ons-to-minimi ze-data-breaches/

New Ponemon Study Reveals“ Common-Cold Frequency” of Data Breaches

By Rick Kam, ID Experts Blog, December 5, 2012

http: //www2.idexpertscor p.convbl og/singl e/new-ponemon-study-reveal s-common-col d-
frequency-of-data-breaches/

Three Top Data Breach Threats

By Rick Kam and Jeremy Henley, Western Pennsylvania Hospital News, November 1,
2012

http: //mww. pagetur npro.com/\Wester n-PA-Hospital -News/41635-Wester n-PA-Hospital -
News,-I ssue-10/index.html#22

Reducing the Risk of a Breach of PHI from M obile Devices
By Rick Kam, HITECH Answers, September 26, 2012

http: //www.hitechanswer s.net/reduci ng-the-risk-of-a-breach-of-phi-from-mobil e-devices/

Healthcare Data Breaches: Handle with Care
By Rick Kam and Jeremy Henley, Property Casualty 360, March 20, 2012
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http: //www. propertycasual ty360.com/2012/03/20/heal thcare-data-breaches-handl e-with-
care

What’s Driving the Rise in Data Breaches?
By Rick Kam and Jeremy Henley, Property Casualty 360, March 14, 2012
http: //www. propertycasual ty360.com/2012/03/14/whats-driving-the-rise-in-data-breaches

Wi-Fi Networks L eaving Patients Susceptible to L oss of Personal Data

By Rick Kam, ID Experts Blog, July 20, 2011

http: //www2.idexpertscor p.convbl og/singl e/wi-fi-networ ks-leavi ng-pati ents-susceptibl e-
to-loss-of-personal -data/

e Privac
Go)égle Glassand Other Devices Presenting New Crop of Privacy Risks
By Rick Kam, Government Health I T, August 14, 2013
http: //www.govheal thit.conynews/googl e-gl ass-and-other -devi ces-presenti ng-new-crop-
privacy-risks

5 Stepsto Protect Patient Privacy
By Rick Kam and Larry Ponemon, Government Health I T, December 07, 2012
http: //www.govheal thit.com/news/5-steps-protect-patient-privacy

Electronic Health Recordsvs. Patient Privacy: Who Will Win?
By Rick Kam and Doug Pollack, IAPP, October 23, 2012
https://www.privacyassociation.org/publications/

2012 11 01 the healthcare privacy balance

IsPrivacy a Constitutional Right in America?
By Rick Kam, ID Experts Blog, May 27, 2011
http: //www2.idexpertscor p.convblog/single/is-privacy-a-constitutional -right-in-america/

e Cyber Risk/Security
4 Stepsfor Business Associatesto Comply with Omnibus HIPAA
By Rick Kam and Mahmood Sher-Jan, Government Health I T, September 20, 2013
http: //www.govheal thit.com/news/4-steps-busi ness-associ ates-compl y-omni bus-hipaa

3 Waysto Make Data Protection More Patient-Centric

By Rick Kam, Government Health I T, April 9, 2013
http: //www.govheal thit.com/news/3-steps-buil ding-patient-centric-privacy-and-security
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The Financial Management of Cyber Risk: An Implementation Framework for
CFOs

Rick Kam, contributor. Published by the American National Standards Institute (ANSI)/
Internet Security Alliance (1SA), 2010

http://webstore.ansi.org/cyber security.aspx

The Financial Impact of Cyber Risk: 50 Questions Every CFO Should Ask
Rick Kam, contributor. Published by the American National Standards Institute (ANSI)/
Internet Security Alliance (1SA), 2008

http://www.ansi.org/meetings_events/events/cyber risk09.aspx?menuid=8

¢ Regulatory/Compliance

Privacy and Security Compliance Wish List 2014
By Rick Kam, Government Health I T, January 14, 2014
http: //www.govheal thit.convblog/privacy-and-security-pros-compliance-wish-list-2014

11 Data Security Tipsfor a Healthy Organization in 2013
By Rick Kam, Government Health I T, January 08, 2013
http: //www.govheal thit.conVnews/11-data-security-ti ps-heal thy-organi zation-2013

Appendix B: Literature Review

Date

Feb.
2014

Feb.
2014

Dec.
2013

Publication/Title URL Author Description

2014 Identity Fraud Report: = https:/ Javelin Analysis of fraud trends to

Card Data Breaches and www.javelinstrategy.c = Strategy & help consumers, financial

Inadequate Consumer om/brochure/314 Research institutions, and businesses

Password Habits Fuel prevent, detect, and resolve

Disturbing Fraud Trends fraud.

SANS Health Care http://norse-corp.com/  Barbara Discusses the vulnerabilities

Cyberthreat Report: HealthcareReport2014  Filkins, of the healthcare industry to

Widespread Compromises  .html sponsored by  cyberthreats.

Detected, Compliance Norse

Nightmare on Horizon

Identity Theft and Your http:// Social Security = Consumer tips on protecting

Social Security Number www.socialsecurity.go  Administration = against SSN-related identity
v/pubs/ theft.

EN-05-10064.pdf
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Dec.
2013

Nov. 7,
2013

Oct.
2013

Oct.
2013

Sept. 20,
2013

Sept.
2013

April
2013

January
2013

Victims of |dentity Theft,
2012

TIGTA Report: The IRS
Needs to Improve
Customer Service for
Identity Theft Victims

First Aid for Medical
Identity Theft: Tipsfor
Consumers

Medical Identity Theft:
Recommendations for the
Age of Electronic Medical
Records

Detection Has Improved;
However, [dentity Theft
Continuesto Result in
Billions of Dollarsin
Potentially Fraudulent Tax
Refunds

2013 Survey on Medical
Identity Theft

2013 Data Breach
Investigations Report

Tips for Taxpayers, Victims
about |dentity Theft and
Tax Returns

http://www.bjs.gov/
content/pub/pdf/
vit12.pdf

http://
WwWw.treasury.gov/
tigta/press/

press tigta-2013-40.ht
m

https://oag.ca.gov/
sites/all/files/agweb/

pdfs/privacy/
cis 16 med id theft.

pdf

https://oag.ca.gov/
sited/all/files/agweb/

pdfs/privacy/
medical id theft reco

mmend.pdf

http://
WwWW.treasury.gov/
tigta/auditreports/

2013reports/
201340122fr.html

http://medidfraud.org/

2013-survey-on-
medi cal-identity-theft/

http://
WW\W.VErizonenterpris

e.com/DBIR/2013/

http://www.irs.gov/
uac/Newsroom/Tips-
for-Taxpayers,-
Victims-about-

I dentity-Theft-and-
Tax-Returns

Bureau of
Justice
Statistics, U.S.
Department of
Justice

Treasury

I nspector
General for
Tax
Administration

Cdlif. Dept. of
Justice

KamalaD.
Harris,
Attorney
General, Calif.
Dept. of
Justice

Treasury

I nspector
General for
Tax
Administration

Ponemon
Institute

Verizon

Internal
Revenue
Service

In-depth statistical analysis
on identity theft victimsin
2012.

Press release

Consumer information on
medical identity theft.

Recommendations to help
prevent, detect, and mitigate
the effects of medical
identity theft.

Report to determine whether
the IRS hasimproved its
programs and procedures to
identify and prevent
fraudulent tax refunds
resulting from identity theft.

M easures the prevalence,
extent, and impact of medical
identity theft in the United
States to consumers and the
healthcare industry.

Provides global insightsinto
the nature of data breaches
that help organizations better
understand the threat and
take the necessary steps to
protect themselves.

Consumer tips for protecting
against and remediating tax-
related identity theft.
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2013

2013

June
2012

March
2012

Oct.
2009

2009

Nov. 7,
2008

2013 Identity Fraud Report:
Data Breaches Becoming a
Treasure Trove for
Fraudsters

Cybercrime and the
Healthcare Industry

Creating a Trusted
Environment: Reducing the
Threat of Medical Identity
Theft

The Financia Impact of
Breached PHI

IDSP Workshop Report:
Measuring Identity Theft

Medical Identity Theft
Final Report

Express Scripts Data
Breach Leads to Extortion
Attempt

https://
www.javelinstrategy.c
om/brochure/276

http://www.emc.com/
collateral /white-
papers/h12105-
cybercrime-
healthcare-industry-

rsa-wp.pdf

https://
www.himss.org/files/

HIM SSorg/content/
files/
CreatingaTrustedEnvi
ronment Reducing th
e Threat of Medical
Identify TheftFINA

L.pdf

http://
webstore.ansi.org/phi/

http://
webstore.ansi.org/
identitytheft/
#Measuring

http://

www.healthit.gov/
sites/default/files/

medidtheftreport0115
09 0.pdf

http://blogs.ws].com/
health/2008/11/07/
express-scripts-data-
breach-leads-to-

extortion-attempt/

35

Javelin
Strategy and
Research

RSA, The
Security
Division of
EMC

HIMSS
Privacy and
Security Task
Force, Kroll-
sponsored

Workgroups

Workgroup #2
of IDSP

Booz Allen
Hamilton

Sarah
Rubenstein,
Wall Street
Journal Health
Blog

Analyzes fraud trends in the
context of a changing
technological and regulatory
environment in order to
inform consumers, financial
institutions, and businesses
on the most effective means
of fraud prevention,
detection, and resolution.

Discusses the growing threat
of cybercrime to electronic
healthcare data.

Evaluates risk and mitigation
strategies for protecting PHI.

ANSI whitepaper on the
financial impact of breached
protected health information.

Addresses how research
companies measure identity
crime. Includes a catal og of
166 research projects to date.

Recommendations for
addressing issues from a
“town hall” meeting.
Prepared for HHS, and ONC
for Health Information
Technology.

Article describing two
extortion attempts involving
patient information.
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Oct.
2008

Sept.
2008

October
2007

May
2006

July
2005

Ongoing

Medical Identity Theft
Environmental Scan

The President’s I dentity
Theft Task Force Report

Identity Fraud Trends and
Patterns: Building a Data-
Based Foundation for
Proactive Enforcement

Medical Identity Theft: The
Information Crime that Can
Kill You

Identity Theft Literature
Review

The Facts about MI1B

http://

www.healthit.gov/
sites/default/files/

hhs onc medid theft

envscan 101008 fin

al cover note O.pdf

http://www.ftc.gov/
sites/default/files/
documents/reports/

presidents-identity-
theft-task-force-

report/

081021taskforcereport

-pdf

http://www.utica.edu/

academic/institutes/

ecii/publications/

media/

cimip id theft study

oct 22 noon.pdf

http://

www.worldprivacyfor

um.org/2006/05/

report-medical-

identity-theft-the-
information-crime-

that-can-kill-you/

https://www.ncjrs.gov/

pdffiles1/nij/grants/

210459.pdf

http://www.mib.com/

facts about mib.html

36

Booz Allen
Hamilton

Identity Theft
Task Force

Center for

I dentity
Management
and
Information
Protection,
Utica College

Pam Dixon

Newman and
McNally

Medica
Information
Bureau

Information and insights
about medical Identity theft.
Prepared for HHS, and ONC
for Health Information
Technology.

Documents the Task Force's
efforts to implement
recommendations for
fighting identity theft.

Provides empirical evidence
on which law enforcement
can base enhanced proactive
identity theft control and
prevention efforts.

Report on impact of medical
identity theft including cases.

Identity theft literature
review funded by the
Department of Justice.

Website describing MIB’s
purpose—enabling
companies to offer affordable
life and health insurance to
customers.
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Appendix C: State Breach Notification Laws in Effect before May

2008

The number of the Breach Notification Laws in effect before May 2008 is 41. The following list

includes the effective dates for each state or territory:

In 2003:

California (July 1)

In 2005 (12):

Georgia (May 5)

North Dakota (June 1)
Delaware (June 28)

Florida (July 1)

Tennessee (July 1)
Washington (July 24)
Texas (September 1)
Arkansas (August 12)
Virgin Islands (October 17)
North Carolina (December 1)
Puerto Rico (December 4)
New York (December 7)

I'n 2006 (17):

Connecticut (January 1)
Louisiana (January 1)
Minnesota (January 1)
Nevada (January 1)
New Jersey (January 1)
Maine (January 31)
Ohio (February 17)
Montana (March 1)
Rhode Island (March 1)
Wisconsin (March 31)
Pennsylvania (June 20)
Illinois (June 27)

Idaho (July 1)

Indiana (July 1)
Nebraska (July 14)
Colorado (September 1)
Arizona (December 31)

In 2007 (10):
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Hawaii (January 1)

Kansas (January 1)

New Hampshire (January 1)

Utah (January 1)

Vermont (January 1)

District of Columbia (July 1)
Wyoming (July 1)

Michigan (July 2)

Oregon (October 1)

M assachusetts (October 31)

In 2008:

. Maryland (January 1)
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Appendix D: List of CPT Codes
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83935

83970

83986

84100

84105

84132

84133

84146

84153

84154

‘Osmolality; urine

Parathormone (parathyroid hormone)

PpH; body fluid, not otherwise specified

Phosphatase, acid; prostatic

Phosphorus Inorganic ( phosphate)

Phosphorus inorganic (phosphate); urine

Potassium; serum, plasma or whole blood

Potassium; serum, plasma or whole bloodl; urine

Progesterone

Prolactin

Thetestis o i ine or i Theapecinenisur‘neoolmdavenzu\om
period. Method is high liquid (HPLC). may be i
with ine tumors or even i with intense physical activity, ifewmminmmawmnerem

This test is also known as oxalic acid. Urine collection is over a 24-hour period, or a first moming. The specimen may be taken as an
estimate of daily output. Methods of testing may include it and high liquid The test may be
performed to determine patients at risk of forming oxalate calculi (stones), which are common in the urinary tract.

Thsenmyisobemderedls-l’mmpaumymﬂlespeanenmpoamsemleqlwspeulmnd . Methods may
include i assay (ICMA), (RIA), and i assay (IRMA). Testing determines
the PTH levels and may be used to differentiate between primary or secondary causes of parathyroid disorders

This test may also be called fecal pH, pleural fluid pH, or thoracentesis pH. The specimen for pleural fluid is by thoracentessis; for stool,

fresh random sample; for urine, random sample; or ascitic fiuid by paracentesis, etc. Methods may include a pH meter for pleural fluid;

mmmdmpauprprmm dipstick double indicator principal or pH meter for urine. The test may be ordered to
among on the sample taken and the method used.

Thsmnuyisohehmn-PAPnMpwmcqummue Thespeunemspostmsemm Methods may include
titrate inhibition. This test may be used to stage
prostate cancer, mmmmmemmmmmmrnmdmdwmpmmm

This test may be ordered as PO4. Methods may include imetric and modified tic, and
edounennﬂwmmybepeﬂmmedmmeume@mbwlev&sm o ine a variety of
increase levels. Also, levels may i during the last trimester of pregnancy.
This testis 1o identify the balance. High values may be i with primary
vitamin D deficiency, and renal tubular acidosis; low values may be due to i idism, and vitamin

D toxicity. The test may also be used for nephrolithiasis assessment.

This test may be as Kor K+. ium is the major found in i i skeletal and
cardiac muscle activity. Vewwﬂmmamueﬂwmmrwem&ycanemneammmmmmusﬂeweﬂm&s
and cardiac arrhythmias. Blood specimen is serum, plasma, or whole blood. Methods include atomic absorption spectrometry (AAS), ion-
selective electrode (ISE), and flame emission spectroscopy (FES).

This test may be ordered as urine K+. The specimen is collected by the patient over a 24-hour period or is random urine sample.
Methods may include flame emission photometry and ion-selective electrode (ISE). The test may be ordered to determine elevated levels
for the differential diagnoses of chronic renal failure, renal tubular acidosis, and for diuretic therapy.

This test is performed to determine corpus luteum function, confirm ovulation, and to diagnose incompetent luteal phase and insufficient
plopenemnepmdlummmaybememnemmmm The specimen is serum. Methods may include
(RIA) and direct time.

Prolactin is a hormone secreted by the anterior pituitary gland. This test may be
galactorrhea (lactation disorder), pituitary adenomas, pituitary pmhmmu,mm:pmmymnm Thespecmenspoa—hana
'serum. Methods may include immunoassay and radioimmunoassay (RIA).

The specimen is serum. Methods may include i (RIA) and wo-site i ay. These tests
may be performed to determine the presence of cancer of the prostate, berlmpmuchypemoptw(BPH),pmmms,posl
prostatectomy to detect residual cancer, wubmmmhe(w There are several forms of PSA present in serum. PSA may be

Prostate specific antigen (PSA);
total

(direct

‘with the protease inhibitor alpha-1 anti (PSA-ACT). C PSA is the most measurable form. PSA is also
found in a free form. Free PSA is not complexed to a protease inhibitor. Higher levels of free PSA are more often associated with benign
cconditions of the prostate than with prostate cancer. Tmmmmwsmmwmlveemdswwmammw
present in the serum. A of each form is ish benign from malignant conditions. Code 84152
reports complexed PSA; 84153 is for total serum PSA; 84154 is for free (not complexed) PSA.

The specimen is serum. Methods may include i (RIA) and wo-site i ic assay. These tests
may be performed to determine the presence of cancer of the prostate, benign prostatic hypertrophy (BPH), prostatitis, post
ummwwmrmw,wnmmmm There are several forms of PSA present in serum. PSA may be

Prostate specific antigen (PSA);
free

Serotonin

Sodium;serum, plasma or whole blood

(direct

‘with the protease inhibitor alpha-1 antic (PSA-ACT). C PSA is the most measurable form. PSA is also
found in a free form. Free PSA is not complexed to a protease inhibitor. Higher levels of free PSA are more often associated with benign
conditions of the prostate than with prostate cancer. ToﬁPSAnmsuresbclhmnulexeduuiﬁeelweBmplwdeamlmm
present in the serum. A of each form is i to distinguish benign from malignant conditions. Code 84152
reports complexed PSA; 84153 is for total serum PSA; 84154 is for free (not complexed) PSA.

This test may also be called 5-HT or 5-Hydroxytryptamine. The specimen is whole blood or serum or spinal fluid. A separately reportable
lumbar puncture is performed to collect cerebrospinal fluid (CSF). Methods may include fluorometry, radicimmunoassay (RIA), and gas or
liquid chromatography spinal puncture to obtain specimen is reported separately, see 62270. This test may be performed to diagnose
carcinoid syndrome and severe depression.

Sodium is an electrolyte found in extracellular fluid. Blood specimen for serum, plasma, or whole blood sodium (Na) in 84295 is obtained
by venipuncture. Methods include atomic absorption spectrometry (AAS), flame emission photometry, and ion-selective electrode (ISE).
ﬂlespeunenfovmneNanMSOOism!emdwe'a2¢houpemdofbyrandomumsunue Methods may include flame emission
photometry and ISE. This test is used to identify it ia) levels of sodium due to
various conditions or disease states. RewnMJOZluasodunlevelmmmmmdmmﬂmmwmor
urine.
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84392

84479

84550

84560

84702

85014

85018

‘Sodium;serum, plasma or whole blood; urine

Sulfate, urine

Testosterone; free

Testosterone; total

Thyroxine; total

Thyroxine; free

Thryoid stiumlating hormone (TSH)

Thryoid hormone (T3 or T4) uptake or thyroid homrone binding ratio

Trilodothyronine T3; total (TT-3)

Urea nitrogen; quantitative

Urea nitrogen; urea

Uric acid; blood

Uric acid; other source

Vanilyimlandelic acid (VMA), urine

‘Gonadotropin, chorionic (hCG); quantitative

Blood count; hematocrit

biood count; hemoglobin

Blood count; ial WBC count; (CBO),

n

42

147

42

Sodium is an electrolyte found in extracellular fluid. Blood specimen for serum, plasma, or whole blood sodium (Na) in 84295 is obtained
by venipuncture. Methods include atomic absorption spectrometry (AAS), flame emission photometry, and ion-selective electrode (ISE).
ﬂxespeanenfovmnemnm:iomsco‘emdwamevmofbymmnummue Metndsmaymudelmmsnn
photometry and ISE. This test is used to identify is levels of sodium due to
various conditions or disease states. HewnMJOZ!mnsodunlevelmdoneunmmoedspecnmcme«ﬂmbbodselunor
urine.

This test may be ordered to determine kidney stone risk and in the investigation of sulfur metabolism studies. Sulfates may be measured
for the diagnosis of metachromatic leukodystrophy (sulfatide lipidosis), an inherited lipid metabolism that resuits in the accumulation of
metachromatic lipids in the tissues of the central nervous system, leading to paralysis and often death in early adolescence. The
specimen is a random or timed urine collection. Method is

Theselestsmuybemedbevme levels. isan ic hormone: ible for, among other biological
activities, istics in women. levels in women may be linked to a variety of conditions,
including hirsutism. Code 84403 reports total testosterone, which inciudes both protein bound and free testosterone. Code 84402 reports
testosterone as a free unbound protein. Thsﬁlmaybeurderedm-satndmdhypomm hypopituitarism, and

Klinefelter's syndrome, among other disorders. The specimen is serum. Method may be by (RIA) and i
(non-isotopic).
Theselestsm:ybemedbevlhnle levels. isan ic hormone for, among other biological

activities, in women. Ievehlnmnnuybeiri(ednavlnelydmrﬂm
including hirsutism. Codemos:epommmmne which includes both protein bound and free testosterone. Code 84402 reports
testosterone as a free unbound protein. This test may be ordered to assist in diagnosis of hypogonadism, hypopituitarism, and
Klinefeiter's syndrome, among other disorders. The specimen is serum. Method may be by i (RIA) and i
(non-isotopic).

This test may be ordered as a T4. Tbespeamswmmeﬂmmawmrmnmsay (RIA), enzyme-linked
immunosorbent assay (ELISA), (FPIA), and assay (CIA). The testis
performed to determine thyroid function as screening test; total thyroxine makes up approximately 99 percent of the thyroid hormone.

This test may be ordered as a FT4, free T4, FT1 or FT4 index. The specimen is serum, requiring special handling. Methods may include
radioimmunoassay and equilibrium dialysis for reference method. Free thyroxine is a minimal amount of the total T4 level (approximately
'one percent). mw-nmmmmmyvmmmmmmwmmmmmmwmm:mmm

status. It may be effective in the diagnosis of

TSH is produced in the pituitary gland and stimulates the secretion of thyrotropin (T3) and thyroxine (T4); these secretory products
monitor TSH. The specimen is serum, leq.mgspec-llumiru rledsad(uunbiwcom“mbsdmmmmm"mybe
mlledsdm:spemlpapev Matm"uylm:hde (RlA),smd\n:h assay (IRMA),

with use of Or mi enzyme i on IMx (MEIA). This test may be
pedotmedmde(etm-\emymldim 1o differentiate from various types of hypothyroidism (e.g., primary, and pituitary/hypothalamic),
or to diagnose hyperthyroidism. The test may be ordered to evaluate therapy in patients receiving hypothyroid treatment, and to detect
ccongenital hypothyroidism

This test may be requested as T3 uptake and T4 uptake or THBR. The specimen is serum. Method is chemiluminescent immunoassay

Thseslmybemtredasaﬁ(ﬂlﬂ)umln ﬂem-wmmmmﬂermny(ﬂm),
assay, and Abnormal results may be diseases and disorders related to the thyroid.

This test may be requested as blood urea nitrogen (BUN). Urenlsmendpmmofp'menmembolm BUNmaybereqmnedm
evaluate dehydration or renal function. Blood specimen is serum or plasma. Method is or rate This
test measures (quantitates) the amount of urea in the blood.

This test may provide useful i tion regarding kidney function, and acid-base balance, in
addition to dietary protein. Urea is a measure of protein breakdown in the body. Urine urea excretion can be measured to obtain a ratio
bﬁneenm;imn(unod)meamdmuneuea,ﬂnumsmnﬁxmdmneyﬁlm Urine collection over a 24-hour period.
Methods may include assay, and

This test may be requested as urate. Ummmaybeudevedmevﬂmemrammmmmﬂnmnbeldmheuﬁudets Blood
specimen is serum or plasma. Method ic or high liquid (HPLC).

Uric acid is also known as urate. Methods may include high liquid icase, and The test
may be ordered to determine the possible occumence of calculus formation, mhmeummdnmmmuaﬂygammm
'some malignancies in body fluids other than blood.

Thsmlsdsocdbdlnmm-lwdmtymmicmdmst,z\ddmxmhummlemsavemzd—tmlpemdmd requires
special handling. Methods may include gas and high liquid
chromatography (HPLC). The test may be 10 evaluate ive states and to diagnose certain tumors and to monitor the
efficacy of treatment modalities.

This test may be ordered as hCG or as a serum pregnancy test. The specimen is serum. Method may be radioimmunoassay (RIA), two-
site immunoradiometric assay (IRMA), two-site enzyme-linked immunosorbent assay (ELISA), and radioreceptor assay (RRA). This test
is quantitative and measures the amount of hCG present, a determinate of pregnancy and certain tumors.

This test may be ordered as a hematocrit, Hmt, or Het. The specimen is whole blood. Method is automated cell counter. The hematocrit
or volume of packed red cells (VPRC) in the blood sample is calculated by muitiplying the red blood cell count or RBC times the mean
corpuscular volume or MCV.

This test may be ordered as in, Hgb, or lion. The specimen is whole blood. Method is usually automated
cell counter but a manual method is seen in labs with a limited test menu and blood bank drawing stations. Hemoglobin is an index of the
‘oxygen-carrying capacity of the blood.

This test may be ordered as a complete automated blood count (CBC). The specimen is whole blood. Method is automated cell counter.
This code includes the measurement of erythrocytes (red blood cells or RBC), leukocytes (white blood cells or WBC), hemoglobin,
Mnamn(voumdpa*edledumdceﬂsolwnc) platelet or thrombocyte count, and indices (mean corpuscular hemoglobin or

MCH, mean or MCHC, volume or MCV, and red cell distribution width or RDW).
Mmmmwmmmmmmw&oﬂwnmmefolommleuomsmeﬁﬂum
or and basophils. Report 85027 if the complete CBC, or automated blood

ccount, is done without the differential WBC count
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85027 Blood count; compelted (CBC), automated

85652 i ion rate,

85660 Sickling or RBC, reduction

86301 for tumor antigen, itative; CA 19-9

86592 Syphillis test, non-treponemal antibody; qualatative

86631 Antibody; Chlamydia

86632 Antibody; Chlamydia, IgM

86689 HTLV or HIV antibody, confirmatory test

86694 Antibody; herpes simplex, non-specific type

86695 Antibody; herpes simplex, type 1

86696 Antibody; herpes simplex, type 2

This test may be ordered as a complete automated blood count (CBC). The specimen is whole blood. Method is automated cell counter.
This code includes the measurement of erythrocytes (red blood cells or RBC), leukocytes (white blood cells or WBC), hemoglobin,
hemlman(vounedmedledbbod(ﬂhoiVPRC) platelet or thrombocyte count, and indices (mean corpuscular hemoglobin or
MCH, mean volume or MCV, and red cell distribution width or RDW).
Codemmmamueddﬂewmdmmembboduelbm "diff" in which the following leukocytes are differentiated:

and basophils. Report 85027 if the complete CBC, or automated blood

count, is done without the differential WBC count.

This test may be ordered as a Zeta sedimentation rate or as a Zeta sed rate. Specimen is whole blood. Method is centrifugation; mms
an automated test. This test is a non-specific screening test for a number of diseases including anemia, disorders of protein

such as muitiple myeloma, and other conditions that alter the size and/or shape of red cells or erythrocytes. This test may also be used to
screen diseases that cause an increase or decrease in the amount of protein in the plasma or liquid portion of the blood.

This test may be ordered as a sickle cell metabisulfite test, a sickle cell reduction test, an erythrocyte (RBC) sickling test, or as an RBC
reduction sickle cell test. Specimen is whole blood. The method is manual. Whole blood is mixed with a reducing agent that causes
erythrocytes that contain abnormal amounts of hemoglobin S to sickle or change their shape to an elongated ‘sickle’ cell. The solution is
examined microscopically and the numbers of sickle cells are reported as a percentage of normal erythrocytes or RBCs.

msenmydsoheleqmdasc«bd\wmaﬂmenw\‘) ﬂiespeunemssemn Method is immunoassay. Quantitative analysis
IolCMQ-s:susedpM\anWasamametfo' and monitors patients. It is also used to monitor
and X m.nmayuultyrenllmofmmdgmrem liver, gallbladder, and urothelial

malignancies.

This ing) antibody test i ordered as RPR (rapid plasma reagin), STS (serologic test for syphilis), VDRL
(venereal disease research laboratory), or ART (automated reagin test). It may also be ordered as standard test for syphilis. The
sspecimen is serum. The test is commonly used to provide a diagnosis (screening test) for syphilis. The method is by nontreponemal rapid
plasma reagin (RPR)-particle agglutination test. More recently, it is being performed by automated methodology, such as enzyme-linked
immunosorbent assay (ELISA).

This test may be ordered as chlamydia psittaci or LVG titer. The specimen is serum or finger stick in adults, or heel stick in infants.
Methods are complement fixation (CF), enzyme-linked immunosorbent assay (ELISA), and immunofluorescent antibody (IFA). This test
may be used to determine exposure to chlamydia, though the test should not be used as a specific type. Chlamydomonas is a genus of
algae that can cause nongonococcal urethritis, among other infections.

This test may be ordered as chiamydia IgM titer. The specimen is serum or finger stick in adults, or heel stick in infants. Complement
fixation (CF), enzyme-linked immunosorbent assay (ELISA), and immunofiuorescent antibody (IFA) are methods commonly used to
determine previous exposure to chlamydia or a current infection. Chlamydomonas is a genus of algae that can cause nongonococcal
urethritis, among other infections.

This test is commonly ordered as HTLV or HIV by Western blot. The specimen is serum. This test may be performed as a confirmation of
a positive test for human T cell leukemia Il virus or human immunodeficiency virus (HIV), often by a previous enzyme-linked
immunoassay (ELISA).

These tests may be ordered as HSV antibody titer, Halmﬁ,hupesunplexarﬂ:odyma or HSV 1gGAGM. The specimen is serum or
finger stick in aduits, or heel stick in infants. A number of have been employed, such as fixation (CF), enzyme-
linked immunosorbent assay (ELISA), indirect fluorescent antibody (IFA), enzyme immunoassay, and latex agglutination. This test has
been used as a serologic method to detect previous or recent exposure to herpes simplex. To report non-specific type testing, see 86694;
testing for type 1, see 86695; testing for type 2, see 86696.

These tests may be ordered as HSV antibody titer, HSV titer, hemesunphxmﬁ:odyma or HSV 1gGAGM. The specimen is serum or
finger stick in adults, or heel stick in infants. A number of have been employed, such as fixation (CF), enzyme-
linked immunosorbent assay (ELISA), indirect fluorescent antibody (IFA), enzyme immunoassay, and latex agglutination. This test has
been used as a serologic method to detect previous or recent exposure to herpes simplex. To report non-specific type testing, see 86694,
testing for type 1, see 86695; testing for type 2, see 86696.

These tests may be ordered as HSV antibody titer, HSV titer, herpesnnplexnﬂ:odyma or HSV 1IgGNGM. The specimen is serum or
finger stick in adults, or heel stick in infants. A number of have been employed, such as fixation (CF), enzyme-
linked immunosorbent assay (ELISA), indirect fluorescent antibody (IFA), enzyme immunoassay, and latex agglutination. This test has
been used as a serologic method to detect previous or recent exposure 1o herpes simplex. To report non-specific type testing, see 86694,
testing for type 1, see 86695; testing for type 2, see 86696.
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77 79
1 MS. MORGAN: Objection: Calls for 1 Q. (ByMs. Cox) So after it had been tested
2 speculation. 2 by that lab?
3 A. Notto my knowledge, no one physical. 3 A. That's correct.
4 MS. COX: I think we should take a short 4 Q. And so the patient could not know what
5 break, if we could go off the record for maybe 5 the lab's data security practices were before
6  five minutes. 6 their specimen was sent?
7 (A break was taken.) 7 A. No.
8 Q. (ByMs.Cox) Okay. So we can go back on 8 Q. Did Sun advise its patients that its
9 the record, please. I'm sorry. 9 patients’ demographic data would be sent to LabMD
10 A. 1did remember something about the South 10 even if no specimen was taken?
11 Haven PCs. 11 A. No. The reason being as all providers of
12 Q. Yes. 12 medical services, even calling the hospital to
13 A. Iremembered asking my IT person, my 13 send patients over for labs, send people to
14 ultrasonographer, to remove all LabMD PCs from 14 diagnostic labs for x-rays and things of that
15 South Haven and the Memphis office, and he did go 15 nature is custom to provide that information to
16 down to South Haven and bring the LabMD PCs upto | 16 those entities so they can identify the patient
17 our Memphis office. And we have them stored in a 17 as coming in their door for services that are
18 bay right now. 18 needed. And that is information they request as
19 Q. When did that happen? 19 well, the insurance information, the patient
20  A. When we quit using LabMD. 20 demographic information.
21 Q. Okay. 21 So we accommodated those entities,
22 A. Sol forgot that. 22 hospitals, diagnostic labs, independent labs,
23 Q. Thankyou. Now I would like to ask you 23 reference labs with their information because
24 about Sun's communications to its patients. 24 they were providing medical services for the
25 A. Uh-huh. 25 patients.
78 80
1 Q. Do you know what information Sun conveys | 1 And | imagine when the patients got to
2 to its patients regarding how specimens would be 2 those lab places, they would be informed of the
3 tested? 3 policies of the insurance and things of that
4 A. No. If--no. 4 nature. But that's something that we as
5 Q. Would Sun ever communicate to patients 5 healthcare providers -- we provide to other
6 that their specimens were going to go to LabMD? 6 healthcare providers, is the basic information
7 A. No. We just inform them that it's going 7 and diagnoses for treatment.
8 to an outside lab. Different insurances have 8 Q. I believe earlier you testified that the
9 specific labs that would go to different places. 9 Sun server would transmit all information hourly
10 The patient was just concerned that it went to 10 to the LabMD server in Atlanta; correct?
11 the right lab that was considered the network for 11 A. That was my layman understanding of the
12 their plan. 12 process.
13 Q. So apatient would not know which labwas | 13 Q. So that would be all patient data on
14 testing their specimen? 14 Sun's server?
15 A. That's correct, except if they knew that 15 A. Only confined to the patient demographic
16 if their insurance -- a specific request was for 16 and the insurance information, not any of the
17 Aetna. But if someone had another insurance plan 17 medical records per se or progress notes, etc.
18 that was not lab specific, they wouldn't know. 18 Q. So a patient who wasn't having a LabMD
19 Q. And the patient, when would the patient 19 specimen, it was -- their information, their
20 find out perhaps when their insurance company -- | 20 demographic information, could still be
21 which lab tested their specimen? 21 transferred to the LabMD server?
22 MS. MORGAN: Obijection: Calls for 22  A. That's correct, as far as my
23 speculation. 23 understanding goes.
24 A. 1 would imagine they would get a bill 24 Q. That patient would not know that LabMD
25 from LabMD if their insurance did not pay. 25 had their demographic information?
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67

1 install and configure firewalls on the LabMD hardware | 1 proactively that the --
2 used to transmit and receive information from LabMD?| 2 A. No. We just -- patients never asked, and
3 A. We were relying on LabMD to service and 3 we never offered that information. We just sent -- we
4 update all of their hardware that they provided to us. 4 just sent the -- our specimens to LabMD unless the
5 Q. Now I'd like to ask you about risk 5 patient requested that their specimen be sent to a
6 assessments that might have been done. 6 different lab, mainly a lab that was contracted
7 Did LabMD perform any risk assessments on 7 through their insurance.
8 how its computers and servers worked with Midtown's 8 Q. How often would a patient inquire about
9 server and network? 9 where their specimen was going?
10 MS. HARRIS: Objection, vague as to risk 10 A. Infrequent, maybe two or three times --
11 assessment, may call for an expert conclusion. 11 two or three times a month. Within the past few
12 Q. (By Ms. Cox) You may answer. 12 years, more often.
13 A. Not to my knowledge. 13 Q. Sois it fair to say the great majority of
14 Q. Now I would like to ask you about the 14 patients did not know their specimen was going to
15 operating systems on the LabMD computers. 15 LabMD?
16 What operating system did the LabMD 16 A. Yes.
17 computers use? Was it a Windows operating system on | 17 Q. Sois it fair to say that the patient
18 the LabMD computers? 18 would not know what LabMD's data security practices
19 A. Yes. 19 were?
20 Q. Do you know what version of Windows the 20 A. Yes.
21 LabMD machines used? 21 Q. From the way you described the flow of
22 A. Unsure. 22 data from Centricity to LabMD, so that when you order
23 Q. Do you recall the operating system 23 atest, the information would pre-populate when you
24 changing versions over time at all? 24 entered a Midtown Urology patient identifier number,
25 A. Unsure. | think it may have been Windows 25 is it fair to say that all of Midtown's patients'
66 68
1 XP. 1 information flowed to LabMD's server?
2 Q. Do you recall a time where there was a 2 MS. HARRIS: Obijection, misstates the
3 change in how the desktop looked or any big changesin| 3 testimony.
4 the layout of the computer’s desktop? 4 THE WITNESS: | am unsure. I'm unsure.
5 A. No, always looked the same. 5 Q. (By Ms. Cox) If a patient was not having
6 Q. While Midtown was a LabMD client, did 6 a specimen tested but you were to -- if a patient did
7 LabMD use any outside security contractors to help 7 not have a specimen drawn, if you were to put in their
8 maintain the computer equipment at Midtown? 8 patient identifier name in the LabMD software, would
9 MS. HARRIS: Objection, calls for 9 their information come up?
10 speculation, lacks foundation. 10 MS. HARRIS: Objection, vague and
11 THE WITNESS: Not to my knowledge. 11 ambiguous.
12 Q. (By Ms. Cox) Now I'd like to discuss 12 THE WITNESS: Unsure. We -- with the
13 Midtown's communications to its patients. 13 exception of ordering a test, we have no reason
14 What information did Midtown convey to its 14 to put information into LabMD. We have no
15 patients about how the patients' specimens would be 15 reason to do that, so I am unsure if we were to
16 tested? 16 put information, patient's information into the
17 A. Midtown generally did not convey any 17 system, if that information would come up in
18 information other than telling the patients that their 18 LabMD's system. | am unsure.
19 lab work would be sent to LabMD. If the patient 19 Q. (By Ms. Cox) So if you were to collect a
20 asked, lab work we sent to LabMD, and that's it. 20 specimen and then attempt to order the test, | believe
21 Q. And the patient would have to inquire for 21 you testified earlier that the patient's information,
22 Midtown to inform the patient that their specimen was | 22 if it didn't pre-populate immediately, it would
23 going to LabMD? 23 usually in the next hour or so or you would try before
24 A. No. 24 the end of the day and it would be there?
25 Q. Midtown would inform the patient 25 A. Yes.
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REBUTTAL EXPERT REPORT OF CLAY SHIELDS, PH.D.

l. Introduction

1. I am a tenured full Professor in the Computer Science Department at Georgetown
University, with expertise in networking and network protocols, computer security, digital
forensics, and responding to network and computer system events.
2. The FTC has engaged me to testify as a rebuttal expert in this litigation. Complaint
Counsel has asked me to review the report of Adam Fisk and provide opinions about Mr. Fisk’s
conclusions concerning the LimeWire peer-to-peer file sharing program and the disclosure of a
LabMD file containing sensitive information about approximately 9,300 individuals on a peer-to-
peer file sharing network (this file is known alternatively as the “insuranceaging_6.05.071.pdf”
file and the *1,718 File™). In particular, as explained in more detail in Section V below,
Complaint Counsel has asked me to:

a. Explain generally how peer-to-peer (p2p) networks and programs work;

b. Provide an opinion responding to Mr. Fisk’s discussion of how the 1,718 file was

made available to the Gnutella p2p network;

C. Evaluate Mr. Fisk’s opinion that limitations of LimeWire’s search functionality

made it “extremely unlikely” that a typical LimeWire user could have found the 1,718

File and downloaded it from LabMD;*

d. Evaluate Mr. Fisk’s opinion that “casual LimeWire users” could not find the

1,718 File using other methods and that only “sophisticated organizations capable of

! Fisk Report, p. 16, 23.
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deploying the financial and ultimately technical resources required” could locate the
1,718 File;* and
e. Evaluate Mr. Fisk’s opinion that a thumb drive or email was likely to have been
used to transfer the 1,718 File to a computer outside LabMD, from where it was
downloaded to a p2p network.?
3. Based on my review of Mr. Fisk’s report, materials contained therein, and the materials
described in Section IV, below, and my experience described in Section 11, below, | conclude
that the 1,718 File was most likely shared inadvertently and disagree with certain of Mr. Fisk’s
opinions. In Section V, below, | present my specific opinions that support my conclusion.
4. This report states my opinions and provides the justifications for those opinions. It

includes the following information:

a. A summary of my experience and qualifications (Section I1);

b. An overview of the operation of peer-to-peer networks and programs
(Section 111);

C. A description of the materials that | considered in forming my opinions

and conclusions (Section 1V); and
d. My evaluation of some of Mr. Fisk’s opinions (Section V).
1. Summary of Experience and Qualifications

5. I have over 20 years of computer science experience, including my time spent earning
Ph.D. and Master’s degrees in Computer Engineering from UC Santa Cruz. Prior to that, | earned
a bachelor’s degree in Electrical Engineering from the University of Virginia. My Ph.D.
dissertation was in the area of computer networking as well as network and computer security,

and | have since become involved in digital forensics research, the goal of which is to improve

2 Fisk Report, p. 25.
® Fisk Report, p. 25.
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how security professionals respond to digital crime and misuse. | have expertise in developing
and analyzing network protocols as well as investigating and responding to events on networks
and computer systems.

6. Throughout my academic career, my research has focused on issues in network and
computer security, revolving around users who are attempting to conceal their identity on the
network. The goal of this research is to provide security and privacy through anonymity for
individual users while allowing authorities to locate network attackers and arrest criminals. |
have had ten papers published in refereed journals. I have published more than twenty reviewed
conference and workshop papers, primarily in high-quality Association of Computing Machinery
and Institute of Electrical and Electronics Engineers venues with low acceptance rates, including
work that won an outstanding paper award. My research is or has been supported by peer-
reviewed grants from the National Science Foundation, the Department of Justice, the Naval
Postgraduate School, and the Defense Advanced Research Projects Agency. | have been primary
investigator or co-primary investigator on over three million dollars in research funding.

7. My initial research was on how to allow effective multi-party communication using a
technology known as multicast. Later, my research focused on systems for providing anonymity
to users through p2p technology and | collaboratively made many advances in this area,
including helping to detail an attack against The Onion Router (TOR) network that lead to
changes in how TOR works. | have also conducted work in a variety of other areas relating to the
security of computer networks, including covert channels used to smuggle data out of networks
and secure wireless protocols.

8. More recently, | have moved my research into the area of digital forensics. This

discipline attempts to identify evidence to support or refute hypotheses about user actions based
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on the evidence available as a part of normal computer system operation. | received extensive
commercial training in the area, and earned a designation and an EnCase Certified Examiner. For
a period, I ran a small business alongside my academic work in which | conducted forensic
examinations. | have received three patents on a novel area of digital forensics, and
collaboratively released a software tool named RoundUp that has gained wide acceptance in the
law enforcement community. | have also released a tool named sdtext that allows investigators to
identify similar files from a set of evidence. | served for two years as the program chair of one of
the leading conferences on forensics, the Digital Forensics Research Conference, and was in
charge of conducting peer review of the submitted papers. | have served as a reviewer for a
number of other security and forensics conferences, and as a reviewer for a number of journals in
those areas.

9. As part of my forensics research | have been involved in a collaborative effort that
resulted in the development of a tool that is widely used by law enforcement to investigate the
sharing of child sexual abuse images using the Gnutella network. RoundUp is a modified
Gnutella client (or program) in use by various police forces to locate and create warrants for
arrest for individuals sharing child pornography online. In August 2010, RoundUp was declared
part of the US National Strategy for Child Exploitation Prevention and Interdiction. As of
August 2010, RoundUp was being used by over 1,224 individual investigators and 58 Internet
Crimes Against Children Task Forces. | am experienced in how Gnutella operates and what
evidence it generates.

10. I have taught courses at the graduate level in Computer Security and in Network Security,
as well as a course in Operating Systems. At the undergraduate level, | have taught courses in

computer and network security (collectively referred to as Information Assurance); in computer
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networking; in operating systems; and in an introduction to programming. | have one of the
highest overall teaching scores in my department, and have twice been nominated for the Dean’s
Teaching Award. | led Georgetown University’s successful effort to be declared an NSA Center
of Excellence in Information Assurance Education.

11. A more extensive summary of my professional accomplishments, and a list of all
publications that | have authored within the last 15 years can be found in my curriculum vitae, a
copy of which is attached to this report as Appendix A.

12. | am being compensated at a rate of $300 per hour for my work in connection with this
litigation.

I11.  Overview of the Operation of Peer-to Peer Networks and Programs

A. A Simple Overview of Gnutella/LimeWire Operation

13. In this section, | describe at a high level the operation of p2p networks using the Gnutella
p2p searching protocol and the LimeWire p2p program. Although my description could proceed
using other p2p file sharing programs that operate on the Gnutella network, 1 am using LimeWire
because LimeWire was the p2p program that was found on the LabMD computer used by the
company’s billing manager.”

14. LimeWire is a program that allows users to share files with other people who are using
another network-connected computer and who are running similar software. This might be
another copy of LimeWire or one of the many other programs that also connects to the Gnutella
network. LimeWire and other p2p programs are often used to share music, videos, pictures, and

other materials.

* LabMD’s March 3, 2014 Responses to Complaint Counsel’s Requests for Admission, {{ 40-41.
5
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15.  The Gnutella network consists of all the computers, referred to commonly as peers or
nodes, that are running a program like LimeWire to communicate over the Internet and
participate in the Gnutella protocol. It is this collaborative nature of communication in which all
nodes are essentially participating equally that leads it to being called a peer-to-peer network.
This is in contrast to another common, more centralized model, called client-server, in which
there are specialized servers that exist to answer queries from simpler clients. Web sites that
respond to requests from web browsers are a common example of this model of communication.
16. It is worthwhile to note that in p2p networks it is very common for nodes to join and
leave the network often, as the computer is shutdown or restarted or the software is stopped. This
IS in contrast to client-server models in which the servers are expected to be constantly available.
17.  Gnutella programs, like LimeWire, are configured to offer a particular set of files for
sharing. This is typically done when the program is installed and requires the user to select a
directory or set of directories on the local file system to share. The selection of these directories
can also be changed once the program is installed. Once these directories are selected, the
contents are made freely available for sharing with other users of the network.

18.  Typically, users will search using terms related to the particular file they hope to find and
receive a list of possible matches. They then choose which file they want to download from the
list. This file is then downloaded from other peers who possess that file. In the case where many
peers have a copy of the file, it is common to download small pieces of the file from many
different peers and reassemble the pieces. This speeds file transfer by allowing use of the
resources of many peers simultaneously.

19.  The peer is able to verify that the file was received correctly because the search results

which are returned include a cryptographic hash of the file. A hash is a long number computed
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based on all the data that makes up the file and is statistically unique to that file and which is
essentially impossible to forge. A peer can compute the hash of the file when it is assembled and
verify that the overall download is correct.

20. It is common, though not required, for the folder that receives downloads from the
network to also be the folder that contains the files that the user is sharing with others. Files that
are downloaded into the shared directory, described above, then become available for others to
download.

21.  Once a file has been downloaded by another computer in the p2p network it can be
shared by that computer without downloading it again from the original computer. Accordingly,
once a file has been shared on a p2p network it can be difficult or impossible to remove it from
the network.

22. In summary, users of the file sharing network make available files that others can come
and take. They do so by selecting one or more directories on their computers that will contain the
files they will share and intentionally or inadvertently putting files in these directories and

making these files available to the file-sharing network.

B. Search in Gnutella

23. In the original Gnutella network, each peer participated in receiving and forwarding
search queries. A user would initiate a search request by choosing some search criteria. The
Gnutella software running on the user’s computer would then create and send a search request
using that criteria. A peer that received a query would forward it on to all the other peers to
which it was connected, each time it was forwarded being called a “hop." Each query would
travel only a set number of hops before expiring. A peer that had a file that matched the query

would then send a reply back to the requestor. The user could then review the search responses
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and could choose to download one of the files. The user’s p2p software would then connect
directly to the computer that had the desired file for download. This operation is common
knowledge, and is detailed in the Gnutella 0.4 specifications, available from http://rfc-

gnutella.sourceforge.net/developer/stable/.

24.  Asan analogy, imagine being part of a large crowd of people. When you wanted to find
something, you would ask those five people nearest you if they had it. They would then ask those
around them, most of whom were not hearing directly from you, if they had it. This request
would be passed along as many as seven times. If at any point your request reached someone
who had it, word would be passed back to you though the same chain of people who passed your
request forward.

25.  This search system worked well when the network was small, but didn’t scale well. As
more users joined the system, the overall number of requests grew too large for the system to
cope with effectively. In 2001, the search system changed to the protocol defined in the Gnutella
0.6 definition. Instead of all peers being equal, a small subset of peers that had generally better
network connectivity and computing power were promoted to be “ultrapeers.” Each normal peer
connects to a few ultrapeers, and upon doing so tells each ultrapeer what files it has available for
download. Ultrapeers connect to a larger number of other ultrapeers.

26. Under this new system, when a user wants to search, the user makes a search request in
the same way as before, but instead of the request being forwarded through other peers, it is
made to the few ultrapeers to which the peer is connected. These ultrapeers forward the request
to their larger set of ultrapeers.

27.  There are many cases in which a search for a particular file might not identify any

matches even though the file exists in the network. During times of high use, network congestion
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can lead to search requests going unfulfilled due to lack of capacity. Peers that contain particular
files might leave the network for a while, either if the machine is shut down or the Gnutella
software is stopped. Searches also cover only a portion of the network. A peer might be
connected to an ultrapeer that is connected only to ultrapeers that have no information about the
file requested. The search would fail in this case, though a search from another part of the
network that reached the correct ultrapeers would succeed.

28.  One additional type of search that LimeWire supports is a hash search. Recall that a hash
is a long number computed based on all the data that makes up the file and is statistically unique
to that file and which is essentially impossible to forge. A peer in possession of a file can
compute the hash and then submit a search request containing that hash to search for other peers
that have the identical file. Subject to the limits of search described above, the peer would then

receive a list of other peers that have the bit-for-bit identical file.

C. Browsing in Gnutella

29. In addition to searching, many Gnutella clients, including LimeWire, supported a
function called host browsing or simply browsing. Using this functionality, a peer that was
connected to another peer, perhaps while downloading a file as a result of a search, could request
a list of other files that the other peer was also making available.

30. A document Complaint Counsel has provided to me can be used to illustrate the host
browsing function. This document, Exhibit CX0152 (FTC-LABMD-003755), is a screenshot of
some of the files in the LimeWire sharing folder on the LabMD computer used by the company’s
billing manager. The screenshot includes the names of 43 (of about 950) files freely available

through the LimeWire program on that computer. Materials I have reviewed show that the billing
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manager used LimeWire to share music files.” If an outside LimeWire user searched for and
found a particular music file or, for example, the “W-9 Form” file in the LimeWire sharing
folder on the LabMD computer used by the billing manager, the outside user could view all the
other files in the sharing folder without any further searching. As Exhibit CX0152 shows, the
1,718 File is included in the LimeWire sharing folder on the billing manager’s computer. The
outside user could open and download any of the other folders in the sharing folder.

31.  This feature allows a more general approach to discovering files of interest inside the
Gnutella network. Users can look through the shared folders of other users that have collections
of files that match their interests. If one file of some particular type is identified through search, a
user might find it worthwhile to browse the other user’s files to see if anything else of interest is

available.

IV.  Materials Considered in Forming Opinions

32. In reaching my opinions, | have considered: Mr. Fisk’s report and materials included
therein; my long experience in computer networking and digital investigations; contemporaneous
security references; academic papers about p2p networks and the experiments researchers have
conducted on them; and a copy of the LimeWire source code for version 4.16.6. A list of all of
the materials that | considered in reaching my opinions is attached to this report as Appendix B.
33. Based on any new information that is relevant to this litigation that comes to my attention
subsequent to the submission of this report through depositions or otherwise, | reserve the right

to supplement my opinions as | find appropriate.

® See Deposition of Alison Simmons, February 5, 2014, p. 100; Deposition of John Boyle, January 28, 2014, p. 62.
10
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V. Rebuttal to the Expert Report of Adam Fisk

34, I have reviewed the report of Adam Fisk. Complaint Counsel has asked me to provide
opinions about Mr. Fisk’s conclusions reached in this report concerning LimeWire and the 1,718

File. In this section | address several of Mr. Fisk’s conclusions in turn.

A. Most Likely, the 1,718 File was Inadvertently Shared to the P2P Network

35.  Complaint Counsel has asked me to provide an opinion responding to Mr. Fisk’s
discussion of how the 1,718 File was made available to the Gnutella p2p network. As discussed
below, | conclude that the file’s availability was likely inadvertent and the result of user error.

36. In his report on page 23, Mr. Fisk describes the steps that would be required to expose the

1,718 File on the network using LimeWire. He writes that Ms. Woodson (LabMD’s billing

manager):
a. “Installed LimeWire on her computer even though it clearly violated company
policy
b. Actively chosen to share her My Documents folder, which LimeWire did not

share by default

C. Actively saved the insuranceaging_6.05.071.pdf file in that folder.”
37.  These steps are essentially correct. Someone did install LimeWire, though I cannot offer
an opinion as to whether doing so violated company policy. Someone did choose to share the
“My Documents” folder, possibly even in face of warnings about the security risks of doing so.
And somebody did place the 1,718 File in that folder where it would be shared. It seems
reasonable to assume it was Ms. Woodson who did so.
38. It would be incorrect, however, to conclude from the evidence that she did so with the

purposeful intent of sharing the file on the Gnutella network. Using a commonly-used directory

11
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such as the “My Documents” folder for file sharing was then and is still a known problem and in
fact appears common enough that LimeWire added a warning to notify users when this was

happening. That Ms. Woodson likely placed the 1,718 File in her My Documents directory is not
indicative of any particular intention to share it. That directory was a default location commonly
offered by programs as a location to place files. In the absence of any evidence of her intentions,
the most likely reason that LimeWire was sharing that directory and that the 1,718 File was there

was simple user error.

B. Dangers of Inadvertent Sharing on P2P Networks

39. Running a p2p protocol is like advertising that anyone can come and take things from
your garage. This doesn’t present problems as long as you intend for things in the garage to be
taken, but should you leave sensitive or valuable things in your garage, this can go quite wrong.
The garage in this analogy is the folder of shared items on the computer. Another danger is that
the user will specify the wrong folder to share, in effect allowing anyone to take things from
perhaps the whole house instead of just the garage.

40.  The security risks of p2p software, including inadvertent file sharing, have been known
since the early 2000s. While we don’t have access to a time machine to revisit that time, it is
possible to find contemporaneous documents that describe the risk. Many examples come from
the SANS Reading Room. SANS is the System Administration, Networking, and Security
Institute. It is a well-respected organization dedicated to training systems administrators who
operate and maintain computer systems and networks in the practice of security. SANS materials
are a prime resource for information technology practitioners. Its advanced students produce

papers on security topics which are then made publicly available on the SANS website. Looking
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back at papers shows many that described the risks of p2p software at the time. | quote a few
below.

41.  Once such paper, titled “Peer-to-Peer File-Sharing Networks: Security Risks” was written
by William Couch and contributed to the SANS reading room in 2002.° He wrote:

“Another real danger of P2P networks is that, although theoretically the user controls
what subdirectories he/she makes available to peer users, sometimes more subdirectories
are shared than is known or intended.” (p. 6).

And:

“Therefore, it is up to users, and security administrators, to be aware of the risks implicit
in this wide-open architecture. The safest course of action is to not use, or allow, P2P
file-sharing software.” (p. 11)

42.  About the same time, another student, Kelvin Choli, contributed a paper titled “Security
Implications of “Peer-To-Peer” Software” dated July, 2004.” In it, he writes:

“File sharing applications such as this present multiple exposure opportunities for the
enterprise. Issues of intellectual property are paramount. Companies bear some measure
of liability for employees trading and storing copyrighted works in the office. Equally
distressing is the opportunity for unintentionally sharing proprietary or delicate
information through carelessly or improperly configured clients. Allowing documents to
be shared without explicit permissions is an easy mistake for the unwary user, and users
have been known to unintentionally share entire disc volumes. This “information
leakage” could be the most expensive security issue faced by the enterprise, as it has can
have [sic] the greatest legal liability. This is exacerbated when employees install and
configure file-sharing software outside a defined security process and infrastructure.” (p.
4)

43.  Similarly, Lucas Ayers wrote in a paper titled “Security Ramifications of Using Peer to
Peer (P2P) File Sharing Applications” which is dated December 20, 2003:®

“It appears most of the sharing of personal files is due to user error — where a user
mistakenly shares documents they didn’t mean to. While this is not a true
technical issue like firewall rule sets or router access lists, it is very much a
Security issue. Informing users about security and making everyone aware of the

® See https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-peer-file-sharing-networks-security-
risks-510.

7 See http://www.giac.org/paper/gsec/2016/security-implications-peer-to-peer-software/103490.

8 See http://www.giac.org/paper/gsec/3519/security-ramifications-peer-peer-p2p-file-sharing-applications/105733.
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consequences of their actions, is one of the most imports tasks any security office
has.

There are also issues with the wizards and setup programs of some of
these file sharing applications used during installation. The wizards will ask the
user if they want to search for the location of typical files people share. If you
happen to have a bunch of music files located in your “My Documents” folder
(this is a typical location people have personal files on their computers), the setup
program will share that whole folder with the rest of the P2P network. Not just the
music you meant to share, but everything in that folder!” (p.13)

44.  Again in 2003, Stephen Farquhar contributed a paper, titled “Peer-to-Peer (P2P) File
Sharing Applications and their Threat to the Corporate Environment,” in which he writes:®
“Sharing the File Server in one easy step - Astute users will selectively share files, but
many users accept application defaults or blindly tick the first checkbox they see. This
can result in the entire contents of their hard drive being shared or worse, all drives
including network drives to be shared. Hence, unwittingly exposing the contents of the
corporate file server to the public becomes a minor task.” (p. 7)
as well as:
“The task of preventing the use of P2P applications in the corporate environment is a
subset of the task of preventing any unauthorised software usage and starts with policy,
followed by a variety of techniques to form multi-layered defences.” (p. 14)
45.  These early works show that there was an awareness of computer security professionals
that p2p networks provided a large risk, in no small part because a user could allow sharing of
proprietary or confidential corporate documents.
46. This knowledge was not confined to SANS students. By 2005, there were warnings
available through the US Computer Emergency Readiness Team about p2p networks.' It is

possible to see a snapshot of a web page from that period through the Internet Archive Wayback

Machine, which has been taking and preserving occasional snapshots of sites around the Internet

® See http://www.giac.org/paper/gsec/3123/peer-to-peer-p2p-file-sharing-applications-threat-corporate-
environment/103882.

19 The United States Computer Emergency Readiness Team (US-CERT) is a government agency leading efforts to
“improve the Nation's cybersecurity posture, coordinate cyber information sharing, and proactively manage cyber
risks to the Nation while protecting the constitutional rights of Americans. US-CERT strives to be a trusted global
leader in cybersecurity - collaborative, agile, and responsive in a dynamic and complex environment.” See
http://www.us-cert.gov/about-us.
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over a long period of time. One such web page is at:

http://web.archive.org/web/20051127091241/http://www.us-cert.qgov/cas/tips/ST05-007.html.

This page, captured in November 2005, but marked as updated in June 2005 reads in part:

47.

“Exposure of sensitive or personal information - By using P2P applications,
you may be giving other users access to personal information. Whether it’s
because certain directories are accessible or because you provide personal
information to what you believe to be a trusted person or organization,
unauthorized people may be able to access your financial or medical data,
personal documents, sensitive corporate information, or other personal
information. Once information has been exposed to unauthorized people, it’s
difficult to know how many people have accessed it. The availability of this
information may increase your risk of identity theft (see Protecting Your Privacy
and Avoiding Social Engineering and Phishing Attacks for more information).”

By 2005, various organizations had warned about the risk of inadvertent file sharing

through p2p programs, and by 2006, concern about p2p networks and defending against security

problems they had caused had reached the state of best practice. As seen in the document

“Security Best Practices”, written by Dr. Eric Cole (a security consultant and SANS instructor):**

“The most important security practice, that which all other security controls and
protections are based on, is the creation and enforcement of security policies. Every
organization must have an overall policy that establishes the direction of the organization
and its security mission as well as roles and responsibilities. There can also be system
specific rules to address the policies for individual systems and data. Most importantly,
the appropriate use of computing resources must be addressed. In addition, policies can
address a number of security controls from passwords and backups, to proprietary
information. There should be clear procedures and processes to follow for each policy.
These policies should be included in the employee handbook and posted on a readily
accessible intranet site.

The organization’s security policies should address applications, services and
activities that are prohibited. These can include, among others, viewing inappropriate
material, spam, peer-to-peer file sharing, instant messaging, unauthorized wireless
devices and the use of unencrypted remote connections such as Telnet and FTP.
Appropriate use policies should outline users’ roles and responsibilities with regard to
security. They should provide the user community with an understanding of the security
policy, its purpose, guidelines for improving their security practices, and definitions of
their security responsibilities. If an organization identifies specific actions that could

11 See http://www.securityhaven.com/docs/Security Best Practices.pdf.
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result in punitive or disciplinary actions against an employee, these actions and ways to
avoid them should be clearly explained in the policy.” (p. 2, emphasis added)

48.  The fact that inadvertent sharing of sensitive documents was a concern and needed to be
prevented by specific policy, procedure, and training was well known among information
technology practitioners by 2006. By 2005, other organizations were warning about risks
presented by p2p programs to more general audiences.*?

49. For the reasons set out above, p2p programs presented a well-known and significant risk
that files would be inadvertently shared. Because the LimeWire sharing folder on the LabMD
computer used by the billing manager included hundreds of files, including music files and .pdf

files, it is likely that the 1,718 File was inadvertently included in the sharing folder.*®

C. Searching Using LimeWire/Gnutella Functionality

50.  Complaint Counsel has asked for my opinion about Mr. Fisk’s conclusion about the ways
by which the 1,718 File could have been found and copied from the LabMD computer of
Rosalind Woodson, LabMD’s billing manager, using LimeWire. As | explain below, | believe
there are other ways the 1,718 File could be found besides the exact file name search Mr. Fisk
identifies.

51. Mr. Fisk makes the point that it would be difficult for a searcher to create a search that
would find the file named “insuranceaging_6.05.071.pdf” on pages 11-13 of his report. He states
that the searcher would have to enter either the term “insuranceageing” or “6.05.071” in order to
find the file.

52. Mr. Fisk concludes that “it is extremely unlikely that any typical user of the Gnutella

network, including highly sophisticated users, would ever have found the

12 See, e.g., http://www ftc.gov/news-events/press-releases/2005/06/ftc-issues-report-peer-peer-file-sharing.
3 Mr. Fisk presents no evidence to support his alternative hypothesis that the file was shared by email or portable
media, which | discuss in Section D, below.
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“insuranceaging_6.05.071.pdf” file in question using search alone.”* He also concludes that
“only extremely sophisticated and custom-designed software would ever be configured in this
fashion,” meaning in a way suitable for locating the 1,718 File.®

53. Mr. Fisk reaches his conclusion in part based on an unreasonable assumption about how
the file could be found, ignoring a variety of other methods that would account for its eventual
exposure through LimeWire.

54, His conclusion addresses only one very narrow possibility of how the file might have
been discovered through the Gnutella network, which is searching for it based on its exact
name.® This conclusion is almost certainly incorrect as there is at least one search method that
could return the file without using either of the two file name terms Mr. Fisk identifies.

55. More importantly, he does not conclude that the 1,718 File was not downloaded using the
LimeWire program that was indisputably sharing the file. His report instead hints at a number of
ways that it could have happened, and he addresses and rules out none of them.*” There are
viable ways that the file could have been found and copied from the LabMD system and |
describe below three simple, relatively unsophisticated methods, other than using the two file
name terms Mr. Fisk identifies, by which the 1,718 File could have been retrieved through

LimeWire.

I Browsing

56. LimeWire contains functionality that allows any user of the network to connect directly

to another computer running LimeWire. Once connected, the user can see all files that are

Y Fisk Report, p. 16.
> Fisk Report, p. 24.
1° Fisk Report, p. 13.
" Fisk Report, pp. 24-25.
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available for download. This information is most often presented as a list that the user can scroll
through, and should the user choose to, he or she can click on any file and download it directly.
57.  The simplest way this “browse host” functionality might have been used to download the
1,718 File is for a user to have received a search hit for some other file that was present on the
LabMD computer running LimeWire, and then chosen to use the “browse host” function to
examine and download other files from the computer. My understanding is that Ms. Woodson
was using LimeWire to download and share popular music that could result in many search hits.
This could easily have led to the 1,718 File being downloaded through browse host.
58. In addition, the shared folders on Ms. Woodson’s computer contained other files that
might have drawn the interest of potential thieves and could have been found through the basic
search. For example, there was a file named “W-9 Form” being shared.'® A person who was
interested in identity theft might have been searching on that term to find addresses and Social
Security numbers. The browse host function could then be used to view and download the 1,718
File that was contained in the same shared folders.
59.  While it may be unlikely that any random user would choose to download the 1,718 File,
this low probability must be balanced against the enormous number of users on the Gnutella
system. An analogy is the Powerball lottery. The chance of any one ticket winning is low, but
given that so many people buy tickets the lottery is won relatively frequently.
60. Mr. Fisk, on page 15 of his report, states:

“At any one time on the LimeWire network there would be approximately 2 to 5 million

users online.”

18 Citizens use the Internal Revenue Service’s W-9 Form to request a taxpayer identification number. In completing
the form, citizens enter, among other things, their names, addresses, and Social Security numbers. Internal Revenue
Service, “Request for Taxpayer Identification Number and Certification” (November 2005), available at
http://dese mo.gov/se/documents/se-fs-w9.pdf.
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61.  Over an extended period of time, such as weeks or months, even a 1 in 1,000,000 chance
of someone downloading the 1,718 File would therefore result in it being downloaded many
times. It takes only one such download to allow the information to be released.
62. Mr. Fisk also goes into detail describing the LabMD firewall’s operation, but also implies
that the firewall would not have prevented the “browse host” feature from being used when he
states on page 16:
“In order to download the files of a browse host either the Downloader or the Uploader
must not be behind a firewall.”
63.  While the LabMD computer was behind a firewall, any computer that itself was not

behind a firewall could therefore have used the browse host function to download the 1,718 File.

ii. Searches for Misconfigured P2P Peers

64.  Above, | discussed the possibility that a random user found and downloaded the 1,718
File from the LabMD computer through LimeWire using the “browse host” function. There is a
more deliberate way that the file could have been found and downloaded.

65.  The Internet, being a public network, is sometimes used by people who might have
fraudulent or malicious intent, including those looking for sensitive documents that p2p users did
not intend to share. One opportunity for them to get documents is to identify and exploit
misconfigured p2p nodes that are likely to expose sensitive information, then to download and
make use of that information. Notably, these actors do not need to have any information about
the names of the files they hope to find. Instead, they gather open information about common
files that are placed in particular directories when installed. For example, they can search for
particular operating system files that appear under the directory C:\windows, or common files

installed by applications that are placed in the “My Documents” folder. A badly mis-configured
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Windows XP node that was sharing its C: drive would be easily identifiable by searching for a
file named Zapotec.bmp, which is a default file included in that version of Windows.

66.  Finding one of these files would signal a high probability that the LimeWire program on
a computer was misconfigured and was currently exposing files in the directory where files like
the 1,718 File are normally found. For example, a file known to be installed in “My Documents”
that was found as a result of a search would indicate that that computer was exposing the “My
Documents” folder, which is likely to contain a large number of files of various types. The
person would then connect to that computer and use the “browse host” functionality to download
and examine potentially interesting files that were exposed.

67.  The LabMD computer, which was running LimeWire, would have been vulnerable to
being found in this manner. Unfortunately, LabMD produced incomplete information about
which files were being shared so it is difficult to identify which files might have been the lure to
attract someone who was actively seeking misconfigured peers. Nevertheless, the fact that the
information was being made publicly available on a network known to be used by malicious
actors means that there is a reasonable possibility the file could have been discovered in this

manner.

iii. File Extension Search

68.  As noted above, Mr. Fisk writes extensively to make the case that it would be difficult for
a searcher to find the 1,718 File using its filename.*
69. I believe he is mistaken, and there is one simple and direct search that would return that

file, which is to search on the portion of the filename he neglects — the file extension “pdf.”

9 Fisk Report, pp. 13-16, 23.
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70.  The file extension “pdf” indicates that the file is formatted as an Adobe Portable
Document Format (PDF) file. This format is commonly used for documents that contain text and
images, but which are not intended to be edited. It is very commonly used in academic and
business environments for distributing documents. | have also encountered entire books being
formatted and shared as PDF files.
71.  Gnutella users who are searching the network might then choose to search for PDF if
they had interest in those types of documents. Such a search would easily return the 1,718 File.
To demonstrate that this is possible and easy to do, | performed searches with the current
Gnutella network using the “gtk-gnutella” program and verified that a search using the term
“pdf” returns search results that consist of PDF files, the bulk of which contain the string “pdf”
only in the file extension. The image below shows the results of such a search using the gtk-

gnutella program, version 1.01 available from http://gtk-gnutella.sourceforge.net/ and the files it

returned.?

%0 Files names except for extensions have been redacted in the image.
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72.  The question then becomes “Did LimeWire support this type of search during the
relevant period?” Unfortunately, LimeWire was ordered closed, and at that point we lost full
access to the site containing the source code and documentation.?* We do, however, have some
remnants of the LimeWire site as recorded by the Internet Archive Wayback Machine.

73. Searching using the Wayback Machine allowed me to retrieve a copy of the LimeWire
source code for version 4.16.6, which was similar to the version that was running on the LabMD
computer Rosalind Woodson used.?* It was the closest version to the version 4.16.7 on the

LabMD computer that the Wayback Machine had archived, and is very close to the code running

2L Arista Records, LLC v. Lime Group LLC, 715 F. Supp. 2d 481, 96 U.S.P.Q 2d 1437 (S.D.N.Y 2010).
22| downloaded this code from the URL:
http://web.archive.org/web/20081203173114/http://www.limewire.org/limewire.zip.
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on the LabMD computer, judging from the version number. | examined the code of the program
to determine if file extensions, such as “.pdf” were excluded when searching with LimeWire.
74. | found no such code. Instead, | found code that supports the theory that LimeWire
allowed searches by file extension and then returned files containing that file extension. In the
file from the source code distribution named GreedyQueryFilter.java, there is code to limit
searches that would be excessively burdensome on the Gnutella network. The code in question is
named i sVer yGener al Sear ch, lines 43-65. | will spare quoting the code in detail, but the
comment describing the code is accurate as to its functionality and reads:

a. “Search through a query string and see if matches a very general search

such as "*.*", "*mp3", or "*.mpg" and check for uppercase also”
75.  This shows that the code blocked searches based on the file extensions “.mp3” and
“.mpg”, which are for music and audio files and movie files, respectively. This strongly implies
that searches based on file extensions were possible, and that those searches for PDF files were
not blocked. Assuming the implication is correct, file extension searches were possible in
LimeWire and would have returned the 1,718 File.
76.  Again, this indicates that users who were searching for the types of documents that are
commonly found in businesses, such as Microsoft Office documents and PDF files, could have

easily found the 1,718 File using search without using any more specific terms.

D. Searching Outside the Gnutella Mechanism

77.  Complaint Counsel has asked me to provide an opinion about Mr. Fisk’s conclusion that
only “sophisticated organizations capable of deploying the financial and ultimately technical
resources required” to write and use custom search software to crawl p2p networks could locate

the 1,718 File. These programs would be written to make use of the protocol mechanisms to
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traverse the network to catalog its participants and the names of content they were sharing
instead of downloading code. As | explain below, creating such software is not limited to
“sophisticated organizations.”

78. Mr. Fisk first makes the incorrect assumption that the 1,718 File had to have been found
by searching exactly for either of the two file name terms he identifies.*® As discussed above,
this assumption is incorrect as it was entirely possible for the file to be located without searching
by either of file name terms Mr. Fisk identifies. Following from this first incorrect assumption,
he then states that the only way for this document to have been located on the Gnutella network
was through custom search software, implying that this software must have used the “browse
host” function to search through files on all hosts.** He then uses the assumption of custom
software to state that only a *“sophisticated” organization with large financial and technical
resources could write such code, and that such code indicates knowledge no normal network user
would have.” Finally, he suggests that the other copies of the 1,718 File located on LabMD’s
network were therefore found by and later shared by one of these organizations.?

79. This chain of logic is almost entirely incorrect. Custom search software using the
“browse host” function is not difficult to create, as most of the code needed already exists and is
freely available. It would require little specialized knowledge of the protocol as the code
available already encodes protocol knowledge. Because the code is readily available, almost
anyone with the necessary undergraduate-level programming experience could create it, and a
brief search finds evidence that this has happened. The organizations that Mr. Fisk suggests

might have created such software also have incentives not to share what they might find, and it is

%% Fisk Report, p. 13.
** Fisk Report, p. 24.
% Fisk Report, pp. 24-25.
% Fisk Report, pp. 24-25.
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unlikely, had they downloaded any files from the network, that they would have then shared

them.

80.

81.

Mr. Fisk’s argument makes the following points:

tad

Implicitly, he assumes that the file can only be found by searching for it using its
filename.

He then claims that no ordinary user could have found the 1,718 File using normal
search.

As search must have been used, but normal search would not have worked, then the
person who found it must have written their own search.

This search must have used the “nuances” of the “browse host” functionality.

No ordinary user could or would write their own search this way; they would not
have the technological resources to do so.

Therefore, it must have been an organization like Tiversa, the FBI, Big Champagne,
or the RIAA.

Because the file was later found at multiple IP addresses online, it is possible that it
was then being shared by the organizations above who had created their own search

software.

| have addressed points a and b in Section A above. There is no need for the file to have

been found only by searching for its filename. It could have been randomly browsed, found as

part of a search for misconfigured peers, or found by searching for the term “pdf,” as | explained

above. Below | address his custom search argument (points ¢, d, e, and f).
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I. The Challenge of Creating Custom Search Software

82.  Though it is clear that writing a custom search was not necessary, | would like to address
the points ¢, d, e and f regarding writing custom software. Mr. Fisk is incorrect in most
particulars. Writing such software is not challenging, as most of the code exists and embeds the
necessary knowledge of the protocol. It might take only someone with an undergraduate
computer science degree and basic networking knowledge, and there is evidence that this has
happened.

83. First, Mr. Fisk is not very precise in defining what constitutes an “ordinary user.” There
are distinctions that need to be made in discussing what a user of p2p software can do with the
software, and what a developer who is extending p2p software can make the software do in
accordance with the Gnutella protocol. In the first case, an “ordinary user” would be one who
uses an existing p2p software client, like LimeWire. They would be limited to the functionality
that was built into the software by the developers. In LimeWire, these are things like search,
download, and browsing a host where you have located a file.

84.  The developer of the software, however, has access to all the functionality that the
Gnutella protocol provides. This is more functionality than is commonly built into the software.
The reason is that the protocol provides a variety of possible services which are generally used in
one way, say to provide normal search and download services, but which can be recombined in a
different way, say to create a browse-based search, in a way that does not violate the operation of
the protocol. In the example of a browse-based search, the developer would choose to combine
the portion of the protocol that does peer-discovery with the portion of the protocol that allows
host browsing to extract the information of what files are in the network. The developer could
then create his or her own index and search across that. Such activity is normal or ordinary from

the point of view of the other participants of the protocol.
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85.  Second, Mr. Fisk implies that creation of this software is something that is out of reach of
the average developer. He states (page 24):
“The vital point is that only extremely sophisticated and custom-designed software would
ever be configured in this fashion”
and (page 24, again):
“In order to find the 1,718 File someone would have to understand the nuances of the
browse host message and would have had to have written custom software to take
advantage of that knowledge.”
86.  This implication is not the case. A programmer who wanted to create software that took
advantage of the Gnutella network can draw on a publically available and well-documented code
base that would provide most of the functionality needed.
87.  Aslam fond of explaining to my programming classes, programmers are lazy — but they
are lazy in a good way, which means doing as little work as possible to achieve whatever
programming goal they are trying to reach. This often is demonstrated by the reuse of existing
code. It is generally faster and easier to find code that does what you want than it is to write it
yourself. In fact, code reuse is highly encouraged in the computer science community, and
languages like Java include a concept called “classes” which allow ease of code reuse.
88. To support code reuse, there are often practices to help generate documentation as code is
written, so that other programmers can more easily understand the existing code. Java uses a
system called “javadocs” that allows programmers to annotate their code, and then to later use
the annotations as the input to a program that converts them to readable documentation.
89. LimeWire itself is written in Java, and uses javadocs to create documentation. There are

other Gnutella clients available as well, and a programmer who wanted to extend the Gnutella
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functionality could download the source code of the programs and use that as a basis for this
work. This would greatly increase the ease and speed of developing code that works with the
Gnutella protocol.

90. Using existing code for Gnutella removes the need for programmers to completely
understand all aspects of the Gnutella protocol, as the Java language classes already written
encapsulate the knowledge of the original programmer. Others can then use the interface in the
class to interact with Gnutella without needing full knowledge of how the protocol works. This
removes the need for other programmers to understand all the details of the protocol.

91. Most networking code is written in this way. Networking code is divided into a series of
components, known as the “networking stack.” Each layer of the stack provides an interface that
enables functionality without requiring deep protocol knowledge, so reusing Gnutella code
would be a natural extension of this approach.

92.  To see if there was evidence to support the idea that large-scale cataloging of files that
were available on Gnutella through the browse host function was not as challenging as Mr. Fisk
indicates, | did a brief search of academic literature through Google Scholar. | found several
academic papers describing the results of crawling the Gnutella network. One in particular
described developing a crawler that could access all the ultrapeers in the network in under 10
minutes in 2005. This work was titled “Capturing Accurate Snapshots of the Gnutella Network”
by Daniel Stutzbach and Reza Rejaie, and appeared in 2005 at a prestigious peer-review
networking conference.

93. A later publication using the same crawler also documented the files that were available
on the Gnutella network. In this case, they modified the crawler above to also issue “browse

host” requests to catalog the contents of the network. This work appeared in another prestigious
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peer-reviewed conference in 2006 and was titled “Characterizing Files in the Modern Gnutella
Network: A Measurement Study” by Shanyu Zhao, Daniel Stutzbach, and Reza Rejaie.

94. Looking at the authors list, it appears that Shanyu Zhao and Daniel Stutzbach were
graduate students, and Reza Rejaie was a professor at the time. This small team, with no
acknowledged funding, was able to develop a high-speed crawler that used the Gnutella browse
host extension to catalog the network. This is one paper of many that describe crawling the
Gnutella network.

95. I will also note that crawling Gnutella is a common enough activity that it has its own

Wikipedia page at http://en.wikipedia.org/wiki/Gnutella_crawler.

96.  This indicates that creating a crawler is not as difficult as Mr. Fisk implies, and certainly

isn’t the sole province of a large and well-funded organization.

ii. Crawling versus Sharing

97. In point g of his argument above, after suggesting the 1,718 File must have been found by
a crawler from a large organization such as the FBI, Big Champagne, Tiversa, or the RIAA, Mr.
Fisk then suggests that the other copies of the files that are available on the network might come
from these crawlers.

98. Mr. Fisk is incorrect in this assertion because the organizations above, were they to
download files, would have no motivation to then share them.

99. Instead, it is possible to download files without sharing them again on the network. Even
an ordinary LimeWire user could prevent re-sharing files by separating the download folder from

the shared folder.
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E. Other Avenues of Information Disclosure

100. Complaint Counsel also asked me to provide an opinion about Mr. Fisk’s conclusions as
to other methods by which the 1,718 File could have been downloaded or disclosed. In this
section, | discuss his conclusions about thumb drives and email.

101.  After apparently reaching the erroneous conclusion that the installation and use of
LimeWire could not have been a possible source of the 1,718 File leaving the LabMD network,
Mr. Fisk attempts to propose some other mechanisms by which the file could have left the
network. On page 25, he suggests that the file could have been emailed out of the organization or
placed on a thumb drive and removed. Unfortunately, Mr. Fisk points to no evidence to support
that either of these actions occurred. By contrast, there is ample evidence that LimeWire was in
use.

102. One of my areas of research and experience is in the area of digital forensics, which is the
investigation of misuse or crime that might have left evidence on digital devices. | have had
extensive training in commercial forensics tools and operation and am well aware of the types of
evidence that are left behind on a computer system when data is either copied to a USB stick or
sent by email. It is frequently, though not always, possible to recover artifacts relating to these
transfers. For a USB stick, there is evidence of what USB sticks were inserted into the system
and, often, what files were copied to them. For email, it is often possible to recover the sent
email from the outgoing messages folder or from backups from the mail server to verify what
was sent.

103.  Unfortunately, it is not possible to conduct such an examination in this case as the system
that was being used was not properly preserved for investigation. Doing so would have required

making a copy of the hard drive in its entirety and keeping the drive and copy unaltered. The
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evidence is that this was not done.?” As opposed to the lack of evidence for any of Mr. Fisk’s
alternate scenarios, there is substantial evidence that LimeWire was the source of the disclosure.
We know that:
a. The computer at LabMD was running LimeWire and was sharing the 1,718 File.
b. People who download files from Gnutella most frequently store them in their own
shared directory, which in turn makes them available to the file-sharing network.
C. The 1,718 File was found being shared on the Gnutella network. To appear there,
it had to be placed in a folder on a computer that was being shared.
104. The most likely conclusion, then, is that the file was available and being shared via the
LabMD computer. Others downloaded it, and as is common, stored it in their shared folder. It
was then available for others to discover, and it was then found being shared elsewhere.
105. Overall, Mr. Fisk provides no evidence that supports his suggestion that the file was

taken out of the network by some means other than through LimeWire.

VI. Conclusion

106. Based on my experience described in Section 11, my review of the material described in
Section IV, and the specific opinions presented in Section V, my overall conclusion is that Mr.
Fisk is mistaken in his conclusion that the 1,718 File could only have been located by a
sophisticated organization with considerable resources. In addition, his theory that the file was
disclosed through a thumb drive or by e-mail is unsupported by any evidence. Overall, |
conclude that the 1,718 File was likely inadvertently disclosed by LabMD’s billing manager

when she used LimeWire on her LabMD computer.

2" Mr. Daugherty testified that the hard drive from the LabMD computer used by the billing manager and a copy of
the hard drive were rendered unusable by a security consultant LabMD engaged. See Deposition of Michael
Daugherty, March 4, 2014, pp. 203-07.
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Dated: April 11, 2014 I C Mwm—

Clay Shields, Ph.D.
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APPENDIX A

Clay Shields
Department of Computer Science
Georgetown University
Washington, DC, 20057
clay@cs.georgetown.edu
(202) 687-2004

Academic Experience

Professor, Georgetown University, August 2011 - Present
Associate Professor, Georgetown University, August 2005 - August 2011
Assistant Professor, Georgetown University, August 2001 - August 2005

One of the top teachers in the Computer Science department as rated by students. Nominated twice for the Dean’s
Teaching Award. Teaching classes in programming, networks, operating systems, and computer and network security.
Conducting research in computer and network forensics, and on anonymous communication.

Director, Georgetown Institute for Information Assurance, 2002 - Present

As Director, initiated and led the effort that resulted in Georgetown University being declared an NSA Center of Ex-
cellence in Information Assurance. This award covers the whole university, and makes Georgetown eligible for schol-
arships and development funding from the NSA. Earning this designation first required showing that Georgetown’s In-
formation Assurance curriculum met the Information Assurance Courseware Evaluation standards. Afterwards, com-
pleted an accreditation process requiring coordination between information assurance faculty across schools within
Georgetown. Next formed a partnership with the National Defense University to bring externally-supported graduate
students into the Computer Science Master’s degree program.

Assistant Professor, Purdue University, August 1999 - July 2001

Assistant professor in computer science, and associated with CERIAS, the Center for Education and Research in
Information Assurance and Security. Conducted research into network forensics and anonymity. Taught courses in
network security, information assurance and operating systems.

Instructor, Central Texas College, 1992 - 1993

Instructed fourteen distance-learning college level courses covering a variety of subjects in the Arts and Sciences for
U.S. Army soldiers stationed in the Sinai. Rated as “excellent” on student evaluations.

Education

University of California at Santa Cruz, 1994 - 1999

PhD in Computer Engineering, June, 1999.
Advisor: J.J. Garcia-Luna-Aceves.
Dissertation: Secure Hierarchical Multicast Routing and Multicast Internet Anonymity.

Masters in Computer Engineering, June, 1996.
Master’s Thesis: Ordered Core Based Trees.

University of Maryland, 1993 - 1994

Graduate-level course work in Computer Science.

University of Virginia, 1984 - 1989

Bachelor of Science, Electrical Engineering.
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Professional Experience

Principal, Computer Litigation Resources, LL.C, May 2005 - August 2010

Principal of consulting business for conducting forensic computer examinations and providing expert testimony on
the results. Prepared and delivered forensic courses for Ernst & Young, LLP, internal training. Qualified by the 19th
Judicial Circuit of Virginia as an expert witness on computer forensics.

Staff Scientist, Cenus Technologies, July 2000 - September 2000
Consulting on network security issues for Internet start-up.

Security Coordinator, University of California at Santa Cruz, 1997 - 1998

Responsible for conducting vulnerability testing, for monitoring of campus networks, and for response to security
breaches. Conducted short and long-term planning for campus security systems, including investigation and testing of
firewall and one-time password systems, and testing of campus certificate server system.

Infantry Platoon Leader, 101st Airborne Division, U.S. Army, 1990 - 1993

Platoon Leader of Rifle and Anti-Armor Infantry Platoons. Responsible for leadership of a 40 soldier platoon during
tactical employment; planning and execution of safe, effective training; and accountability and maintenance of over
one million dollars of equipment. Led platoon during six month deployment to the Sinai as part of the MFO peace-
keeping force, and received Army Achievement medal for exceptional performance in that position.

Expert Witness Experience

Intellectual Property
Consulting Witness, Plaintiff Intellectual Ventures I LLC and Intellectual Ventures II LLC
v. Capital One Financial Corporation, Capital One Bank (USA)
and Capital One, N.A.,Civil Action No. 1:13cv740-AJT/TRJ,
Eastern District of Virginia
Consulting Witness, Defendant  Droplets, Inc. v. Facebook, Inc.,
Civil Action No. 2:11-CV-392, Eastern District of Texas
Testifying Witness, Plaintiff Creative Kingoms, LL.C. v. Nintendo Co., Ltd.,
Case No. 337-TA-770, ITC.
Consulting Witness, Plaintiff Juniper Networks Inc. v. GraphOn Corp.,
Case No. 1:09-cv-00287, Eastern District of Virginia
Computer Forensics
Written report Cause No F-2569-B, 93rd Judicial District Court, Hidalgo County, TX, May 2013
Testifying Witness, Plaintiff ~ Facility Solutions Group v. ISM Services, Inc. Fairfax County, VA, June, 2005
Consulting Witness, Plaintiff FTC v. D Squared Solutions, AMD 03 CV3108 (pro bono)

Scholarship

Journal Articles

A. Bates, K. Butler, M. Sherr, C. Shields, P. Traynor, and D. Wallach. ‘“Accountable Wiretapping, Journal of
Computer Security”, to appear in Journal of Computer Security.

M. Liberatore, B. N. Levine, C. Shields and B. Lynn. “Efficient Tagging of Remote Peers During Child Pornogra-
phy Investigations”, Transactions on Dependable and Secure Computing, January, 2014.

S. Cabuk, C. Brodley, and C. Shields. “IP Covert Channel Detection”, ACM Transactions on Information and System
Security (TISSEC) Vol. 12, Num. 22, April 2009.

M. Wright, M. Adler, B.N. Levine, and C. Shields. “Passive-Logging Attacks Against Anonymous Communica-
tions Systems”, ACM Transactions on Information and System Security (TISSEC) Vol. 11, Num. 2, March 2008.

K. Sanzgiri, B. Dahill, D. LaFlamme, B. N. Levine, C. Shields, and E. Belding-Royer, “An Authenticated Routing
Protocol for Secure Ad hoc Networks”, IEEE Journal on Selected Areas in Communications: Special Issue on
Wireless Ad Hoc Networks. Vol. 23, Num. 3, March, 2005.
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B. Carrier and C. Shields, “The Session Token Protocol for Forensics and Traceback, ACM Transactions on
Information and System Security (TISSEC). Vol. 7 , Num. 3, August 2004.

F. Buchholz and C. Shields, “Providing Process Origin Information to Aid in Computer Forensic Investigations™,
Journal of Computer Security, Vol. 12, Num 5., 2004

M. Wright, M. Adler, B. N. Levine, and C. Shields, “The Predecessor Attack: An Analysis of a Threat to Anony-
mous Communication Systems”, ACM Transactions on Information and System Security (TISSEC). Vol. 7 , Num.
4, November 2004.

B.N. Levine and C. Shields. “Hordes - A Multicast Based Protocol for Anonymity”, Journal of Computer Security,
Vol. 10, Num. 3, 2002, pp. 213-240, by invitation.

C. Shields and J.J. Garcia-Luna-Aceves,“A Protocol for Hierarchical Multicast Routing”, Computer Communica-
tions, Vol:23. Issue: 7, March 13, 2000, pages 628-641.

Patents

Automated Forensic Document Signatures, US Patent US 8,438,174 B2. C. Shields, M. Maloof, and O. Frieder.
Automated Forensic Document Signatures, US Patent 8,312,023. C. Shields, M. Maloof, and O. Frieder.
Automated Forensic Document Signatures, US Patent 8,280,905. C. Shields, M. Maloof, and O. Frieder.

Book Chapters

C. Shields. ““An Introduction to Information Assurance.” Machine Learning and Data Mining for Computer Secu-
rity. Ed. Marcus A. Maloof. London: Springer, 2005.

Conference Papers

A. Bates, K. Butler, M. Sherr, C. Shields, P. Traynor, and D. Wallach. ‘Accountable Wiretapping -or- I Know They
Can Hear You Now”. Network and Distributed System Security Symposium (NDSS), February 2012.

R. Walls, B.N. Levine, M. Libertore, C. Shields “Effective Digital Forensics Research is Investigator-Centric”, 6/
USENIX Workshop on Hot Topics in Security (HotSec), August, 2011

C. Shields, O. Frieder, M. Maloof. “A System for the Proactive, Continuous, and Efficient Collection of Digital
Forensic Evidence”, Proceedings of the Digital Forensics Research Conference (DFRWS), August, 2011.

M. Libertore, B.N. Levine, C. Shields. “Strengthening Forensic Investigations of Child Pornography on P2P
Networks”, Proceedings of the 6th International Conference on emerging Networking EXperiments and Technologies
(CoNEXT), November, 2010.

M. Liberatore, R. Erdely, T. Kerle B. Levine and C. Shields. “Forensic Investigation of Peer-to-Peer File Sharing
Networks”, Proceedings of the Digital Forensics Research Conference (DFRWS), August, 2010.

C. Shields. “Towards Proactive Forensic Evidentiary Collection”, Proceedings of the Hawaii International Con-
ference on System Sciences (HICSS), January, 2010.

C. Piro, C. Shields. B. N. Levine. “Detecting the Sybil Attack in Mobile Ad hoc Networks”, Proceedings of the
Second International Conference on Security and Privacy in Communication Networks (SecureComm), Baltimore,
MD, 2006.

S. Cabuk, R. M. Forte, C. Brodley, and C. Shields, “IP Covert Timing Channels: An Initial Exploration”, Pro-
ceedings of the ACM Computer and Communications Security Conference (CCS), October, 2004.

M. Wright, M. Adler, B. N. Levine, an C. Shields, “Defending Anonymous Communication Against Passive Log-
ging Attacks”, in Proceedings of the 2003 [EEE Symposium on Security and Privacy (IEEE S&P), Oakland, CA,
May, 2003.

B. Dahill, K. Sanzgiri, B. N. Levine, C. Shields, and E. M. Belding-Royer, “A Secure Routing Protocol for Ad Hoc
Networks”, in Proceedings of the 2002 IEEE International Conference on Network Protocols (ICNP), Paris, France,
November, 2002.

B. Carrier and C. Shields, “A Recursive Session Token Protocol for use in Computer Forensics and TCP Trace-

back”, in Proceedings of the 2002 IEEE Conference on Computer Communications (Infocom), New York, NY, June,
2002.
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F. Buchholz and C. Shields, ‘“Providing Process Origin Information to Aid in Network Traceback”, in Proceedings
of the 2002 USENIX Annual Technical Conference, Monterey, CA, June, 2002.

M. Wright, M. Adler, B.N. Levine, and C. Shields, “An Analysis of the Degradation of Anonymous Protocols”,
Proceedings of the ISOC Network and Distributed System Security Symposium (NDSS), San Diego, CA., February
2002. Received the Outstanding Paper Award

V. Scarlata, B.N. Levine, and C. Shields, “Responder Anonymity and Anonymous Peer-to-Peer File Sharing”, in
Proceedings of the. IEEE International Conference on Network Protocols (ICNP), 2001, Riverside, CA., November
2001.

C. Shields and B.N. Levine, “A Protocol for Anonymous Communication over the Internet”, Proceedings of the
7th Annual ACM Conference on Computer and Communications Security (CCS), Athens, Greece, November, 2000.
C. Shields and J.J. Garcia-Luna-Aceves, “KHIP -A Scalable, Efficient Protocol for Secure Multicast Routing”. In
Proceedings of ACM Special Interest Group on Data Communications (SIGCOMM),Boston, MA, August, 1999.

C. Shields and J.J. Garcia-Luna-Aceves,‘““The HIP Protocol for Hierarchical Multicast Routing”, In Proceedings of
the Seventeenth Annual ACM Symposium on Principles of Distributed Computing (PODC), Puerto Vallarta, Mexico,
June, 1998.

C. Shields and J.J. Garcia-Luna-Aceves, “The Ordered Core Based Tree Protocol”, In Proceedings of the /IEEE
Conference on Computer Communications (Infocom), Kobe, Japan, April, 1997.

Workshop papers

C. Shields, “What do we mean by Network Denial of Service?”, Proceedings of the 2002 IEEE Workshop on
Information Assurance and Security, West Point, N.Y., June, 2002.

S. Lee and C. Shields, “Tracing the Source of Network Attacks: A Technical, Legal and Social Problem”, in
Proceedings of the Second Annual IEEE Systems, Man, and Cybernetics Information Assurance Workshop, West
Point, NY., June 2001.

S. Mandujano and C. Shields, “Confidentiality and Anonymity Analysis of On-Line Payment Protocols”, Com-
puter Security Congress, November 2000, Mexico City, Mexico.

Other articles

C. Shields, ““Ask the Experts - How can deleted computer files be retrieved at a later date?”. Scientific American,
March, 2004.

C. Shields, “Ask the Experts - Why do computers crash?”. Scientific American, May, 2003.

S. C. Lee and C. Shields, “Technical, Legal, and Societal Challenges to Automated Attack Traceback”, IT Pro-
fessional, May/June, 2002. pp. 12-18.

Software

M. Libertore, B.N. Levine and C. Shields, RoundUp. RoundUp is a modified Gnutella client in use by various
police forces to locate and create warrants for arrest for indviduals sharing child pronography online. In August of
2010, RoundUp was declared part of the US National Strategy for Child Exploitation Prevention and Interdiction. In
addition, as of August 2010, RoundUp is being used by over 1,224 individual investigators and 58 Internet Crimes
Against Children Task Forces. As of that date, they have used RoundUp to serve 1,258 search warrents that have so
far resulted in 567 arrests. These numbers are a lower bound based on self-reporting.

C. Shields and L. Neubauer, sdtext creates portable text-based similarity digests that can identify similar files
despite differences in format.

Tutorials

C. Shields and B.N. Levine,““An Overview of Network Forensics Investigation with a Focus on Peer-to-Peer Net-
works”. The First Annual ACM Northeast Digital Forensics Exchange. New York, NY. July 2009.

C. Shields and B.N. Levine,“Internet Privacy and Anonymity”’. ACM Conference on Computer Communications
Security (CCS). October 2004.

C. Shields and B.N. Levine “Internet Privacy and Anonymity”. ACM International Conference on Measurements
and Modeling of Computer Systems (SIGMETRICS). June 2002.
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Grants and Funding

Improving Partial Text Matching with Space-efficient Probabilistic Token Storage, Naval Postgraduate School,
$331,985

CC-NIE Network Infrastructure: Enabling Big-Data Science Collaboration at Georgetown, National Science
Foundation, $379,018

II-NEW: Infrastructure for Change: From a Teaching Department to National Prominence, National Science
Foundation, $460,000

Improving Forensic Triage with Rapid Text Document Similarity Matching, Naval Postgraduate School, $383,444,
2010-2013.

Selectable Anonymity for Enabling SAFER Telecommunications (SAFEST), Defense Advanced Research Projects
Agency, $1,191,113,2010-2014.

A System for Identifying and Gathering Evidence of P2P Trafficking, U.S. Department of Justice, Washington,
D.C. $227,502 in FY 10 and $221,104 allocated for FY11.

Information Assurance Scholarship Program Annex I and Annex II, National Security Agency, Fort Meade, MD,
2009, $19,716 awarded, $405,273 in optional funding pending.

Peerless: A System for Identifying and Gathering Evidence of P2P Tracking, U.S. Department of Justice, Wash-
ington, D.C., 2009, $237,834 .
Research Opportunities for Undergraduates, National Science Foundation, Arlington, VA., 2005, $5,625.

Georgetown University Research Opportunities Program Summer Research Fellowship, Spring 2005, $4,000.

Matching Network Data Flows. Georgetown University Research Opportunities Program, Washington, D.C., Spring
2004, $400.

Junior Faculty Research Fellowship, Georgetown University, Washington, D.C. Fall 2003.

Detecting the Sybil Attack in Ad hoc Wireless Networks, Georgetown University Research Opportunities Program,
Fall 2003, $400.

Collaborative Research:Anonymous Protocols, National Science Foundation, Arlington, VA. $140,000, 2001.
Courses Taught

Graduate Courses
- Topics in Computer Security: Spring 2013
- Network Security: Spring 2009; Fall 1999 (Purdue)
- Operating Systems: Spring 2000 (Purdue)

Undergraduate Courses
- Information Assurance: Fall 2012, 2010, 2009, 2000 (Purdue); Spring 2006, 2004, 2003, 2002
- Operating Systems: Spring 2012, 2010, 2007, 2005, 2003, 2002
- Computer Networks and Data Communication: Fall 2005, 2004; Spring 2010
- Computer Science 1: Fall 2012, 2010, 2006, 2005, 2004, 2002, 2001
- Operating Systems: 2001 (Purdue)
- Unix for Non-believers: Fall 2009 (with Mark Maloof)

Service
Professional Service

Editor  Special Issue of Computer Communications, Volume 29, Number 3, 1 February 2006

Program DFRWS 2012, 2013
Chair

Program NDSS 2001,2002; NGC 2001, 2002, 2003; IPCCC 2002;
Committees  Security and Assurance in Ad hoc Networks Workshop 2003; CNFR 2005;

SADFE 2009,2010,2011; NeFX 2009, 2010 (Workshop Chair); DFRWS 2009,2010,2011, 2014,
HICSS Forensics Minitrack Co-Chair 2011
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Reviewer ~ ACM TON, ACM TOM, SPE, IEEE Networks, IEEE Security and Privacy,
Journal of Parallel and Distributed Computing, IEEE TISSEC, IEEE TPDS,
IEEE TDSC, Mobile Information Systems: An International Journal, ACM SIGCOMM,
IEEE INFOCOM, Communciations of the ACM, National Science Foundation

University Service

2002-2003:  Freshman advising
2003-2004:  Chair of Colloquim Committee, Chair of Curriculum Committee, Merit Review Committee
2004-2005:  University Executive Faculty, Chair of Merit Review Committee
2005-2006:  University Executive Faculty, Executive Faculty Steering Committee,
University Admissions Committee, Chair of Merit Review Committee
2006-2007:  Curriculum Committee, University Executive Faculty, Executive Faculty
Steering Committee, Search Committee, Web Committee
2007-2008:  On sabbatical, University Research Integrity Committee
2008-2009:  On parental leave fall semester, Tenure Committee, University Research Integrity Committee
2009-2010:  ACM Chapter Advisor, Chair of Search Committee, University Research Integrity Committee, Science in the Public
2010-2011:  Chair of Search Committee, Science in the Public Interest Advisory Committee
2011-2012:  Chair of Search Committee, Science in the Public Interest Advisory Committee
2012-2013:  Chair of Search Committee
2013-2014: Director of Graduate Studies, Faculty IT Advisory Committee

Public Service

Puppy Raiser for Guiding Eyes for the Blind 2001-2003, 2005-2007
Media Appearances CNN 2002, Weird US 2005

Certification

EnCase Certified Examiner (EnCE), 2005
Completed 64 hours of computer forensic training and the EnCase Certified Examiner program.
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APPENDIX B

Materials Considered or Relied Upon

IH Transcripts and Exhibits Bates Range

13.02.05 Boyle, John - Transcript FTC-000001-FTC-000115
13.02.05 Boyle, John - Exhibits FTC-000116-FTC-000376
13.02.06 Daugherty, Michael - Transcript FTC-000377-FTC-000416
13.02.06 Daugherty, Michael - Exhibit #8 FTC-000225-FTC-000246
13.02.06 Daugherty, Michael - Exhibit #14 FTC-000283-FTC-000304
13.02.06 Daugherty, Michael - Exhibit #23 FTC-000417-FTC-000423
13.05.02 Simmons, Alison - Transcript FTC-000424-FTC-000493
13.05.02 Simmons, Alison - Exhibits FTC-000494-FTC-000512
13.05.03 Kaloustian, Curt - Transcript FTC-000513-FTC-000638
13.05.03 Kaloustian, Curt - Exhibits FTC-000639-FTC-000656

Deposition Transcripts and Exhibits

14.01.09 Maire, Chris

14.01.10 Bureau, Matt

14.01.24 Howard, Patrick

14.04.28 Boyle, John

14.02.05 Simmons, Alison

14.02.06 Martin, Jeff

14.02.14 Bradley, Brandon

14.03.04 Daugherty, Michael LabMD Rule 3.33
14.02.10 Daugherty, Michael

14.02.11 Parr, Jennifer

13.12.02 Dooley, Jeremy

13.11.21 Boback, Robert Tiversa Rule 3.33
13.12.13 Hyer, Robert

Correspondence Bates Range
10.07.16 Ellis Letter FTC-LABMD-002495-FTC-LABMD-002503

Documents Produced by LabMD

FTC-LABMD-002748-FTC-LABMD-002818
FTC-LABMD-003752-FTC-LABMD-003761

Documents Produced by Cypress Communication, LLC

FTC-CYP-0001735-FTC-CYP-0001757
FTC-CYP-0001790-FTC-CYP-0001791
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FTC-CYP-0001792-FTC-CYP-0001793

Web Content Considered or Relied Upon

Archive.org — LimeWire 4.16.6 source code from WayBack machine,
http://web.archive.org/web/20081203173114/http://www.limewire.org/limewire.zip, last
accessed April 11, 2014.

Archive.org — LimeWire JavaDoc documentation from WayBack machine,
http://web.archive.org/web/20081003012212/http://wiki.limewire.org/index.php?title=Ja
vadocs, last accessed April 11, 2014.

Archive.org — LimeWire Wiki documentation from WayBack machine,
http://web.archive.org/web/20081024044053/http://wiki.limewire.org/index.php?title=0v
erview, last accessed April 11, 2014.

Gnutella protocol version 0.4 -- http://rfc-gnutella.sourceforge.net/developer/stable/, last
accessed April 11, 2014.

Gnutella protocol version 0.6 -- http://rfc-gnutella.sourceforge.net/src/rfc-0 6-draft.html,
last accessed April 11, 2014.

Gtk-gnutella protocol, version 1.01 -- http://gtk-gnutella.sourceforge.net/, last accessed
April 11, 2014.

United States Computer Readiness Team — About Us, http://www.us-cert.gov/about-us,
last accessed April 11, 2014.

United States Computer Readiness Team — Security Tip (ST05-007) “Risks of File-
Sharing Technology”, https://www.us-cert.gov/ncas/tips/ST05-007, last accessed April
11, 2014.

University of Oregon Department of Computer Science -- Capturing Accurate Snapshots
of the Gnutella Network PowerPoint,
http://mirage.cs.uoregon.edu/slide/stutzbach_gi_2005.pdf, last accessed April 11, 2014.

Articles & Publications

Cole, Eric, Ph.D., Security Haven “Security Best Practices” (2006),
http://www.securityhaven.com/docs/Security Best Practices.pdf, last accessed April 10,
2014.

Cisco, “Cisco Configuration Professional: Zone-Based Firewall Blocking Peer to Peer
Traffic Configuration Example” (December 03, 2010),
http://www.cisco.com/c/en/us/support/docs/cloud-systems-management/configuration-
professional/112237-block-p2p-zbf-ccp-00.pdf, last accessed April 11, 2014.

Cisco, “Security Device Manager: Block P2P Traffic on a Cisco 10S Router using NBAR
Configuration Example” (June 4, 2009),
http://www.cisco.com/c/en/us/support/docs/routers/3800-series-inteqrated-services-
routers/110388-ios-block-p2p.html, last accessed April 11, 2014.

Federal Trade Commission “FTC Issues Report on Peer-to-Peer File Sharing” (June 23,
2005), http://www.ftc.gov/news-events/press-releases/2005/06/ftc-issues-report-peer-
peer-file-sharing, last accessed April 11, 2014.
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e Global Information Assurance Certification Paper “Security Implications of ‘Peer-To-
Peer’ Software” (July 2002), http://www.giac.org/paper/gsec/2016/security-implications-
peer-to-peer-software/103490, last accessed April 10, 2014.

e Global Information Assurance Certification Paper “Security Ramifications of Using Peer
to Peer (P2P) File Sharing Applications” (December 20, 2003),
http://www.giac.org/paper/gsec/3519/security-ramifications-peer-peer-p2p-file-sharing-
applications/105733, last accessed April 10, 2014.

e Global Information Assurance Certification Paper “Peer-to-Peer (P2P) File Sharing
Applications and their Threat to the Corporate Environment” (2003),
http://www.giac.org/paper/gsec/3123/peer-to-peer-p2p-file-sharing-applications-threat-
corporate-environment/103882, last accessed April 10, 2014.

e “Information Systems Security, a Comprehensive Model”,
http://cryptosmith.com/sites/default/files/docs/MccumberAx.pdf, last accessed April 11,
2014.

e Internal Revenue Service “Request for Taxpayer Identification Number and
Certification” (November 2005, http://dese.mo.gov/se/documents/se-fs-w9.pdf, last
accessed April 11, 2014.

e Ritter, Jordan “Why Gnutella Can't Scale. No, Really.” (February 2001),
http://www.darkridge.com/~jpr5/doc/gnutella.html, April 11, 2014.

e SANS Institute InfoSec Reading Room “Peer-to-Peer File-Sharing Networks: Security
Risks” (2002), https://www.sans.org/reading-room/whitepapers/policyissues/peer-to-
peer-file-sharing-networks-security-risks-510, last accessed April 11, 2014.

e SANS Institute InfoSec Reading Room “The Real Cost of Free Programs such as Instant
Messaging and Peer-to-Peer File Sharing Applications” (July 1, 2003),
https://www.sans.org/reading-room/whitepapers/protocols/real-cost-free-programs-
instant-messaging-peer-to-peer-file-sharing-applications-1155, last accessed April 11,
2014.

e Scarfone, Karen, Grance, Tim, Masone, Kelly, National Institute of Standards and
Technology “Computer Security Incident Handling Guide” (March 2008),
https://www.fismacenter.com/SP800-61rev1.pdf, last accessed April 11, 2014.

e Shanyu Zhao, Daniel Stutzbach, Reza Rejaie, University of Oregon “Characterizing Files
in the Modern Gnutella Network: A Measurement Study”,
http://ix.cs.uoregon.edu/~reza/PUB/tr05-04.pdf, last accessed April 11, 2014.

e Stutzbach, Daniel, and Reza Rejaie, University of Oregon "Capturing accurate snapshots
of the Gnutella network" (2005), http://www.barsoom.org/papers/gi05.pdf, last accessed
April 11, 2014.
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e 14.04.01 Expert Report of Adam Fisk in the Matter of LabMD, Inc.
e 14.03.03 Respondent’s Objections and Responses to Complaint Counsel’s Requests for
Admission
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e Arista Records, LLC v. Lime Group LLC, 715 F. Supp. 2d 481, 96 U.S.P.Q 2d 1437
(S.D.N.Y 2010)

CX0738 page 47

Exhibit 20



EXHIBIT 21



CX0770 page 1

Exhibit 21



CX0770 page 2

Exhibit 21



CX0770 page 3

Exhibit 21



CXO0770 page 4
Exhibit 21



CX0770 page 5
Exhibit 21



EXHIBIT 22



From: Moore, David L.

Subject: Revised CA: P2P File-Sharing: Evaluating the Risks
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Title: P2P File-Sharing: Evaluating the Risks

Description: Two page consumer alert warning consumers of the privacy risks of peer-to-peer file sharing
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Stock code: ALT-128

Web File: www ftc.gov/bep/conline/pubs/alerts/sharealrt. htm and pdf

Print run: none (online only)

Distribution: online only

Files: TXT and PDF attached
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P2P File-Sharing: Evaluating the Risks

Every day, millions of computer users share files online. Whether it is music, games, or
software, fiie-sharing can give peopie access {0 a weaith of information. You simpiy downioad
special software that connects your computer to an informai network of other computers
running the same software. Millions of users could be connected to each other through this

software at one time. The software often is free and easily accessible.
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download pornography labeled as something else.
To secure the personal information stored on your computer, the FTC suggests that you:

. Set up the file-sharing software very carefully. If you don’'t check the proper settings
when you install the software, you could open access not just to the files you intend to share,
but also to other information on your hard drive, like your tax returns, email messages,
medical records, photos, or other personal documents.
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any file-sharing program, you may want to bu
spyware or heip detect it on your hard drive.

. Close your connection. In some instances, closing the file-sharing program window
does not actually close your connection to the network. That allows file-sharing to continue
and could increase your security risk. If you have a high-speed or “broadband” connection to
the Internet, you stay connected to the Internet unless you turn off the computer or
disconnect your Internet service. These “always on” connections may allow others to copy
your shared files at any time. What's more, some file-sharing programs automatically open
every time you turn on your computer. As a preventive measure, you may want to adjust the
file-sharing program’s controls to prevent the file-sharing program from automatically opening.

- llan anA 1inAata uanir anti_viriie anfhuaiara rasilarhy Cilas vuai AaumlanA ~AAnillAd ha
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e

computer from viruses you mignt pick up from other users throughn the file-sharing program.
Alithough your virus fiiter shouid prevent your computer from receiving possibiy destructive

files, computer security experts suggest you avoid files with extensions like .exe, .scr, .Ink,

.bat, .vbs, .dll, .bin, and .cmd.
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have downloaded f|Ie sharing software on the family computer and that they may have
exchanged games, videos, music, pornography, or other material that may be inappropriate
for them. Also, because other peoples’ files sometimes are mislabeled, kids unintentionally
may download these files. In addition, kids may not understand the security and other risks

involved with file-sharing and may install the software incorrectly, giving anyone on the
internet access to the famiiy’s private computer fiies.

The FTC works for the consumer to prevent fraudulent, deceptive, and unfair business
practices in the marketplace and to provide information to help consumers spot, stop, and
avoid them. To file a complaint, or to get free information on consumer issues, visit ftc.gov or
call toll-free, 1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. The FTC enters

Internet, telemarketing, identity theft, and other fraud-related complaints into Consumer
Sentinel, a secure online database available to hundreds of civil and criminal law
anfAarramant anansine in tha |1 © anAd alhraaAd

ClHvVIVGITIGlHIL GyUI IVICGO 111 UIT U.V. diliuv avivau.
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Every day, mitlions of computer users share files online. Whether it is music, games, or sefiware,
file-sharing can give people access to a wealth of information. You simply download special software
that connects your comouter to an informal network of other computers running the same software.
Mitlions of users could be ¢o

wected to each other throu :h this software at one time. The software
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Seunds promising, right? Maybe. but make sure that vou consider the trade-offs. The Federal
Trade Commission (FTC), the nation’s consumer protection agency, cautions that file-sharing can
have a number of risks. For example wh hen you are connected to 1 ie—sharing pmorams YOu may
unimuwrmo}v allﬂw Uthers o
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labeled as something else.

To secure the personal information stored on your computer, the FTC suggests that you:
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install the software, you could open access not just 1o the files you intend to share, but also to

other information on youn hmd drive, like your tax returns, email messages, medical records,
photos, or other personal documents.

® Be aware of spyware. Some file-sharing programs install other software known as spyware.
Spyware monitors a user’s browsing habits and then sends that data to third parties. Sometimes
the user gets ads based on the information that the spyware has collected and disseminated.
Spyware can be difficult to detect and remove. Before you use any file-sharing program, you
may want to buy software that can prevent the downloading of spyware or help detect it on
your hard drive.
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actually close your connection to the network. That atiows fue sharing to continue and could
increase your security risk. If you have a high-speed or “broadband” connection to the Inter-
net, you stay connected to the Internet unless you twrn off the computer or discmmect your

These © ,nlw,nu: on” connections may allow others o Copy yo
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<
your wmpme: As a p;evem;vc Measure, you may want (o d(?_[ ust the file-sharing program’s
controls to prevent the file-sharing program from antomatically opening.
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s Use and update your anti-virus software regularly. Files you download could be mislabeled,
hiding a virus or other unwanted content. Use anti-virus software to protect your computer
from viruses you might pick up from other users through the file-sharing program. Although
your virus filter should prevent your compuier from receiving possibly destructive {iles, com-
puter security experts suggest vou avoid files with extensions like .exe, .scr, nk, .bat, .vbs,

il, .bin, and .cmd.

e Talk with your family about file-sharing. Parents may not be aware that their children have
downloaded file-sharing software on the family computer and that they may have exchanged
games, videos, music. pornography, or other material that may bu marmronrmtc for them.

es’ files sometimes are miclabeled, kids
1330 vennmar smont et nantmend flan et
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file-sharing and may instail the software incorrectly, giving anyone on the
the family’s private computer files.
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a complaint, or (0 get free information on consumer issues, visit {ie.gov or call wli-free, 1-877-FTC-
HELP (1-877-382-4357); TTY: 1-866-653-4261. The FTC enters Internet, telemarketing, identity
thett, and other fraud-related complainis into Consumer Sentinel, g secure online database available o
hundreds of civil and criminal law enforcement agencies in the U.5. and abroad.
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Best Sellers: No
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P2P File-Sharing: Evaluate the Risks

Every day, miiiions of computer users share fiies oniine. Whether it is music, games, or
software, file-sharing can give people access to a weaith of information. You simply download
special software that connects your computer to an informal network of other computers
running the same software. Millions of users could be connected to each other through this
software at one time. The software often is free and easily accessible.

Sounds promising, right? Maybe, but make sure that you consider the trade-offs. The Federal
Trade Commission (FTC), the nation’s consumer protection agency, cautions that file-sharing
ran haun a niimhar Af riclke CAar avamnla whan uni ara ~Aannarntand +a fila_charina nranrame
WAl TIAVO A 1IUITIVTI] VI TToNOo. | VI TAQIITIMIC, WIIGHI yuu alc LWIHITWLITU W inc-oliail i Is r.ll Uyl dilio,
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yUU TTiay UlIRTNIOwWITIyly aliovw OUICiS WU COURY privale Tes yuu 1icvel INehucu w siiaic. 1ud liiay
downioad materiai that is protected by the copyright iaws and find yourseif mired in iegai
issues. You may download a virus or facilitate a security breach. Or you may unwittingly
download pornography labeled as something else.

To secure the personal information stored on your computer, the FTC suggests that you:

. Set up the file-sharing software very carefully. If you don’t check the proper settings

when you install the software, you could open access not just to the files you intend to share,
but also to other information on your hard drive, like your tax returns, email messages,
medical records, photos, or other personal documents.

. Be aware of spyware. Some file-sharing programs install other software known as
pyware. sCme The-snanng proegrams instan oner sonware K<nown as
armnsrara Qrunuara manitare a 11eare hrauwaina hahite anA tham aandea that Aata A third
oyyvvalc. \)'J wailo liviniuvi o a Uuoci o UIUVVDIIIB 1AQwvito Aliu UiITl1 OTIIuUO uial uauwa w uiinu
PR o Py T mrrmmm mmboa mAla lnmmm A mim bl m ieafmmn adimin Ll ml dhan mimnnnsma e
partcs OUIIIUI.IIIIUb I. IU user UCLlo dUs bd>CU Ul Ui mnurirnauurn uiat uic spywdic 1ias
" . o ee o ae o

coiiected and disseminated. Spyware can be difficuit o detect and remove. Before you use
any file-sharing program, you may want to buy software that can prevent the downioading of
spyware or help detect it on your hard drive.

. Close your connection. In some instances, closing the file-sharing program window
does not actually close your connection to the network. That allows file-sharing to continue
and could increase your security risk. If you have a high-speed or “broadband” connection to
the Internet, you stay connected to the Internet unless you turn off the computer or
disconnect your Internet service. These “always on” connections may allow others to copy
your shared files at any time. What's more, some file- sharlng programs automatically open

every time youl turn on your compnuter. As a pre ventive measure you may want to adul
. a X
e

E

= llama e ~L0.. Al s da . Filan com s Al |

d Use an effective anti-virus program an nd upGaie itreguiany. Files you download couild
be misiabeied, nldlng a virus or other unwanted content. Use anti-virus software to prOIeCl
your computer from viruses you might pick up from other users through the file-sharing
program. Not all anti-virus programs block files downloaded through file-sharing, so check

your program’s capabilities and settings. In addition, avoid downloading files with extensions

FTC-000813
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like .exe, .
. Talk with your family about file-sharing. Parents may not be aware that their children
have downloaded file-sharing software on the family computer and that they may have
exchanged games, videos, music, pornography, or other material that may be inappropriate
for them. Also, because other peoples’ files sometimes are mislabeled, kids unintentionally

may downioad these files. in addition, Kids may not understand the security and other risks
invoived with file-sharing and may instaii the sofiware incorreciiy, giving anyone on the
Internet access to the family’s private computer files.

The FTC works for the consumer to prevent fraudulent, deceptive, and unfair business
practices in the marketplace and to provide information to help consumers spot, stop, and
avoid them. To file a complaint, or to get free information on consumer issues, visit ftc.gov or
call toll-free,
1-877-FTC-
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in the U.S. and abroad
July 2005
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Every day, nullions of computer users share files online. Whether it is music, games, or software,
file-sharing can give people access o a wealth of information. You simply download special sofiware
that connects your computer o an informal network of other computers running the same software.
\/I]Hmm of users muid be mnneuted to each other through this software at one time. The software

Sounds promising, right? Maybe, but make sure that you consider the trade-offs. The Federal
Trade Commission (FTC), the nation’s consumer protection agency. cautions that file-sharing can
have a number of risks. For example. when you are connected to file-sharing programs, you may
unknowingly allow others to copy private files you never intended to share. You may download

material that is proteUPd by the copy scht laws and find ynnrwlf mired in lt:g;_l_ issues. You may
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aiqo 10 mhel mml H’IdUOl’l on §our ham drive, hke your tax returns, email me
records, photos, or other personal documents.

s Be aware of spyware. Some file-sharing programs install other software known as spyware.
Spyware monitors a user’s browsing habits and then sends that data to third parties. Sometimes
the user gets ads based on the information that the spyware has cotlected and disseminated.
Spyware can be difficult to detect and remove. Before vou use any file-sharing program, you
may want o buy software that can prevent the downloading of spyware or help detect it on
your hard drive.
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increase your securify risk. If vou have a high-speed or “broadband”™ connection to the Inter-
net, you stay connected to the Internet unless you turn off the computer or disconnect your
Internet service. These “always on” connections may allow others to copy vour shared files at

any hrnm Vl\/hq‘r more, sgme fiia_charing nroerams aiviaraaticalby ONRan ayary ’mrnag YNl Birn on
51y 12178 moere, some fiie-sharnng programs auiomatican Vtm, LVery time you turn on
your computer. As a preventive measure, you may want to adjust the file-sharing progrant’s
controls to prevent the file-sharing program from automatically opening.
FTC-000815
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s Use an effective anti-virus program and update it regularly. Files you download could be
mislabeled, hiding a virus or other unwanted content. Use anti-virus software to protect your
computer from viruses you might pick up from other users through the file-sharing program.
Not all anti-virus programs block files downloaded through tile-sharing, so check your pro-
gram’s capabilities and settings. In addition, avoid downloading files with extensions like .exe,
ser, JAnk, bat, vbs, dH, bin, and .omd.

e  Talk with your family about file~sharing. Parents may not be aware that their chiidren have
downloaded file-sharing software on the family computer and that they may have exchanged
games, videos, music, pornography, or other material that may bu marmronrmtc for therm.

=3’ filec someti

es are mislabeled, kids
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file-sharing and may instail the software incorrectly, giving anyone on the
the family’s private computer files.

and avoid thcm T 5 '{'”'
complaint, or o get free information on consumer issues, visit fic.gov or call toli-free,
1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-633-4261. The FTC enters Internet, telemarketing,
identity theft, and other fraud-related complaints into Consumer Sentinel, a secure online database
available to hundreds of ¢ivil and criminal law enforcement agencies in the U.5. and abroad.
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From' IoOlZ, awie L. ~UTT L1UEAUNANUL/UUTTIRD 1 ALJIVILIN

) GROUP/CN=RECIPIENTS/CN=DHOLZ>
Sent: Saturday, December 9, 2006 12:07 AM
Ta- Nictrihiitinn <Dictribution/@fte ony>
To: Distribution <Distribution@ftc.gov
Subject: Revised: ALT-128 P2P File-Sharing: Evaluate the Risks
Attach: alt128-p2p.txt; ALT128-p2p.pdf

Title: P2P File-Sharing: Evaluate the Risks

Status: Revised. Distribute old copies.
Staff contacts: Erin Malick (DCBE)
Partners: None

1st Category: Computers and the Internet: Entertainment

OoNT

Pueblo Ref Number: n/a - not in print

Web File: www.ftc.gov/bep/edu/pubs/consumer/alerts/alt128 . htm and pdf
Web Menus: Current menus (already updated)

Online Order: No

CIS: No

Release date: Immediate
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Federal Trade Commission
Bureau of Consumer Protection
Division of Consumer & Business Education

Every day, millions of computer users share files online. Whether it is music, games, or
software, file-sharing can give people access to a wealth of information. You simply download
special software that connects your computer to an informal network of other computers
running the same software. Millions of users could be connected to each other through this
software at one time. The software often is free and easily accessible
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SUUNiuS Yi \JIIIIOIIIu, NGy Widyus, DUl ITIdRT Sui© uidl yUu CUNSIUST Ui uauc-Ulis. 111S roucidi
Toom ol £ innfon aionen [Tt mmbini) o ammniimmn s mmadn adimin mmainn: mamidinms damt £la alaario
I Tauc UUlIlllllbDlUll \F 1L, WIS 11auvlnt S COTISUITICT PruteClUll ayciiLy, Lauuulis uldat ne-sriarniriy
can have a number of risks. For exampie, when you are connected 1o fiie-sharing programs,

you may unknowingly allow others to copy private files you never intended to share. You may
download material that is protected by the copyright laws and find yourself mired in legal
issues. You may download a virus or facilitate a security breach. Or you may unwittingly
downioad pornography iabeied as something eise.

To secure the personal information stored on your computer, the FTC suggests that you:

. Set up the file-sharing software very carefully. If you don’t check the proper settings
when you install the software, you could open access not just to the files you intend to share,
hut also to other information o on your hard drive like your tax returns, email messages,
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Be aware of spyware. Some file-sharing p
spyware. Spyware monitors a user's browsing habits and then sends that data to third
parties. Sometimes the user gets ads based on the information that the spyware has
collected and disseminated. Spyware can be difficult to detect and remove. Before you use
any file-sharing program, get an anti-spyware program from a vendor you know and trust. Set
it to scan on a regular basis — at least once a week — and every time you start your
compulter, if possible. And, delete any software programs the anti-spyware program detects
that you don't want on your computer.

. Close your connection. In some instances, closing the file-sharing program window
does not actuallv close your connection to the network That allows file-sharing to continue

n your computer As a prevenllve measure, you may want to a(]just the
file-sharing program s controis to prevent the file-sharing program from automaticaily opening.

. Use an effective anti-virus program and update it regularly. Files you download could

FTC-000854
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program Not all anti-virus programs bIock flles ownloaded through file- sharmg so check
your program’s capabilities and settings. In addition, avoid downloading files with extensions
like .exe, .scr, .Ink, .bat, .vbs, .dll, .bin, and .cmd.

. Taik with your family about file-sharing. Parents may not be aware that their children
have downioaded file-sharing software on the tamuy computer and that they may have
exchanged games, videos, music, pornography, or other material that may be inappropriate
for them. Also, because other peoples’ files sometimes are mislabeled, kids unintentionally
may download these files. In addition, kids may not understand the security and other risks
involved with file-sharing and may install the software incorrectly, giving anyone on the
Internet access to the family’s private computer files.

The FTC works for the consumer to prevent fraudulent decentive and unfair business
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1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. The FTC enters Internet,
telemarketing, identity theft, and other fraud-related complaints into Consumer Sentinel, a
secure online database available to hundreds of civil and criminal law enforcement agencies
in the U.S. and abroad.
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Federal Trade Commission = Bureau of Consumer Protection = Division of Consumer & Business Education

P2P File-Sharing: Evaluate the Risks

Every day, miiiions of computer users share files online. Whether it is music, games, or software,
file-sharing can give people access to a wealth of information. You simply download special software
that connects your computer to an informal network of other computers running the same software.

Millions of users could be connected to each other through this software at one time. The software
Anftnnm 1q fran and asagilyy annncgikla
UILILLL 1D 110 aliu Uablly ALLULUODIUIL .

Sounds promising, right? Maybe, but make sure that you consider the trade-otfs. The Federal
Trade Commission (FTC), the nation’s consumer protection agency, cautions that file-sharing can
have a number of risks. For anman when you are connected to file- chnrmo programs, you may
unknowingly allow others to copy private files you never intended to share. You may download
material that is protected by the copyright laws and find yourself mired in legal issues. You may
download a virus or facilitate a security breach. Or you may unwittingly download pornography

iabeied as something eise.
To secure the personal information stored on your computer, the FTC suggests that you:
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K
you instaii the software, you couid open access not just to the fiies you intend to share, but
also to other information on your hard drive, like your tax returns, email messages, medical
records, photos, or other personal documents.
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Spyware monitors a user’s browsing habits and then sends that data to third parties. Sometimes
the user gets ads based on the information that the spyware has collected and disseminated.
Spyware can be difficult to detect and remove. Before you use any file-sharing program, get
an anti-spyware program from a vendor you know and trust. Set it to scan on a regular basis

— at least once a week — and every time you start your computer, if possible. And, delete any
software programs the anti- spyware program detects that you 1 don't want on your computer

* Close your connection. In some instances, closing the file-sharing program window does not
actually close your connection to the network. That allows file-sharing to continue and could
increase your security risk. If you have a high-speed or “broadband” connection to the Inter-

net, you stay connected to the Internet unless you turn off the computer or disconnect your

Trtarnat camrina Thaca “aliavg An” r\nﬂr\/\nf;nr\ﬂ mra allac Atharg 4 fanyy aharad filag ot
LI I1ICL DUl VILL., 11100 alw 'yb ull CULLICULIVID llld)’ aluw uULlIvl1d w l/UlJ)’ yuul olialvu 111ILd al
any iime. What's more, some file-sharing programs automaticaily open every time you turn on

your computer. As a preventive measure, you may want to adjust the file-sharing program’s
controls to prevent the file-sharing program from automatically opening.
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¢ Use an effective anti-virus program and update it regulariy. Files you download could be
mislabeled, hiding a virus or other unwanted content. Use anti-virus software to protect your
computer from viruses you might pick up from other users through the file-sharing program.
Not all anti-virus programs block files downloaded through file-sharing, so check your pro-
gram’s capabilities and settings. In addition, avoid downloading files with extensions like .exe,
.scr, .Ink, .bat, .vbs, .dll, .bin, and .cmd.

* Talk with your family about file-sharing. Parents may not be aware that their children have
downloaded file-sharing software on the family computer and that they may have exchanged

games, videos, music, pornography, or other material that may be inappropriate for them.
Also, because other peoples’ files sometimes are mislabeled, kids unintentionally may down-

uuuuuuuuuuuuuuuuu Ilwu S 11e; TS alC IS1autila, KIUS uiiieiiuliany ...u} Lo
filag TiAdg +mmax nnt o 4 T 13 Alvrad il
lUdU UICDC THCDS. lll o.uuluuu, KiasS 111 Ly HUU Unuct standa tne secur lly auu UUlCl llbl\b lllVUlVCU W i

file-sharing and may instail the software incorrectiy, giving anyone on the Internet access to
the family’s private computer files.

)_

The FTC works for the consumer to prevent fraudulent, deceptive, and unfair business practices
im tha mmarlatnlana anmAd 4 mravida imfarmmatinm ta hali Ansaciimare gnnt gtnn and avaid thama TaA fila o
1 uIC 1Hidl RCLlplacce dalild W })1 VIUC HIIuIduull U HICIp CuUlLlinpuilIict d DlJUL, DLUP, dllll avulu LIClLIl. 19 111c a
complaint, or to get free information on consumer issues, visit ftc.gov or cail toii-free,

1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. The FTC enters Internet, telemarketing,
identity theft, and other fraud-related complaints into Consumer Sentinel, a secure online database
available to hundreds of civil and criminal law enforcement agencies in the U.S. and abroad.

FeperaL TrRaDE CoMMISSION

1-877-FTC-HELP For THe CONSUMER

December 20068
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From' olZ, awile L. YU 1UEAUNANUL/UUTTIRD 1 AUNMINIDOLIRALLVE
‘ GROUP/CN=RECIPIENTS/CN=DHOLZ>
Sent: Wednesday, April 30, 2008 6:52 PM
Ta- Nictrihiitinn <Dictribution/@fte ony>
To: Distribution <Distribution@ftc.gov
Subject: Revised: ALT-128 P2P File-Sharing: Evaluate the Risks
Attach: ALT128-p2p.pdf; ALT128-p2p.txt
Title: P2P File-Sharing: Evaluate the Risks
nﬁ\(‘{"f;l’\f;f\h' TTY‘(YF\C‘ cnmninitar nneare tn f‘l\hcl{’]ﬁf‘ fhﬁ trqr]n,n Q th" Y‘;Cl{ﬁ I'\FIICII’\{Y neaar_tn_near IIQEQI“IQY‘;Y\(Y
Description: Urges computer users to consider the trade-offs and risks of using peer-to-peer file-sharing,
Inecliides ting 10 cecnire vonr naraennal infoarmatinn 8" < 11" 9 naoag
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Keywords: peer-to-peer, P2P, file, sharing, oniine, safety, 1D theft

Today's Tip: File sharing can give you access to a wealth of information, music, games, and software--but are
you sure you're not sharing personal information at the same time? Here are tips to help you make sure you
don't get (or give) more than you bargained for. Learn more...

Status: Revised

Staff contacts: Jennifer Leach (DCBE), Carl Settlemeyer (DAP), Stacey Ferguson (DAP)

2nd Category: Computers and the Internet: Privacy and Security

Stock code: ALT-128

YO

Web Menus: Existing and per categories above

*Note: This information is on OnGuardOnline as the P2P File-Sharing module:

hitp://onguardoniine gov/p2p.himl
Oniine Order: No

CIS: No

Release date: February 2008
Sunset daie: February 2
Print run: n/a

Packaging: n/a
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P2P File-Sharing: Evaluate the Risks

Every day, miiiions of computer users share files online. Whether it is music, games, or software,
file-sharing can give people access to a wealth of information. To share files through a P2P network,

you download special software that connects your computer to other computers running the same
software. Millions of users could be connected to each other through this software at one time. Th

alc ould conn cACll Ol LarouEnd alc 4t O LTI
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Sounds promising, right? Maybe, but make sure that you consider the trade-otfs. The Federal
Trade Commission (FTC), the nation’s consumer protection agency, cautions that file-sharing can
have a number of risks. For anman when you are connected to file- chnrma programs, you may
unknowingly allow others to copy private files — even giving access to entire folders and subfolders
- you never intended to share. You may download material that is protected by copyright laws and
find yourselt mired in legal issues. You may download a virus or facilitate a security breach. Or you

may unwittingly download pornography labeled as something eise.

To secure the personal information stored on your computer, the FTC suggests that you:

a Torgtall Fi1la_chaming gnflcarn nanalfae Trervexr w] 420 hainia cha»and Whan
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personal documents - along with the files you want to share. And aimost aii P2P file-sharing
applications will, by default, share the downloads in your “save” or “download” folder — un-
less you set it not to.

® Use security software and keep it and your operating system up-to-date. Some file-sharing
1

programs may install malware that monitors a user’s com 1puter use and then sends that data to
4-14 nnnnnn Cilag vy Aawvrnlacd mansy alaa lhida meanlisraea srivigag ar Athae srmccaméad anmtans
third par ties. Files you download may also hide malware, viruses, or other unwanted content.
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And when you install a P2P file-sharing application, you might be require
that monitors your browsing habits and serves you advertising.

Malware and adware can be difficult to detect and remove. Before you use any file-sharing
arn + a annnirifu neagram that inalisAdag anti_vimig and anti_gnoos ~tantinm Fram o
LadsSoiullit PIUEI 111 Uldl 11ICIUuc)d alill—viiud aliu ailiil lJy oL Liull 11ulil a
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vendor yo
security software and operating system to be updated regularly. Make sure your securlty
software and firewall are running whenever your computer is connected to the Internet. Delete
any software the security program detects that you don't want on your computer. And before

FTC-000880
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you open or play any downloaded files, scan them with your security software to detect mal-
ware or viruses.

* C(Close your connection. In some instances, closing the file-sharing program window does not
actually close your connection to the network. That allows file-sharing to continue and could
increase your security risk. If you have a high-speed or “broadband™ connection to the Inter-
net, you stay connected to the Internet unless you turn off the computer or disconnect your
Internet service. These “always on” connections may ailow others to copy your shared files at
any time. To be sure your file-sharing program is closed, take the time to “exit” the program,
rather than just chckme “X” or “closing” it. What’s more, some file-sharing programs auto-
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this can heip protect agamst software you don’t want on your computer. It also can keep users
from accessing other users’ folders and subfolders, since users with limited rights generally
don’t have access to each other’s information. Also use a password to protect your firewall
and security software so no one else can disable them or grant themselves rights that you don’t
want them to have on your machine.

anl ol P es 41 ot s Demnen I i o e o

itS. Back up fil 1at you’d want to keep if your computer crash-
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or detachable drives that you keep in a safe place.

e Talk with your family about file-sharing. If you're a parent, ask your children whether
they've downloaded file-sharing software, and if they've exchanged games, videos, music, or
Athiae srmntasial MTally +n vyarre iAo ol nerivit anAd Athoae wiolro smoalorad il il oo
ULLICT 11lalCllal Ldln WU yuul RIUS dU uL LllC DCLullLy ALl ULLICT TIDKAD LIIVUIVOU WILL 11HIC-dlldl —

. v -
ing and how to instaii the software correctly, if they’re going to use P2P fiie-sharing at aii. if
you're a teen or tween interested in file-sharing, talk with your parents before downloading
software or exchanging files.

The FTC works for the consumer to prevent fraudulent, deceptive, and unfair business practices
in the marketplace and to pr0v1de information to help consumers spot, stop. and avoid them. To file a

u)mplauu, Oor to gt free information on consumer i SbUCb, visit ftc. g0V Of call toll- ucc:,
77-382 TTY: 1-866-653-4261. The FTC enters Internet, telemarketing,

-

11
1-877-FTC-HELP (1-877-382-4357); TTY:
identity theft, and other fraud-related complaints into Consumer Sentinel, a secure online database
available to hundreds of civil and criminal law enforcement agencies in the U.S. and abroad.

FeperaL TrRaDE CoMMISSION

For THe CONSUMER
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FTC Consumer Alert

Federal Trade Commission Bureau of Consumer Protection Division of Consumer &
Business Education

P2P File-Sharing: Evaluate the Risks

Every day, miiiions of computer users share fiies oniine. Whether it is music, games, or
software,

file-sharing can give people access to a wealth of information. To share files through a P2P
network,

you download special software that connects your computer to other computers running the

software. Millions of users could be connected ti

U ! ! O edel! el Tougr uil TTW.

Sounds promising, right? Maybe, but make sure that you consider the trade-offs. The Federai
Trade Commission (FTC), the nation’s consumer protection agency, cautions that file-sharing
can

have a number of risks. For example, when you are connected to file-sharing programs, you
may

unknowingly allow others to copy private files — even giving access to entire folders and
subfolders

— you never intended to share. You may download material that is protected by copyright laws
and

find yourself mired in legal issues. You may download a virus or facilitate a security breach.

Or you
may unwittinaly download pornoarachy labeled as something else
y unwitiingly aownioad pornograpny iabeied as sometning eise
T mmmiimm dlam cmmimmim ] S ian mhimin b ] i i i mmimmm: sba dam T A mmim b bl md
LU SCLUIC LIC persulial Tnorinauort stored Vil your COIrmputLer, uie r v suygycsio lidal youu

« instaii file-sharing software carefuiiy, so that you know what's being shared. When you

load a file-sharing application onto your computer, any changes you make to the P2P
software’s

default settings during installation could cause serious problems. For example, if you

change the defaults when you set up the “shared” or “save” folder, you may let other P2P
users

into any of your folders — and all its subfolders. You could inadvertently share information

on your hard drive — like your tax returns, email messages, medical records, photos, or other
personal documents — along with the files you want to share. And almost all P2P file-sharing
pl, ’ro ns will, by default, share the downloads in your “save” or “download” folder — unless

« Use security software and keep it and your operating system up-to-date. So

programs may instaii maiware that monitors a user's computer use and then sends that data
to

third parties. Files you download may also hide malware, viruses, or other unwanted content.
And when you install a P2P file-sharing application, you might be required to install “adware”

FTC-000882
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that monitors your browsing habits and serves you advertising.

Malware and adware can be difficult to detect and remove. Before you use any file-sharing
program, get a security program that includes anti-virus and anti-spyware protection from a
vendor you know and trust and make sure that your operating system is up to date. Set your
security software and operating system to be updated regularly Make sure your security
::uuware anu mewaii are Iuﬂl‘lil‘lg WIIEI‘IEVEI‘ 'yUUI‘ COITIpUI.b‘I Ib COI‘II‘IECLE‘U LU LIIB u‘uerneL
Deiete

any software the security program detects that you don't want on your computer. And before

FTC-000883
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malware
Or viruses.

« Close your connection. In some instances, closing the file-sharing program window does not

i [P L L, .

actually close your connection to the network. That allows file-sharing to continue and couid
increase your security risk. if you have a high-speed or “broadband” connecition to the
Internet,

you stay connected to the Internet unless you turn off the computer or disconnect your
Internet service. These “always on” connections may allow others to copy your shared files at
any time. To be sure your file-sharing program is closed, take the time to “exit” the program,
rather than just clicking “X” or “closing” it. What's more, some file-sharing programs

automatically

anen averv time vou turn on vour comnuter Ae a2 nrevantive measiura vou mav want
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opening

- Create separate user accounts. If more than one person uses your computer, consider
setting

up separaie user accounts, in addition to the administrator's account, and give those user
accounts only limited rights. Since only a user with administrator rights can install software,
this can help protect against software you don’t want on your computer. It also can keep
users

from accessing other users’ folders and subfolders, since users with limited rights generally
don’t have access to each other’s information. Also use a password to protect your firewall
and security software so no one else can disable them or grant themselves rights that you

* Back up sensitive documents. Back up files that you'd want to keep if your computer
crashes.
Store them on CDs, DVDs, or detachable drives that you keep in a safe place.

» Talk with your family about file-sharing. If you're a parent, ask your children whether

they've downloaded file-sharing software, and if they've exchanged games, videos, music, or
other material. Talk to your kids about the security and other risks involved with file-sharing
and how to install the software correctly, if they're going to use P2P file-sharing at all. If
you're a teen or tween interested in file-sharing, talk with your parents before downloading
software or exchanging files.

The FTC works for the consumer to prevent fraudulent decentive and unfair business

L WOIKS T0r Tne gonsumer 1¢ prevenirauduient, Qecepuve, anG uniaillr pusiness
nrantinaa
pracices
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1N UIC MdIReLpIdace aild o proviac miormndauori w reip COrsuiricers spul, sop, diid avuoid uiclri
Tofile a

compiaint, or to get free information on consumer issues, visit ftc.gov or caii toii-free,
1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. The FTC enters Internet,
telemarketing,
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From: Moore, David L.

Sent: Thursday, August 18, 2005 4:19:01 PM

To: Distribution

Subject: Revised SCA: Uso Compartido de Archivos: Cémo Evaluar los Riesgos (File-Sharing: Evaluate the
Risks)

Attachments: salt128-P2P.pdf; salt128-P2P.indd; SALT128 File Sharing Evaluate the Risks.ixt

Title: Uso Compartido de Archivos: Cémo Evaluar los Riesgos (File-Sharing: Evaluate the Risks)

Description: Spanish-language version of two page consumer alert warning consumers of the privacy
risks of peer-to-peer file sharing

Keywords: P2P, uso compartido de archivos, file-sharing, privacidad, peer-to-peer

Partners: None

Category: Consumer Alert

Stock code: SALT-128

Web File: http://iwww ftc.gov/bcp/conline/spanish/alerts/s-sharealrt. htm

Web Menus:
http://www _ftc. gov/bep/conline/edcams/infosecurity/espanol _html

Release date: Immediate
Publication date: July 2005
Sunset date: July 2008

Print run: None

d PDF attached - **PDF
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personas compartan una gran cantidad de informacion. Usted simplemente descarga un programa
software especial que conecta su computadora a una red informal de otras computadoras que operan
con el mismo programa. Millones de usuarios pueden conectarse a la vez entre si por medio de este
programa, el cual frecuentemente es gratuito y ficilmente accesible.

e tand
C i

q
FTC), la agencia nacional de proteccién del consumidor, advierte que el uso compartido de archivos
puede acarrear una cantidad de riesgos. Por ejemplo, cuando usted estd conectado a programas de uso

COdel"tldO, sin darse cuenta puede estar permltlendoles alos demds que LOD]GH archivos DI"]Vcld()S que

-
-

no tiene intencion de compartir. Usted puede descargar material a su computadora que estd protegido
por las leyes de derechos de autoria y complicarse en preblemas legales Usted puede descargar
un virus informatico o facilitar que se violen las medidas de seguridad en linea; o tal vez descargar
involuntariamente pornografia que estd presentada bajo otros titulos.

Para proteger la informacion personal que tiene almacenada en su computadora, la FTC le

recomienda

s Instale el programa de uso compartido de archives con mucho cuidado. Si al instalar el
programa usted no marca las configuraciones correctas, podria estar otorgando acceso no
solamente a los archivos que desea compartir sino también a otra informacién grabada en el
disco duro de su computadora, como por ejemplo sus declaraciones de impuestos, mensajes
electronicos, registros médicos, fotos y otros documentos personales.

¢ Tenga cuidado con los programas de espioaje (spyware). Algunos programas de uso
compartido de archivos también instalan otros programas conocidos como spyware. Este
programa de espionaje monitorea los habltos de navegacwn del usuario y luego envia esos

datos a terceros. Algunas veces, el usnario recibe anu
S"yware ha recegidc y d:semmads. El spyware puem. ser di

N

comprar un prorgama que pueda prevenir la descarga de este tipo de spyware o que 1o ayude a
detectarlo en el disco duro de su computadora.

FTC-000819
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e Apague su conexion. En aigunas instancias el cierre de ia ventana del programa de uso
compartido de archivos no cierra realmente su conexion con la red. Esto permite que continte
activado el uso compartido de archivos y podria incrementar su riesgo de seguridad. Si usted
tiene una conexién de Internet de alta velocidad o “banda ancha” (high-speed o broadband
connection) usted sigue conectado al Internet a menos que apague su computadora o desconecte
su servicio de Internet. Este tipo de conexién permanente puede permitir que otros copien
sus archivos en cualquier momento. Atn mas, algunos programas de uso compartido de
archivos se abren automaticamente cada vez que usted prende su computadora. Como medida
preventiva, es posible que desee ajustar los controles de configuracién del programa de uso
compartido de archivos para evitar que se abra automaticamente.

antivirus {ue sea efectivo 3 y actual

archivos que descarga pueden estar etiquetados incorrectamente y pueden ocuitar un virus

u otros contenidos indeseados. Utilice un programa antivirus para proteger su computadora

contra los virus que pudieran provenir de los otros usuarios a través del programa de uso
cnmnnrndn No todos los antivirus bloauean 1os archivos d'scargad g a través de programas de

omiparlido todos 10s antivirus .,-v_l_‘ daves 4o Pl
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(settings) que tiene. Ademas, debe evitar
cr, .nk, .bat, .vbs, .dll, .bin, y .cmd.

K]

chivos con extensiones del tipo .exe,

(=N

escargar

m

¢ Hable con su familia sobre el tema del uso compartido de los archivos. Es posible

que los padres no estén al tanto de que sus hijos descargaron programas que operan en
red cgmpar[;endo los archivos de 1a r‘nmnnmdnra familiar y que e tal vez puedan haber
mbiado. iuegos. videos. misica S I SIS S S

intercambiado, Jucgua, videos, misica, puuwglaua u otro material que puuua SCr 11mp1up1auu

para ellos. También puede suceder que, como aigunas veces 1os archivos de otras personas
pueden estar etiquetados incorrectamente, los nifios los descarguen involuntariamente. Ademas,

quizés los nifos no estén en condiciones de comprender los riesgos de seguridad y de otro

tipo que acarrea el uso compartido de archivos v pueden instalar el programa incorrectamente
anvwirritiAnAAlA o Arrnlasiine nacasanta AAl Tatamant Al annngn o lag avralhicag swvivad~ag Aa 1a
lJUlllllL CLVUUIC a LU ll.lulcl 1avcsa 110 UCL 11IICLIICL ©1 ALLTJU a 1Ud alulllvud l.llchlUUD uc 1a

La FTC trabaja en favor del consumidor para la prevencion de practicas comerciales fraudulentas,
engaiiosas y desleales y para proveer informacion de utilidad al consumidor con el objetivo de
identificar, detener y evitar dichas practicas. Para presentar una queja o para obtener informacion
gratuita sobre temas de interés del consumidor visite ftc. gov/espanol o llame sin cargo al
1 _ Q77_ T _TIRT D /1 Q777 _200_AA&™N\. TTV. I QL £87 ANL1 T o DT siasgwags 4~ndnc loo ~rning
1=0/7 /-1 -1npi.r \1-0/7/-004&~4001/7), 111, 1-0UU-UVO"44Ul. Ld F 1 b 1ugu:aa wudad ldb LlUCJaD
relacionadas a fraudes de Internet y sistema de telemercadeo, robo de identidad y otras quejas sobre
précticas fraudulentas a una base de datos segura llamada Centinela del Consumidor (Consumer

Sentinel) que se encuentra a disposicion de cientos de agencias de cumplimiento de las leyes civiles y
nenaleg en los Estados Unidos yen el extraniero
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Alerta de la FTC para Cons
Uso Compartido de Archivos:
Coémo Evaluar los Riesgos

File-Sharing: Evaluate the Risks

Todos ios dias miilones usuarios de computadoras comparten sus archivos en iinea. Ya se
trate de musica, juegos o programas, el uso compartido de os archivos puede permitir que
todas las personas compartan una gran cantidad de informacion. Usted simplemente
descarga un programa software especial que conecta su computadora a una red informal de
otras computadoras que operan con el mismo programa. Millones de usuarios pueden
conectarse a la vez entre si por medio de este programa, el cual frecuentemente es gratuito
y facilmente accesible

: N ne vardad Ainin nararsa alantadar? NDiiizde nara acaniiraca Aa rnnaidarar fii1Alas earadn
cl‘u Co voiuau HUU 'JGlUUU aiSliilauvl I \Juilcqo, PU'U aocgul COT UUT LJiioivuoidl vudaicvo ovidill
Tma mmaban miim bamalnd msm Fimmmer? o ~amabiia | oo £ el A Fadaral Aa M acancnin (Cadaral
1S LUSIWUS QUEC Leliuld Yue payal a udalliviv. La UUIIIIbIUII reucial uc Lulliciviv (reucial
Trade —r _ f

L/OanISSIOﬂ (| b), ia agenua nacionai de prOIeCCIOFI dei COﬂSUFﬂIQOI’ advierte que el
uso compartldo de archivos puede acarrear una cantidad de riesgos. Por ejemplo, cu
usted esta conectado a programas de uso compartido, sin darse cuenta puede estar
permitiéndoles a los demas que copien archivos privados que no tiene intencién de
compartir. Usted puede descargar maieriai a su computadora que esta protegido por ias
leyes de derechos de autoria y complicarse en problemas legales. Usted puede descargar
un virus informatico o facilitar que se violen las medidas de seguridad en linea; o tal vez
descargar involuntariamente pornografia que esta presentada bajo otros titulos.

)
3
Q
(o]

Para proteger la informacion personal que tiene almacenada en su computadora, la FTC le
recomienda que:

- Imotala Al mramrama Aa ien ~amnartida Aa arcrhivae ~Aanm miirhA AridadAa Qi al inetalar
nmiowalic i 'JI UHI allia uc uov uuil IVGI UUUVU UT Qlulivuo UUILT TTTIUUIT TV Luiluauuy. vl al ihiowaiqal

el programa usted no marca las configuraciones correctas, podria estar otorgando acceso no

solamente a ios archivos que desea compartir sino también a otra informacion grabada en el

disco duro de su computadora, como por ejempio sus deciaraciones de impuestos, mensajes
electrénicos, registros médicos, fotos y otros documentos personales.

. Tenga cuidado con los programas de espioaje (spyware). Algunos programas de uso
compartido de archivos también instalan otros programas conocidos como spyware. Este
programa de espionaje monitorea los habitos de navegacion del usuario y luego envia esos
datos a terceros. Algunas veces, el usuario recibe anuncios basados en la informaciéon que
el spyware ha recogido y diseminado. El spyware puede ser dificil de detectar y de eliminar
de su computadora. Antes de usar un programa de uso compartido de archivos es probable
see comprar un prorgama que nueda nmvpmr la dpqrama de este fmn de spyware 0
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uso compartido de archivos no cierra reaimente su conexion con ia red. Esto permlle que
continue activado ei uso compartido de archivos y podria incrementar su riesgo de
seguridad. Si usted tiene una conexidn de Internet de alta velocidad o “banda ancha” (high-
speed o broadband connection) usted sigue conectado al Internet a menos que apague su
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MIVY
e uso compartldo de arch|vos se abren automatlcamente Cada vez que usted prende su
computadora. Como medida preventiva, es posible que desee ajustar los controles de
configuracion del programa de uso compartido de archivos para evitar que se abra
automaticamente.

. Utilice un programa software antivirus que sea efectivo y actuaiiceio reguiarmente.
Los archivos que descarga pueden estar etiquetados incorrectamente y pueden ocultar un
virus u otros contenidos indeseados. Utilice un programa antivirus para proteger su
computadora contra los virus que pudieran provenir de los otros usuarios a través del
programa de uso compartido. No todos los antivirus bloquean los archivos descargados a
través de programas de uso comoartido asi que debe verificar las caoacidades de su

‘1
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ios padres no estén ai tanto de que sus hijos descargaron programas que oper.
compartiendo los archivos de la computadora familiar y que tal vez puedan haber
intercambiado, juegos, videos, musica, pornografia u otro material que podria ser
inapropiado para ellos. También puede suceder que, como algunas veces los archivos de
otras personas pueden estar etiquetados incorrectamente, ios nifios ios descarguen
involuntariamente. Ademas, quizas los nifilos No estén en condiciones de comprender [0S
riesgos de seguridad y de otro tipo que acarrea el uso compartido de archivos y pueden
instalar el programa incorrectamente permitiéndole a cualquier navegante del Internet el
acceso a los archivos privados de la computadora familiar.
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i- 577 FTC-HELP (1-877-382-4357);, TTY: 1-866-653-4261. La FTC ingresa todas Ias quejas
relacionadas a fraudes de Internet y sistema de telemercadeo, robo de identidad y otras
quejas sobre practicas fraudulentas a una base de datos segura llamada Centinela del
Consumidor (Consumer Sentinel) que se encuentra a disposiciéon de cientos de agencias de
cumplimiento de las leyes civiles y penales en los Estados Unidos y en el extranjero
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From' IoOlZ, awile L. ~YUTT IUEAUNANUL/UUTTIRD 1 AUJIVIIINID LRA

’ GROUP/CN=RECIPIENTS/CN=DHOLZ>

Sent: Tuesday, February 27, 2007 4.37 PM

Ta- Nictrihiitinn <Dictribution/@fte ony>

To: Distribution <Distribution@ftc.gov

Subject: Revised: Compartido de Archivos: Como Evaluar los Riesgos (File-Sharing: Evaluate the
Risks)

Attach: SALTI128-P2P pdf; SALT128-P2P txt

Title: Uso Compartido de Archivos: Cédmo Evaluar los Riesgos (File-Sharing: Evaluate the Rigks)

Negerintinn: Warng conanmere of the nrivacy ricka af neer_ta_neear fila charing Sy ag

U\aD\dlll.lLlUll. YY ALLlD VWI1IDULIIVID UL LIV Puvuy 11D90D UL P\J\/l wr },l\./\.;l v 311011115. o. A O

Spanish Description: Consejos sobre como usar ias redes de archivos compartidos (file sharing networks) de

manera segura y proteger su informacion personal. 8.5"x11", 2 paginas.
Keywords: P2P, uso compartido de archivos, file-sharing, privacidad, peer-to-peer
Status: Revised. Distribute any remaining copies

Staff contacts: Alvaro Puig, Erin Malick (DCBE)

Tat atanmir i ammmiitare and tha Tatarents Datartoinmnnt
150 \/dLCéU )’ A1 9) ll})uLUlb aAllu ulC 11LCHIICL. Lol waliiiiclie
2nd Category: Computers and the internet: Privacy and Security

Stock code: SALT-128

Pueblo Ref Number: n/a (not in print)

Web File: http://www.ftc.gov/bep/edu/pubs/consumer/alerts/salt128 htm and .pdf

Web Menus: (already updated on the following)
http://www.ftc.gov/bep/conline/edcams/infosecurity/espanol html
http://www.ftc.gov/bep/conline/edcams/spam/espanol . htm
http://www ftc.gov/bep/conline/edcams/ojo/coninfo. htm
hiip://'www.{ic.gov/bcp/conline/edcams/ojo/s-coninfo. him
http://www.ftc.gov/bcp/menu-internet_span.htm

Online Order: No

CIS: No

Releage date: Immediate

Sunset date: October 2007

Print run: None
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— Alertade la rFiC para Consumidores

Federal Trade Commission = Bureau of Consumer Protection = Division of Consumer & Business Education

Uso Compartido de Archivos:
Cémo Eva!uar los Riesgos

File-Sharing: Evaiuate the Risks

Todos los dias millones usuarios de computadoras comparten sus archivos en linea. Ya se trate

de musica, juegos o programas, ¢l uso compartido de los archivos puede permitir que todas las

personas r‘nmpartan una gran cantidad de informacidn. Usted simplemente descarga un program

.)u_/t waire capcual que conecta su co ll'pumuﬁla a una red informal de otras co nput

con el mismo programa. Millones de usuarios pueden conectarse a ia vez entre si por medio de este
programa, el cual frecuentemente es gratuito y facilmente accesible.

(No es verdad que parece alentador? Quizas, pero asegirese de considerar cuales serdn los costos
que tendra que “pagar” a cambio. La Comision Federal de Comercio (Federal Trade Commission,

1 i

ETC), la asencia nacional de proteccidn del consumidor. advierte gue el uso comnartido de archivos
), 12 agencia nacional ae l.“uu.,m“uu ael consumuaor, agavierte que €1 use comparlido Ge arcnivos

R A1 o o D U S R PR U iias de uso

Pucuc dacdlicdl ulld Ldlltlud.u ac llt:bgUb ror CJClllplU, cuandao ustea esta conectaao a [Jl Ugl ainas ac uso

compartido, sin darse cuenta puede estar permitiéndoles a los demas que copien archivos privados que
no tiene intencién de compartir. Usted puede descargar material a su computadora que esta protegido
por 1as 1eves de derechos de autoria y complicarse en problemas legales. Usted puede descargar

ue se violen las medidas de seguridad en linea; o tal vez descargar

Llas GO SUgunilau Tl 1y U owar VoL Uloslaliga

< ‘
v]

Para proteger la informacién personal que tiene almacenada en su computadora, la FTC le
recomienda que:

¢ Instale el programa de uso compartido de archivos con mucho cuidado. Si al instalar el
programa usted no marca las configuraciones correctas, podria estar otorgando acceso no
solamente a los archivos que desea compartir sino también a otra informacién grabada en el
disco duro de su computadora, como por ejemplo sus declaraciones de impuestos, mensajes
electrénicos, registros médicos, fotos y otros documentos personales.

° Tenoa cuidado con log nrogramasg de egnignaie (snvware), Alounos nroeoramas de uso
ienga culgade ¢on oS programas ge espionaje (Spyware). AIgunos programas de use
PRSI S SIS SRS BNS A5 SIS SIS APPSR ks
COLHpPAILIUL UC dIUHIVOS LdIVICLH HisStdlall ULLOS Prugldillds CONUCIUOS Lol b[/yW(l’e CSie

programa de espionaje monitorea los habitos de navegacion del usuario y luego envia esos
datos a terceros. Algunas veces, el usuario recibe anuncios basados en la informacion que el
spyware ha recogido y diseminado. El spyware puede ser dificil de detectar y de eliminar de su

comnutadora. Antes de usar un

n
LOMLpUlaulia. Adnis Ut U uil p

rama de use compartide de archivos, compre un programa

47 PPN Y

anti-spywaiée ¢n umn ncgocio conocid
computadora regularmente — por

ara que examirne su
era posible, cada vez
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que encienda su computadora; por uitimo, elimine todos los programas software que detecte el
programa anti-spyware que usted no desee conservar en su computadora.

* Apague su conexion. En algunas instancias el cierre de la ventana del programa de uso
compartido de archivos no cierra realmente su conexion con la red. Esto permite que continde
activado el uso compartido de archivos y podria incrementar su riesgo de seguridad. Si usted
tiene una conexion de Internet de alta velocidad o “banda ancha” (high-speed o broadband
connection) usted sigue conectado al Internet a menos que apague su computadora o desconecte
su servicio de Internet. Este tipo de conexion permanente puede permitir que otros copien
sus archivos en cualquier momento. Ain més, algunos programas de uso compartido de

archivos se abren automaticamente cada vez que usted prende su computadora. Como medida
T -0t fivra ag maoT s o Aaga gfar lac anmtenlac Ao camfigiimaniAa Aol mengmniman Ao 20n
prevaiiiivd, © }JUDIUIC LIUC acsec dJudel 1US CUNIUUICS UC LULLTTZUTNACIULL UCl pIugl 1a UcC uduU

compartlao de archivos para evitar que se abra automaticamente.

e Utilice un programa software antivirus que sea efectivo y actualicelo reg larmente. Los
archivos que chr‘m‘oa pue S i i n

j=)
(9]
=}

U otros contenidos indeseados. Utilice un
contra los virus que pudieran provenir de 10s otros usuarios a través del programa de uso
compartido. No todos los antivirus bloquean los archivos descargados a través de programas de
uso compartido, asi que debe verificar las capacidades de su programa antivirus y los ajustes
(settings) que tiene. Ademas, debe evitar descargar archivos con extensiones del tipo .exe,

.scr, .Ink, .bat, .vbs, .dll, .bin, y .cmd.

T
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1api€ COIl Su lalllllld SUpIC Cl wiiia ucn udU Luipal uuu uc lUB dal LlllVUBo Db lJUblUlC
que ios padres no estén ai tanto de que sus hijos descargaron programas que operan en
red compartiendo los archivos de 1a computadora familiar y que tal vez puedan haber

intercambiado, juegos, videos, musica, pornografia u otro material que podria ser inapropiado
para ellos. También npuede suceder gue. como aleunas veces los archivos de otras personas

.................. Petal SULCUCT yut, LR Heiias oS Uo pPeiotiiias

pueden estar ctiquetados incorrectamente, los nifios los descarguen 'rvolumari ¢
quizas ios nifios no estén en condiciones de comprender ios riesgos de seguridad y de otro
tipo que acarrea el uso compartido de archivos y pueden instalar el programa incorrectamente
permitiéndole a cualquier navegante del Internet el acceso a los archivos privados de la

computadora familiar.

La FTC trabaja en favor del consumidor para la prevencién de practicas comerciales fraudulentas,
engafosas y desleales y para proveer informacién de utilidad al consumidor con el UUJetIVU ac
identificar, detener y evitar dichas précticas. Para presentar una queja o para obtener informacion
gratuita sobre temas de interés del consumidor visite ftc.gov/espanol o llame sin cargo al
1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. La FTC ingresa todas las quejas

S

J
relacionadas a fraudes de Internet v sistema de telemercadeo, robo de identidad y otras q aia

1
auas a ARCINCL ¥ siswilia LTI Lau’cy, as quija

nnnnnnnn AL fitas a una lhnoca Ao Aotnc cagiiwa lamanda it “Aln Aal f“,“.,...m. L ra ca s aae
Pl d\,ubdb ll auuulc 1tdS a uid 04asc ac aaios SCyuUld lld.llldud \/C 1tifiCia a1 L Onsumiadcr Leoruinier

Sentinei) que se encuentra a disposicion de cientos de agencias de cumpliimiento de ias ieyes civiies y
penales en los Estados Unidos y en el extranjero.
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Alerta de la FTC para Cons
Federal Trade Commission

Bureau of Consumer Protection

Division of Consumer & Business Education
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vaiuate the Risks
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haring:

Todos los dias millones usuarios de computadoras comparten sus archivos en linea. Ya se
trate de musica, juegos o programas, el uso compartido de los archivos puede permitir que
todas las personas compartan una gran cantidad de informacion. Usted simplemente
descarga un programa software esoecual que conecta su comoutadora auna red informal de

ador? Quizés, pero asegirese de considerar cuales seran
e pagar’ a cambio. La Comision Federai de Comercio i
Trade Commission, FTC), la agencia nacional de proteccion del consumidor, advierte que el
uso compartido de archivos puede acarrear una cantidad de riesgos. Por ejemplo, cuando
usted esta conectado a programas de uso compartido, sin darse cuenta puede estar
permitiéndoies a ios demas que copien archivos privados que no tiene intencién de
compartir. Usted puede descargar material a su computadora que esta protegido por las
leyes de derechos de autoria y complicarse en problemas legales. Usted puede descargar
un virus informatico o facilitar que se violen las medidas de seguridad en linea; o tal vez
descargar involuntariamente pornografia que esta presentada bajo otros titulos.

Para proteger la informacion personal que tiene almacenada en su computadora, la FTC le

recomienda que:

e Inctale al nroarama de eo comnartidao de archivos con mucho cuidado Si al ingtalar el
NSAIe € pregrama Ge UsC compartuGe ¢e arCnives Con mucne cuiago. ot amsaiar €1

nramrama 1iatad nAa marra lae Aranfirnirasinnae Ararracstace nAadria actar AtAarnanda arrnen nA
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'

ino ta ubi n a otra infor nacio
disco duro de su computauora Como por gjempio su

eiectronicos, registros médicos, fotos y otros documentos personaiesA

» Tenga cuidado con los programas de espionaje (spyware). Algunos programas de uso
compartido de archivos también instalan otros programas conocidos como spyware. Este
programa de espionaje monitorea los habitos de navegacion del usuario y luego envia esos
datos a terceros. Algunas veces, el usuario recibe anuncios basados en la informacion que
el spyware ha recogido y diseminado. El spyware puede ser dificil de detectar y de eliminar
de su computadora. Antes de usar un programa de uso compartido de archivos, compre un
programa anti-spyware en un negocio conocido que le inspire confianza. Instalelo para que
examme su computadora reoularmente — por Io menos una vez por semana —y si fuera
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Compamoo de archivos no cierra reaimente su conexion con ia red.

sto permite que
continue activado ei uso compartido de archivos y podria incrementar su riesgo de
seguridad. Si usted tiene una conexidn de Internet de alta velocidad o “banda ancha” (high-
speed o broadband connection) usted sigue conectado al Internet a menos que apague su
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e uso compartido de archivos se abren automaticamente cada vez que usted prende su
computadora. Como medida preventiva, es posible que desee ajustar los controles de
configuracion del programa de uso compartido de archivos para evitar que se abra
automaticamente.

« Ulilice un programa software antivirus que sea efectivo y actualicelo regularmente. Los
archivos que descarga pueden estar etiquetados incorrectamente y pueden ocuitar un virus
u otros contenidos indeseados. Utilice un programa antivirus para proteger su computadora
contra los virus que pudieran provenir de los otros usuarios a través del programa de uso
compartido. No todos los antivirus bloquean los archivos descargados a traves de
programas de uso compartido, asi que debe verificar las capacidades de su programa
antivirus y los ajustes (settings) que tiene. Ademas, debe evitar descargar archivos con

familiar y que tal vez pu
intercambiado, juegos, videos, musica, pornografia u otro materiai que podria ser
inapropiado para ellos. Tambien puede suceder que, como algunas veces los archivos de
otras personas pueden estar etiquetados incorrectamente, los nifios los descarguen
involuntariamente. Ademas, quizas los nifios no estén en condiciones de comprender los
riesgos de seguridad y de ofro tipo que acarrea ei uso compartido de archivos y pueden
instalar el programa incorrectamente permitiéndole a cualquier navegante del Internet el
acceso a los archivos privados de la computadora familiar.
La FTC trabaja en favor del consumidor para la prevencion de practicas comerciales
fraudulentas, engafosas y desleales y para proveer informacion de utilidad al consumidor
con el objetivo de identificar, detener y evitar dichas précticas. Para presentar una queja o

para obtener informacion gratuita sobre temas de interés del consumidor visite
fic i

sobre practicas frauduientas a una base de datos segura ilamada Centinela dei
Consumidor (Consumer Sentinel) que se encuentra a disposicion de cientos de agencias de
cumplimiento de las leyes civiles y penales en los Estados Unidos y en el extranjero.

Octubre 2006
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From' olZ, awile L. YU 1UEAUNANUL/UUTTIRD 1 AUNMINIDOLIRALLVE
‘ GROUP/CH *=RECIPIENTS/C\I=DHOLZ>
Sent: Wednesda pril 30, 2008 6:53 PM
Taoe n h11f|r\n <h| trihution/fte onv>
To: Distribu Distribution@ftc gov’
Subject: Rev1sed SALT-128 Uso Compartido de Archivos: Como Evaluar los Riesgos (P2P File-
Sharing: Evaluate the Risks)
Attach: SALTI128-P2P pdf; SALT128-P2P txt
Title: Uso Compartido de Archivos: Cémo Evaluar los Riesgos (P2P File-Sharing: Evaluate the Risks)
Naeacrrintinn: [ Trange pamnintar naare tn nnncidar tha trada_nffo and ricke aficing noaar_tn_noaar fila_charing
P AW (V5§ llJLlUll A\ . 5\10 UUlll}JUlbl UDLUILI D LU VULIDIULUL LLIV UAQUUTULLD Aliu 11D9RD UL UDllls }J\./\.zl w P\J\Jl 111V 011011115.
Includes tips to secure your personal information. 8.5" x 11", 2 pages

Description in Spanish: Alienta a los consumidores a considerar las ventajas y [os riesgos del uso compartido de
archivos, o P2P. Incluye consejos sobre como proteger su informacién personal. 8 5" x 11", 3 paginas.

Keywords: uso, compartido, archivos, P2P, seguridad, Internet, robo, identidad
Today's Tip: El uso compartido de archivos puede darle acceso a una gran cantidad de informacion - musica,

juegos, y programas de computadora - /pero esta seguro que no esta compartiendo su informacion personal al
mlsmo tlempo" Sigua estos consejos para asegurarse de que no este compartiendo - o recibiendo - mas de lo que

r\\n ATy

Staff contacts: Jennifer Leach/Alvaro Puig (DCBE), Carl Settiemeyer/Stacey Ferguson (DAP)
Partners: None

Ist Category: Computadoras y el Internet: Entretenimiento

Stock code: SALT-128

Pueblo Ref Number: n/a

Y7 1 b e N i1 AR Y S 14120 _ L _ .1 __ 10
cor llC lllp //WWW LL gUV/l)Up/CUU/pUUb/LUIlbUIIlCl/dlCI lblbd.lllLO.SIlLIIl dand p(ll

Web Menus: Existing and per categories above

*Note: This information is on OnGuardOnline as the P2P File-Sharing module:
http://alertaenlinea.gov/uso_compartido.html.

Release date: February 2008

Publication date: February 2008
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Print run: n/a
Packaging: n/a
Min/Max: n/a
Distribution: n/a

Files: .pdf and .txt files attached
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juegos o programas software, el intercambio de archivos permite que ios usuarios de una red P2ZP
intercambien un gran caudal de informacion. Para poder compartir archivos en una red P2P, usted
descarga un programa software especial que conecta su computadora con otras computadoras
que operan el mismo software. Por medio de este programa software millones de usuario pueden
concctarse entre si al mismo tiempo. Frecuentemente, este programa ¢s gratis.
(No es verdad que parece alentador? Quizés, pero asegilirese de considerar cudles serén los costos
que tendrd que "pagar” a cambio. La Comision Federal de Comercio (Federai Trade Commission,
FTC), la agencia nacional de proteccion del consumidor, advierte que el uso compartido de archivos
puede acarrear una cantidad de riesgos. Por ejemplo, cuando usted esta conectado a una red P2P,

sin darse cuenta puede pprmmr aue otros usuarios (‘nmPn sus archivos nrlqunc — 0 hasta nndrm

X
=
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de compartir. Con este software usted podria descargar material protegido por ias leyes de derechos
de autoria y verse complicado en problemas legales. Usted podria descargar un virus informatico o
facilitar una violacion de seguridad informatica; o tal vez podria llegar a descargar involuntariamente
pornografia que aparece etiquetada bajo otros titulos.

Para proteger la informacion personal que tiene almacenada en su computadora, la FTC le
recomienda hacer lo siguiente:

e Instale el programa de uso compartido de archivos con mucho cuidado para saber

qué es lo aue esta compartiendo. Cuando usted descarga a su computadora la aplicaci
i ambios que hqcm a las caracteristicas Pdpf rminada

US (UL 4 a ias Lala
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e
usted hace cambios a la configuracion predeterminada para configurar os tipos de carpetas
“guardar” (save) o “compartido” (shared) puede permitir que los demas usuarios de la red P2P
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partir nndr]’a estar (‘nmnarnpndn m\/nl untariamente Ia informacion

tivos que sf desea com rtir, pod star compartiendo invol amente macién
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impuestos, mensajes eiectronicos, registros médicos, fotos y otros documentos personaies. Casi
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todas las aplicaciones de los programas de uso compartido de archivos vienen configuradas
para compartir los archivos que descargue en su carpeta “guardar” o “descargar”, excepto que
usted las configure de otra manera.

Use un programa de seguridad y manténgalo actualizado y haga lo mismo con su sistema
operativo. Algunos programas de uso compartido de archivos pueden instalar un programa
malicioso o malware que monitorea las computadoras de los usuarios y que envia datos a
terceros. Los archivos que usted descarga tambié€n pueden ocuitar malware, virus u otros
contenidos indeseables. Ademas, cuando usted instala un programa P2P para compartir

archivos puede que obligatoriamente también instale un “adware”, que es un software que
monitorea <ug hahitog de naveosacidn v le envia nublicidad

.............................. saviQil Y 10 ChiVia puuntilial.

Los programas maiware y adware pueden ser dificiles de detectar y eliminar. Antes de usar
un programa de uso compartido de archivos, compre un programa de seguridad que incluya
proteccion antivirus y anti-spyware en un negocio conocido que le merezca confianza y
controle que su sistema onerativo esté actualizado anfo ire su software de seguri idad v

<11
vvvvvvvvv SU a VPt O3S0 acliallzZzalo, Lol valc GC 20 ¥y Su
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de seguridad y firewaii estén activados cuando tenga ia computadora conectada ai Internet.
Elimine todos los programas que detecte el software de seguridad que no desee conservar en su
computadora. Y antes de abrir o ¢jecutar los archivos descargados. escanéelos con ¢l programa
de seguridad para detectar si tienen malware o virus.

Cierre su conexidn. En algunas instancias, cerrar la ventana del programa de uso compamdo
A PR ...n,.l prgy 4 A e o wmnad Dot m PR AN PR
ac dlb VUb 1o Ci C Id IC TICTIC Su COIICXi0I0l COIl 1d Iea. cSu pel TI11 C quc COInue d.bLlVd.UU

el intercambio de archivos, lo cual podria incrementar su riesgo de seguridad. Si usted tiene
una conexion de Internet de alta velocidad o banda ancha (high-speed o broadband connection)
continuard conectado al Internet a menos que apague su computadora o desconecte su servicio

de In[erne[_ Este [lng de conexidn aue esta Slemp e activa pu 1ede permitir aue otros usuarios

4

koA an arial s Mmomento Dova agh
Ienivos € \,ualqulcl THULICTIU rara osiat

su programa P2P, en lugar de hacer ciic sobre ia “X” o “cerrar”, tomese ei tiempo de

“salir” del programa. Aun mas, algunos programas de uso compartido de archivos se abren
automaticamente cada vez que usted prende su computadora. Como medida preventiva, es
posible que desee ajustar los controles de configuracion del programa de uso compartido de
archivos para evitar que se abra automaticamente.

AAAAAAAAAAAAAAAAA ac Ao ssoszatn Q8 siotaAd compa P P COfl O 4. o~ o
\/l €€ cueritas scpar. auaa Qe uSuario. Oi usied Coir 1pdIlC Su LU llpuldUUId Con Otras lJCl S0nas,

ademads de establecer su propia cuenta de usuario administrador, considere establecer cuentas
de usuario por separado para los demés y conceda derechos limitados a esos usuarios. Como

qumlmc'rrndnr ncrpd evitari gue otros lo hqonn v 951 podr

HIInSU U, Wsitl CVitala qul OUUs 10 Nagail J

mtacamtain Jan tmten s niaan o A s Ancan jmotalae

prosSeliiall lUb pProgldiiids quo 11U Ucsld lldldldl . UC esta m
usuarios secundarios accedan a ias carpetas y sut)carpetas de los otros usuarios, ya que en
general, los usuarios con derechos limitados no pueden acceder a la informacién de los demas.

Ademas, use una contrasefia para proteger el firewall y software de seguridad instalado en su
comnutadora para que nineuna otra nersona nueda dpcm"nvarlnc o atribuirse derechos para

volipualla Aphia Lula poisilia putla Losatuivalivs LiliSC QOITCIVS

controlar su computadora que usted no desea concederles.
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* Haga copias de ios documentos que contengan informacion delicada. Haga copias de
seguridad de los archivos que desee preservar en caso de que su computadora sutra un ataque
o colapse. Guarde sus documentos importantes en discos CD, DVD o en dispositivos de
almacenamiento removibles para guardarlos en un lugar seguro.

e Hable con su familia sobre el P2P. Si tiene hijos que usan la computadora, pregunteles si
descargaron un software de uso compartido de archivos y si han estado intercambiando juegos,
videos, musica o algin otro material. Hable con sus hijos sobre Ia seguridad y otros riesgos
que acarrea compartir archivos y, si de todas maneras van a instarlo y usarlo, digales cdmo

deben hacerlo correctamente. Si eres adolescente 0 un poco més chico y estés interesado en
compartir archivos, habla con tus padres antes de descargar el programa P2P o de intercambiar

vuu.yu. il aAlCIaVOS, Hiavia LI LUS Palits ailits Uo uostalgal Ugiailla Ioif O UC ilital

dl L,lllVUb

La FTC trabaja en favor del consumidor para la prevencion de practicas comerciales fraudulentas,

engafiosas y desleales y Dara proveer informacidn de utilidad al consumidor con el objetivo de
identificar. detener

poeininicar, Gelllt

r dichas nm(‘n(‘nc Pam presentar una qu 9_}9 o para obtener informacidén

gratuita sobre temas 1 ite ftc.gov/espanol o llame sin cargo al
1-877-FTC-HELP (1-877-382-4357); TTY: 1-866-653-4261. La FTC ingresa todas ias quejas

relacionadas a fraudes de Internet y sistema de telemercadeo, robo de identidad y otras quejas sobre
practicas fraudulentas a una base de datos segura llamada Centinela del Consumidor (Consumer
Sentinel) que se encuentra a disposicion de cientos de agencias de cumplimiento de las leyes civiles y
penales en los Estados Unidos y en el extranjero.

FeperaL TraDE CommISSION

For The ConsumMER

Febrero 2008
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Alerta de la FTC para Cons
Federal Trade Commission

Bureau of Consumer Protection

Division of Consumer & Business Education
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Todos los dias millones usuarios de computadoras comparten sus archivos en linea. Ya se
trate de musica, juegos o programas, el uso compartido de los archivos puede permitir que
todas las personas compartan una gran cantidad de informacion. Usted simplemente
descarga un programa software esoecual que conecta su comoutadora auna red informal de

ador? Quizés, pero asegirese de considerar cuales seran
e pagar’ a cambio. La Comision Federai de Comercio i
Trade Commission, FTC), la agencia nacional de proteccion del consumidor, advierte que el
uso compartido de archivos puede acarrear una cantidad de riesgos. Por ejemplo, cuando
usted esta conectado a programas de uso compartido, sin darse cuenta puede estar
permitiéndoies a ios demas que copien archivos privados que no tiene intencién de
compartir. Usted puede descargar material a su computadora que esta protegido por las
leyes de derechos de autoria y complicarse en problemas legales. Usted puede descargar
un virus informatico o facilitar que se violen las medidas de seguridad en linea; o tal vez
descargar involuntariamente pornografia que esta presentada bajo otros titulos.

Para proteger la informacion personal que tiene almacenada en su computadora, la FTC le

recomienda que:

e Inctale al nroarama de eo comnartidao de archivos con mucho cuidado Si al ingtalar el
NSAIe € pregrama Ge UsC compartuGe ¢e arCnives Con mucne cuiago. ot amsaiar €1
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ino ta ubi n a otra infor nacio
disco duro de su computauora Como por gjempio su

eiectronicos, registros médicos, fotos y otros documentos personaiesA

» Tenga cuidado con los programas de espionaje (spyware). Algunos programas de uso
compartido de archivos también instalan otros programas conocidos como spyware. Este
programa de espionaje monitorea los habitos de navegacion del usuario y luego envia esos
datos a terceros. Algunas veces, el usuario recibe anuncios basados en la informacion que
el spyware ha recogido y diseminado. El spyware puede ser dificil de detectar y de eliminar
de su computadora. Antes de usar un programa de uso compartido de archivos, compre un
programa anti-spyware en un negocio conocido que le inspire confianza. Instalelo para que
examme su computadora reoularmente — por Io menos una vez por semana —y si fuera

(72}
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Compamoo de archivos no cierra reaimente su conexion con ia red.

sto permite que
continue activado ei uso compartido de archivos y podria incrementar su riesgo de
seguridad. Si usted tiene una conexidn de Internet de alta velocidad o “banda ancha” (high-
speed o broadband connection) usted sigue conectado al Internet a menos que apague su
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e uso compartido de archivos se abren automaticamente cada vez que usted prende su
computadora. Como medida preventiva, es posible que desee ajustar los controles de
configuracion del programa de uso compartido de archivos para evitar que se abra
automaticamente.

« Ulilice un programa software antivirus que sea efectivo y actualicelo regularmente. Los
archivos que descarga pueden estar etiquetados incorrectamente y pueden ocuitar un virus
u otros contenidos indeseados. Utilice un programa antivirus para proteger su computadora
contra los virus que pudieran provenir de los otros usuarios a través del programa de uso
compartido. No todos los antivirus bloquean los archivos descargados a traves de
programas de uso compartido, asi que debe verificar las capacidades de su programa
antivirus y los ajustes (settings) que tiene. Ademas, debe evitar descargar archivos con

familiar y que tal vez pu
intercambiado, juegos, videos, musica, pornografia u otro materiai que podria ser
inapropiado para ellos. Tambien puede suceder que, como algunas veces los archivos de
otras personas pueden estar etiquetados incorrectamente, los nifios los descarguen
involuntariamente. Ademas, quizas los nifios no estén en condiciones de comprender los
riesgos de seguridad y de ofro tipo que acarrea ei uso compartido de archivos y pueden
instalar el programa incorrectamente permitiéndole a cualquier navegante del Internet el
acceso a los archivos privados de la computadora familiar.
La FTC trabaja en favor del consumidor para la prevencion de practicas comerciales
fraudulentas, engafosas y desleales y para proveer informacion de utilidad al consumidor
con el objetivo de identificar, detener y evitar dichas précticas. Para presentar una queja o

para obtener informacion gratuita sobre temas de interés del consumidor visite
fic i

sobre practicas frauduientas a una base de datos segura ilamada Centinela dei
Consumidor (Consumer Sentinel) que se encuentra a disposicion de cientos de agencias de
cumplimiento de las leyes civiles y penales en los Estados Unidos y en el extranjero.

Octubre 2006
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21

23

1 the time of events described in the document? 1 information on the check.
2 A Yes. 2 We also found checks that had preprinted customer
3 Q Do you have personal knowledge of the information| 3 information, and there was new printing added to that
4 contained in CX0097? 4 customer information.
5 A Yes. 5 We found bills in other peoples' names for
6 Q HasCX0097 been maintained by the 6 various -- the utility bills and various other things.
7 Sacramento Police Department? 7 We found mail.
8 A Yes. 8 We found checks made out to a company called
9 Q I'mhanding you a document that's been marked as | 9 LabMD and then also found several sheets of paper that had
10 CX0092. 10 what appeared to be social security numbers and names
11 (Exhibit CX0092 was marked for 11 associated with the same LabMD.
12 identification.) 12 Q [I'll ask you questions about some of those
13 BY MS. VANDRUFF: 13 materials that you found, but before we move on, I'd like
14  Q I'mgoing to ask you to take a moment, please, to 14 you to take a moment to review a document that has been
15 review CX0092. 15 marked as CX0090.
16 A Okay. 16 (Exhibit CX0090 was marked for
17 Q Have you had an opportunity to review CX0092? 17 identification.)
18 A Yes. 18 BY MS. VANDRUFF:
19 Q Whatisit? 19 Q [I've handed you CX0090, Detective Jestes, and 1'd
20 A It's my observations of our initial response and 20 ask you to take a moment to please review that document.
21 then locating of evidence and seizure of evidence from 21 A Okay.
22 5661 Wilkinson Street. 22 Q Whatis CX0090?
23 Q 1sCX0092 a true and accurate copy of your 23 A It's astatement that Officer Morgan took from
24 observations regarding your initial response and your 24 Suspect Erick Garcia.
25 seizure of evidence? 25 Q IsCXO0090 a true and accurate copy of the
22 24
1 A Yes. 1 statement that Officer Morgan took from Mr. Garcia?
2 Q IsCX0092 a record that was created by the 2 A Yes
3 Sacramento Police Department in the ordinary course of the] 3~ Q Is CX0090 a record that was created by the
4 police department's activities? 4 Sacramento Police Department in the ordinary course of
5 A Yes. 5 business?
6 Q IsCX0092 arecord that was created at or near 6 A Yes.
7 the time described in the document? 7 Q 1sCX0090 a record that was created at or near
8 A Yes 8 the time of the events described in the document?
9 Q Do you have personal knowledge of the information 9 A Yes.
10 contained in CX0092? 10 Q Has CX0090 been maintained by the
11 A Yes. 11 Sacramento Police Department?
12 Q Has CX0092 been maintained by the 12 A Yes.
13 Sacramento Police Department? 13 Q Detective Jestes, I'm handing you a document
14 A Yes. 14 that's been marked as CX0091, and I'll ask you to take a
15  Q | believe it was your testimony, 15 moment to please review it.
16 Detective Jestes, that at the time of your search of the 16 A Okay.
17 residence at 5661 Wilkinson Street you identified 17 (Exhibit CX0091 was marked for
18 documents that led you to conclude that identity theft 18 identification.)
19 might be occurring; is that correct? 19 BY MS. VANDRUFF:
200 A Yes. 20 Q Whatis CX0091?
21 Q What types of materials did you find during your 21 A Thisis a statement that Officer Baptista took
22 search of the premises at 5661 Wilkinson Street? 22 from Suspect Josie Maldonado.
23 A We found checks that appeared to have been 23 Q Isthe statement that Officer Baptista took from
24 washed, and that means that the original ink -- somebody 24 Ms. Maldonado -- let me ask that differently.
25 had tried to get rid of the original ink and write new 25 Is CX0091 a true and accurate copy of the

6 (Pages 21 to 24)
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43

1 BY MS. VANDRUFF: 1  Q Priorto October 5th, 2012, had Mr. Garcia been

2 Q Did Detective Shim evaluate the browsing history 2 charged with any other crimes?

3 of the computers during his forensic examination? 3 A Yes.

4 MS. HARRIS: Objection to the extent it calls for 4 Q What other crimes?

5 speculation. 5 A Drug offenses and a receiving stolen property

6 THE WITNESS: Yes. 6 offense.

7 BY MS. VANDRUFF: 7 Q Had he been convicted of either of those crimes?

8 Q Whatdid he find? 8 A Yes.

9 A That -- the specific items mentioned were a 9 Q Ofwhich crimes was he convicted?

10 search about a social security number and a child and then 10 A Both of them. I'm pretty sure both of them.
11 asearch of FTC and identity theft. 11 ~ Q Prior to October 5th, 2012, had Ms. Maldonado
12 Q Directing your attention to page 4 of the 12 been charged with any other crimes?
13 document that has been marked as CX0100, did 13 A Yes.
14 Detective Shim also find information regarding the FTC's| 14 ~Q What crimes?
15 Web site as it relates to peer-to-peer file-sharing 15 A Possession of narcotic paraphernalia.
16 applications? 16 Q Had she been convicted?
17 A Yes. 17 A If I remember correctly, she -- that one was
18  Q I'mhanding you a document that's been marked as| 18 dismissed.
19 CXO0101. 19 Q Do you know whether Mr. Garcia and Ms. Maldonado
20 (Exhibit CX0101 was marked for 20 were prosecuted for the crimes for which they were
21 identification.) 21 arrested on October 5th, 2012?
22 BY MS. VANDRUFF: 22 A Yes.
23 Q I'll ask you to take a moment please to review 23 Q What was the disposition of Mr. Garcia's case?
24 the document. 24 A He pled no content and was sentenced to probation
25 A Okay. 25 and sheriff's work project.
42 44

1 Q Whatis CX0101? 1 Q DidMr. Garcia's plea of no contest relate to all

2 A Thisis also part of the examination of the 2 four of the charges on which he was held on

3 computer conducted by Detective Shim. 3 October 5th, 2012?

4  Q Does CX0101 relate to one or both of the 4 A No.

5 computers? 5 Q On which charge did he plead no contest?

6 A It'sjust one of the computers. 6 A ldentity theft.

7 Q Which computer does it relate to? 7  Q What was the disposition of Ms. Maldonado's case?

8 A The desktop. 8 A Shealso pled no contest to identity theft.

9 Q IsCX0101 atrue and accurate copy of the report 9 Q The identity theft crimes to which Mr. Garcia and
10 that Detective Shim created related to the desktop 10 Ms. Maldonado pled no contest -- were those felonies?
11 computer? 11 A Yes.

12 A Yes. 12 Q Can identity theft be prosecuted as a

13 Q 1sCXO0101 a record that was created by the 13 misdemeanor?

14 Sacramento Police Department in the ordinary course of the| 14 A | think so.

15 police department's activities? 15 Q You've described Mr. Garcia and Ms. Maldonado's
16 A Yes. 16 pleas as no contest.

17 Q IsCXO0101 a record that was created at or near 17 I understand that under California law it is

18 the time of the events described in the document? 18 formally a plea of nolo contendere; is that correct?
19 A Yes. 19 A Yes.

20 Q Has CX0101 been maintained by the 20  Q What is the effect of a plea of nolo contendere?
21 Sacramento Police Department? 21 A They're admitting that they committed the crime,
22 A Yes. 22 but they're avoiding a trial. This is very layman's

23 Q Let'sshift gears and talk about Mr. Garcia and 23 terms.

24 Ms. Maldonado for a moment. 24  Q lIsitdifferent in any material respect from a
25 A Okay. 25 plea of guilty?

11 (Pages 41 to 44)
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/,f” raae
( L
SUPERTUR COURT OF CALIFORNTA, COUNTY OF SACRAMENTO
MINUTE ORDER - PLEA
GARCTA ERICK 1 3235051 1Z2F05719 MUNI
rrea pate: 313 supee LAUREL D. WHITE DEPT: U
RIGHTS:
ALV wvD ADVISED
Vv COUNSEL, retained or appoinzed v possible maximum sentence
v _V  PRELIMINARY HEARING possibility ¢f 1203.063 EBC
v v JURY TRIAL, speedy and public parcle rights
v __  CONFRONTATION, of witness option of changing plea
v v/ SELF INCRIMINATION, remain silent in re: Wesz
v consequences ot plea

oIt you are not a citizen, you are hereby advised that conviction of the
cffense for which you have been charged may have the consequences of
deportation, exclusion from admission to the United States, or denial of
naturalization pursuant to the laws of the United States,

Video mass advisement transcript on request
Tape Number

L7 Court Reporter (transcript on request) & waldron, #4645
The written Waiver and Plea form filed herein is ordered 'in:orpora:ed
in the record

Defendant advised of above rights, penalties and consegquences of plea. Court

found defendant understood same. Court found that defendant knowingly,
intelligently, voluntarily and expressly waived the rights as indicated by

initials above. Defendant entered a plea of: /EFP\
ian |

CUILTY \Jov 4

~ 7/

v NOLO CONTENDERE (acknowledged ik is same as gquilty)

NGRL (PC 1026)

to the charges of: g+ PC 530-5(5") . a rcebhq
4 T )

BAC:

Court dismizsed (e _Z-,;_z "'L,} —-,I;L%ﬁ-"v’f/b‘\ aive” B
. 4 J

Insufficient Evidence
Interest of Justice
In View of Plea

dilea

Procf Shown

V Harvey Waiver __GE_ 2! S’ "'L} and SPD r@?of‘f‘ =4F ’2’27(0“5

Court found that the above plea(s) was voluntary and there was a factual basis
for same.

Exhibit 31



EXHIBIT 32



Jul 26 2013 3149PM Court Copy Unit 9168745721 page 4
3 7
{ {
COUNTY ©._. SACRAMENTO

SUPERTIOR «uUURT OF CALTIFORNTA
- HEADE R/PROCEEDINoS

MINUTE ORXDER

DEFENDANT NAME DEF XREF CASE
MALDANADO JOSIE MAKRTINEYZ 2 2885371 12F06718 MUNZI
CUSTODY STATUS UsT

DOR: 09/05/1981 DATE FILED: 10/10/2012
LEA: SACRAMENTO POLICE DEPARTMENT ARREST #: 09715550-0Q1

BAIL, SET: $35,500.00

TANTY H# .
DN 7l

%'l i ryj“"“

PROSECUTOR: TEAM 1/TU DEFENGSE : —
TYPE: CAC
SECTION{S) VIOLATED:
10/05/2012 (cT 1) PC 530.5(A)
10/05/2012 (cT 2) PC 496 (A)
10/05/2012 (cT 3) HS 11377 (&)
10/05/2012 (CT &) HS 11364.1(1)

R R R R T  h E i AN SV T
DATE JUDGE DEPT| REL| CSR PROCEEDINGS

TRk Ix [ AR A XK N Aok hohhdkd [hdkdkd | kdkrd | % %% LEE S S SRR S SRS S EESREEESE SR SRR R R R R E

032013 [WHITE Laurel 08 i/ ity & .
) wawTe Yoo 4695 Lved (C"K_ l|‘\{ Jo ":;Ib{_:_\) . r'?u &t m(;\%,;;”

gy
res. fo From tHhe
n .- n & PR e | o
D20 (=) LS O A

A . _ . ) ~

L Sapunor © HC 496 | PLED [a,f, !x&} MNew Shmed PPN

Pf(abmﬁea to Superior Court for immediate J&S;
Left wvd referral to PO and time for J&S3;

retnteemerdy aallastad _dofondant to submit | soa —a. )
ROL mAT Ty e e | I\CL‘HOD& uunlsuuauz ST 7T —
A samples purs 258 PG ei. seq. —— el B4~ o Y it
I Mzin Jaill whils in custody : (i/,{__ i
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L~ . s
R PAYFW ____
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-
{
\
SACRAMENTO
MALDRNADO JOSIE MARTINEZ 2 2885371 12F06719 MUNTI
IACK \ SAPHND @
2 T4 JAUN Y. ORY UNOR
PLEA DATE: 22 4] D JUDGE pepr: ()
RIGHTS:
AD/‘i wVvD ADVISED
VA " COUNSEL, restained or appointed i[l:)?? possible maximum sentence
“ A~ PRELIMINARY HEARING possibility of 1203.03 FC
) JURY TRIAL, speedy and public e parocle rights
o CONFRONTATION, of witness opticn of chancing plea
- SELF INCRIMINATION, remain silent & in re: West
consequences of plea

._Wu

72
,,V.lr If you are not a citizen, you are hereby advised that conviction of the
offense for which you have been charged may have the consequences of

deportation, exclusion from admission to the United States, or denial of
naturalization pursuant to the laws of the United States.

Video mass advisement transcript cn reguest
rd Tape Number

i Jiye /, e
v Court Reporter (transcript on reguest) 75 o lddn o  ANYOE>
The writ-ten Waiver and Plea form filed herein is ordered incorporated
in the record

Defendant advised of above rights, penalties and consequences of plea. Court

found defendant understood same. Court found that defendant knowingly,
intelligently, voluntarily and expressly waived the rights as indicated by
initiale above. Defendant entered a plea of: ()Jr
GUILTY N

/ ' S L /U!J =

v/ NOLO CONTENDERE (acknowledged it is same as guilty) (=l i el S5
NGRI (PC 1026) ﬁ,&:){'fb/(cﬁ’w
A 2 IS Ve R 2 PR L — ~ _
to the chaxges of: L+ e 20 D (&) 22 FeAirea
BAC )
i
Court dismissed (A< 2,3 Y T ven oyt
' 7 ()
~ Insufficient Evidence

/ Interest of Justice

V.4 In View of Plea
- Procf Shown

2 Harvey Waiver 7 < L//

(’ 7
Court found that the above plea(s) was voluntary and there was a factual basis
£ e same .
FTC-000660
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072-3055

UNITED STATES OF AMERICA
FEDERAL TRADE COMMISSION
COMMISSIONERS: Wiliiam E. Kovacic, Chairman
Paimiela Joiies Harbour
Jon Leibowitz
J. Thoinas Rosch
)
In the Matter of )
)
THE TJX COMPANIES, INC. ) DOCKET NO. C-4227
a corporation. )
)
)
DECISION AND ORDER

The Federal Trade Commission, having initiated an investigation of certain acts and
practices of the Respondent named in the caption hereof, and the Respondent having been

furnichad thareafter with a conv I'\FQ draft of Comnlaint which the Rurean of Cancumer
arnisnead mereaiter witiy a COPY O a dfdii O1 L OMipailly Wil uiC sureal 01 L ONsUmeT

Protection proposed to present to the Commission for its consideration and which, if issued,
would charge the Respondent with violation of the Federal Trade Commission Act; and

The Respondent and counsel for the Commission having thereafler executed an
agreement containing a consent order, an admission by the Respondent of all the jurisdictional
facts set forth in the aforesaid draft complaint, a statement that the signing of the agreement is
for settiement purposes only and does not constitute an admission by the Respondent that the iaw
has been Violated as alleged in such complaint, or that any of the facts as alleged in such
complaml OlIl han jurisdictional facis, arc irue, and waivers and oiher provisions as required
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1. Respondent The TIX Companies, Inc. is a Delaware corporation with its principal office
or place of business at 770 Cochituate Road, Framingham, Massachusetts, 01701.

2. The Federal Trade Commission has jurisdiction of the subject matter of this proceeding
and of the Respondent, and the proceeding is in the public interest.

ORDER

1. “Personal information” shall mean individually identifiable information from or about an
individual consumer in ]ndmo but not limited to* (2\ a first and last name; (h\ a home or

other physical address, including street name and name of city or town; (c) an email
address or other online contact information, such as an instant messaging user identifier
or a screen name, that reveals an individual’s email address; (d) a telephone number;

(e} a Social Security number; (f) credit or debit card information, inciuding card number,
expiration date, and data stored on the magnetic strip of a credit or debit card; (g)
checking account information, including the ABA routing number, account number, and
check number; (h} a driver’s license, military, or state identification number; (i) a
persistent identifier, such as a customer number held in a “cookie” or processor serial

number, that is comblned w1th other ava1lable data that identifies an individual consumer;
ny 0{" {2 ﬂnrr\nn]ﬁ {1} ahave

Lay ulfOUZHl (i) da0UVE,

15U.S.C. § 44.

M l1e; A the P i~ aiihoidigess
U at lcprlluclll, Ulletly (o1 uuuugu ally bUlP t 101L, dSuvsididly,

ther device, in connecn with the a dvemsmg, marketlng promotlon offermg for

aoram tho
usmm, the

=3

_,,
o]
=)
=3

information collected from or about consumers, inciuding:

(‘nmnlmn‘rv ‘th nature nnd scope nfrequp ep‘[ ga
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A. the designation of an employee or employees to coordinate and be
accountable for the information security program.

B. the identification of material internal and external risks to the security,

conﬁdentiaiity, and integrity of personal information that could result in the

"""" thorized disclosure, misuse, loss, alteration, destiuction, or other compromise
y sa

1
of such information, and assessment of the sufﬁ01ency of an

4 mamdaan T dla qon ot A4 o ogmnintamas tlaia ol acaag ginn an ,,L,.\_.l PUSRpES N DY

U COLLLLTOL UIUHO ll KS, Ala llllllllllulll US> llbh dbbeblllCllL SnouLd inciuac
consideration of risks in each area of relevant operation, including, but not limited
to: (1) employee training and management; (2) information systems, including
network and software desion. information nrocessine. storace. transmission. and
network and software design, information processing, storage, transmission, and
disposal; and (3) prevention, detection, and response to attacks, intrusions, or
other systems failures

C. the design and implementation of reasonabie safeguards to control the

risks identificd through risk asscssment and regular testing or monitoring of the
effectiveness of the safeguards’ key controls, systems, and procedures.

D. the development and use of reasonable steps to select and retain service
providers capable of approprlately safeguardmg personal 1nformat10n they receive

AP 1N

E. the evaluation and adjustment of respondent’s information security program in
light of the results of the testing and monitoring required by sub-Part C

', any material
changes to respondent’s operat10 s or business arrangements, or any other circumstances
that rPthndPnt knows or hasg reason to know may have a material imnact on the

4L 24y 10 ALY Ly

effectiveness of its information security program.

|
]
.

IT IS FURTHER ORDERED that, in connection with its compliance with Part I of this

order, respondent shall obtain initial and bicnnial asscssments and reporis (“Asscssmenis”™) from

aalifs A § O
a quauucu, O uUj cC Ll Y C, llluCl}ClluCllt [¥a bl uU=-patt

g anAd B

Aninnin it thaied o £ PRy oo Mo aeds 4o
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17}
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o
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the first onc hundred and cighty (180) days altcr scrvice of the order for the initial Asscssment,
) each two (2) year period thereafter for twenty (20) vears after service of the order for the
biennial Assessments Each Assessment shall:
A. set forth the specific administrative, technical, and physical safeguards that
respondent has implemented and maintained during the reporting period;
B. explain how such safeguards are appropriate to respondent’s size and complexity,

the nature and scope of respondent’s activities, and the sensitivity of the personal information
collected from or about consumers;
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C. explain how the safeguards that have been implemented meet or exceed the
protections required by the Part I of this order; and

D. certify that respondent’s security program is operating with sufficient
effectiveness to provide reasonable assurance that the security, confidential ity, dl’l(l 1n[egr1ty of

nnnnnnn 1 £onsoimn a3~

Ppersona 1111\)1 Midaiion 1S pr
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orgamzatlo approved
Protecti on, Fede

Respondent shall provide the initial Asscssment to the Associate Dircctor for Enforcement,
Bureau of Consumer Protection, Federal Trade Commission, Washington, D.C. 20580, within
ten (10) days afier the Assessment has been prepared. All subsequent biennial Assessments shall
be retained by respondent until the order is terminated and provided to the Associate Director of
Enforcement within ten (10) days of request.

II1.
IT IS FURTHER ORDERED that respondent shall maintain, and upon request make
available to the Federal Trade Commission for inspection and copying, a print or electronic copy

of each document relating to compliance, including but not limited to:

A. for a period of five (5) years: any documents, whether prepared by or on behall
of respondent, that contradict, qualify, or call into question respondent’s compliance with
this order; and

B. for a period of three (3) years after the date of preparation of each Assessment
requircd under Part Ii of this order, all maicrials relicd upon to prcparc the Asscssment,

atls e ae . - Lol ol A tlhn wengim Anint Tl A 4 ot Tmniind ¢4 o
1IICLUICT J:)l Cl)d.lCLl Uy Of 011 oCndil O1 l,llC 1CDPU11UC11L, lllbluullls Uul ot Himitea to d.ll Plallb,

udies, rev1ews aud1ts audit trails, policies, trammg materials, and assessments,

2 A QN P P g D T e prda T o I TT el
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’U
: T—‘»
@
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Iv.

IT IS FURTHER ORDERED that respondent shall deliver a copy of this order to all
current and future principals, officers, directors, and managers having responsibilities relating to
the subject matter of this order. Respondent shall deliver this order to such current personnel
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within thirty (30) days after service of this order, and to such future personnel within thirty (30)
days after the person assumes such position or responsibilities.

V.
'I’T‘ T TLTTDTITIED MDNMETDEMN thot wacmnn dam chall v it tlhn it cainm ot lacat
I NTUNIILIIVIN URNLDIVINTIVLY LldLl lUbPUllUClll snail lutlly LIIC CULLHIIISSIULL dal 1Ivddl
thmy (30) days prior to any change in the corporation that may affect comphan e obligations
arising under this order, including, but not limit a di ""“‘u tion, a851gnmeﬁ sale, merger, or

T
ather acti nt

other action that would result in the emergen asu p n; the creation or
dissolution of a subsidiary, parent, or affiliate that engages in any acts or practices subject to this
order: the nronosed filine of a bankruntev netition: or a2 chanee 1n the cornorate name or address
order; the proposed filing of a bankruptcy petition; or a change in the corporate name or address
Provided, however, that with respect to any proposed change in the corporation about which
respondent learns less than thirty (30) days prior to the date such action is to take place,
respondent shall notify the Commission as soon as is practicable after obtaining such knowledge

1e C i
All notices required by this Part shall be sent by certified mail to the Associate Director,
Division of Enforcecment, Burcau of Consumcr Protcction, Federal Trade Commission,
Washington, D.C. 20580.

D MNADMETDLT b ot oo en P AN TS APl 1. ot 1M
NN UVRU LNy Llld.t ICDPUILUC bllall Wlullll OUIIC uuuul cu €1 sy {10V}

days after service of this order, and at such other times as the Federal Trade Commission may
requlre ﬁle with the Commlsswn a eport in writing, setting forth in detail the manner and form

VIL

This order will terminate on July 29, 2028, or twenty (20) years {rom the most recent
date that the United States or the Federal Trade Commission files a complaint (with or without
an accompanying consent decree) in federal court alleging any violation of the order, whichever
comes later; provided, however, that the filing of such a complaint will not affect the duration of:

A

A. any Part in this ordcr that {crminatcs in lcss than twenty (20) ycars;

B. this order’s application to any respondent that is not named as a defendant in such

Provided, further, that if such complaint is dismissed or a federal court rules that respondent did

not violate any nrnvmmn of the m‘dPr and the dismissal or ﬂlhno is either not appealed or nnhpld

on appeal, then the order will terminate according to this Part as though the compiaint had never
been filed, except that the order will not terminate between the date such complaint is filed and
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the later of the deadline for appealing such dismissal or ruling and the date such dismissal or

ruling is upheld on appeal.

By the Commission.

Donald S. Clark
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