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RESPONDENT Lab MD, INC'S MOTION FOR SUMMARY DECISION 

TO ALL PARTIES AND THETR COUNSEL OF RECORD: 

Please take notice that, pursuant to Commissions Rules 3.22 and 3.24, 16 C.F.R. §§ 3.22 

and 3 .24, Respondent Lab MD, Inc., hereby moves for summary decision in its favor, and 

requests that the Administrative Complaint be dismissed in its entirety with prejudice. 

INTRODUCTION 

LabMD, Inc. ("LabMD") is being singled out by the Federal Trade Commission ("FTC") 

for its allegedly deficient data~security practices. All information received, utilized, maintained 

and transmitted by LabMD is protected health information ("PHI'') as defined by the Health 

Insurance Portability and Accountability Act of 1996 (" HIPAA"). See 45 C.F.R. § 160.103. The 

FTC takes the position that it has Section 5 w1fairness authority to create and en force opaque 

"common Jaw" regulations governing PHI data-security. Currently, the FTC's opaque "common 

law" regulations consist of negotiations, consent decrees, public statements made by the 

Commission, educational materials and internet posts which when taken together create 

additional and far more stringent and inconsistent standards than those promulgated by the 

Department of Health and Hwnan Services ("HHS"). 1 Even if FTC has such authority, it has 

failed to provide the constitutionally required fair notice of the PHI data~security standards that 

it seeks to enforce. 

After more than four years of thorough investigation and litigation, including the 

depositions of FTC's Rule 3.33 designee and expet1 witnesses, FTC continues to take the 

position that it is not constitutionally required to specifY in advance of investigation and 

1 HHS was granted Congressional rulemaking authority and promulgated regulations governing PHI data security 
standards through transparent, public notice and comment rulemaking. 
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litigation the FTC data-security standards applicable to LabMD or similarly situated HIPAA 

"Covered Entities." See 45 C.F.R. § 160.103. 

STATEMENT OF FACTS 

The following facts are undisputed: 

LabMD is a small, privately-owned medical laboratory providing cancer diagnoses 

tllrough blood, urine, and tissue sample testing. Its customers are physicians. The physicians 

send their samples to LabMD, together with the relevant patient identification and insurance 

information, and LabMD sends back to the physicians the relevant diagnosis. 

LabMD is a "Covered Entity" that receives, maintains and transmits PHI during the 

normal course of its business. See 45 C.F.R. § 160.103. 

On or about February 5, 2008, without LabMD's knowledge or consent, T iversa, Inc. 

("Tiversa"), took possession of a single LabMD insurance aging file (the "Insurance Aging 

File"). Deposition of Robert Boback, dated Nov. 21 , 2013, at 25, attached hereto as Exh. 1.2 

The Insurance Aging File contained PHI for over 9,000 patients of LabMD's physician 

clients. 

Subsequently, Tiversa made the Insurance Aging Fi le availab le to Professor Eric 

Johnson, of Dartmouth College, who was conducting research under a government contract for 

his article entitled, "Data Hemorrhages in the Health Care Sector". See Data Hemorrhages in the 

Health-Care Sector at J fu. 1, attached in relevant part hereto as E:xh. 2. 

In January 20 I 0, the FTC began a three year full investigation of LabMD's data security 

practices based upon the disclosure of the PHI contained in the Insurance Aging File. 

2 Tiversa has testified before Congress that it possesses unique technology which among other things allows it to 
download computer files from unsuspecting third persons inadvertently sharing computer files via peer to peer 
("P2P") networks. See Hearing Before lhe H. Subcomm. on Commerce, Trade, & Consumer Protection, lll th 
Cong. 3-4 (2009)(statement of Robert Boback, CEO, Tiversa, Inc.). 
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ln October 2012, during a raid of a house of suspected identity thieves, the Sacramento 

Police Department found Lab MD "day sheets" and copies of checks made payable to LabMD. 

Again, the day sheets and checks contained PHI from patients of LabMD's physician clients. 

Deposition ofDetective Jestes, dated Dec. 17, 2013, at 29-30, 33-36, attached hereto as Exh. 3. 

ln an attempt to notify LabMD of its find, the Sacramento police "googled" Lab MD, and 

discovered that Lab.MD was under investigation by the FTC. Deposition of Detective Jestes, 

dated Dec. 17, 2013, at 27-28, 56, attached hereto as Exh. 3. 

The Sacramento police then notified the FTC of its find, but did not notify LabMD, 

despite Sacramento•s awareness of LabMD' s duty to notify under HlPAA. Deposition of 

Detective Jestes, dated Dec. 17, 2013, at 28 , attached hereto as Exh. 3. 

ln August, 2013, FTC filed an Administrative Comp1aint.Jn the Matter of Lab1vfD, Inc., 

FTC Dkt. No. 9357, ("Comp l.") (Aug. 28, 2013). 

LabMD is a HIPAA-covered entity. Opp'n to Mot. to Dismiss, In the Matter ofLabMD, 

Inc. , FTC Dkt. No. 9357, ("MTD Opp' n'') (Nov. 22, 20 13) at 22 fn 15. It must comply with 

HHS's HIPAA and Health Information Technology for Economic and C linical Health Act 

("HITECH") regulations, including f-THS' s HfPAA Privacy Rule, 65 Fed. Reg. 82,462 (Dec. 28, 

2000); HHS's HIPAA Security Rule, 68 Fed. Reg. 8,334 (Feb. 20, 2003); and HHS's HITECH 

Breach Notification Rule, 78 Fed. Reg. 5,566 (Jan . 25, 2013). 

HIPAA' s Security Rule establishes substantive data-security standards involving Pill 

with which HIPAA-covered entities, like LabMD, must comply. 

HHS exclusively enforces HlPAA and HTTECH. Order on Mot. to Dismiss, In the 

Matter of LabMD, Inc., FTC Dkt. No. 9357, ("MTD Order")(Jan. 16, 2014), at 12 & n.l9 
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("[T]he Commission cannot enforce HlPAA and does not seek to do so .... The Commission 

does not enforce HIPAA or HITECH .... "). 

The FTC has not accused LabMD of violating HTPAA, HITECH or any implementing 

regulations. Compl. ~11 22-23; Initial Pretrial Conference Transcript, In the Matter of LabMD, 

Inc., FTC Dkt. No. 9357,22:10-13 (Sept. 25, 2013) ("Trans."); MTD Order at 12n. 20 (Jan. 16, 

2014); Complaint Counsel's Resp. to LabMD's RFAs, ("CC's RFA Responses") at 8-9 ~~ 7-8 

attached hereto as Exh. 4. 

The FTC alleges that LabMD's data-security is inadequate to protect the PHI it 

possesses and that this failure to adequately protect PHI is an unfair practice affecting 

consumers in violation of Section 5 of the Federal Trade Commission Act. 

The FTC's expert opines that these failures persisted from January 2005 through July 

2010 ("the relevant time period"). See Complaint Counsel's Expert Report of Professor Raquel 

H iJI at 1, attached hereto as Exh. 5. 

The FTC has never specified what data security standards were in place at any given 

point during the relevant time period or when LabMD specifically violated them. 

The FTC claims it need Mt "ailege the specific industry standards Respondent failed to 

meet or specific hardware or software Respondent failed to use." CC's RFA Responses at 6-7 1J 

5, attached hereto as Exh. 4. 

When asked by the ALJ whether "the Commission issued guidelines for companies to 

utilize to protect...[sensitive] information or is there something out there for a company to look 

to," the FTC admitted that " [t]here is nothing out there for a company to look to." Trans. 9:13-

18. 
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The FTC admits that it has never promulgated data-security regulations, guidance, or 

standards under Section 5: " [T]here is no rulemaking, and no rules have been issued, other than 

the rule issued with regard to the Gramm-Leach-Bliley Act.. .for financial institutions." Trans. 

10:11-15. 

When asked about other sources of data-security standards, FTC said: the "Commission 

has entered into almost 57 negotiations and consent agreements that set out a series of 

vulnerabilities that firms should be aware of, as well as the method by which the Commission 

assesses reasonableness." Trans. 9: I 8-22. The FTC also stated that "public statements made by 

the Commission" and so-called "educational materials" were standards. Trans. 9:23-25. And 

finally the FTC argued that "the TT industry ... has issued a tremendous number of guidance 

pieces and other pieces that basically set out the same methodology that the Commission is 

following in deciding reasonableness," except that the "Commission's process" involves 

"calculation of the potential consumer harm from unauthorized disclosure of information." 

Trans. !0:1-7. 

In response to LabMD's written discovery requesting documents relating to the standards 

the FTC enforces regarding data-security, the FTC produced thousands of pages of consent 

decrees, reports, PowerPoint presentations, and articles from the FTC' s website, including many 

in Spanish. Ltr. fi-om L. VanDruff, dated Jan . 27, 20 14, attached hereto as Exh. 6 (showing that 

the FTC produced thousands of documents responsive to Request I 0, wh ich requested 

documents pertaining to the standards the FTC enforces); Ltr. from L. VanDruff, dated Mar. 3, 

2014, attached hereto as Exh. 7 (same); Example ofProduction, attached hereto as Exh. 8. 
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At the hearing, the ALJ asked: "Are there any ru les or regulat ions that you' re going to 

allege were violated here that are not within the four corners of the complaint?'' The FTC 

responded "No." Trans. 22: I 0-13. 

The FTC also admits that " [n]either the complaint nor the notice order prescribes specific 

secur ity practices that LabMD should implement going forward." Trans. 20:1 5-1 7. 

STANDARD OF REVIEW 

Commission Rule 3.24 provides that " [a]ny party ... may move ... for a s1m1mary decision 

in the party' s favor upon a ll or any part of the issues being adjudicated.'' 16 C.P.R. § 3.24(a)(l). 

Rule 3.24 further provides that if the Commission determines that there is no genuine issue as to 

any material fact regarding liabili ty or relief, it shall issue a final decision and order. 16 C.F .R. § 

3.24(a)(2). 

When a motion for summary decision is made and adequately supported, "a party 

opposing the motion may not rest upon the mere allegations or denials of his or her pleading; the 

response, by affidavits or as otherwise provided in this rule, must set forth specific facts showing 

that there is a genuine issue of material fact for trial." 16 C.F.R. §3.24(a)(3). Once the moving 

party has adequately supported its motion, the nonmoving party must "do more than simply 

show that there is some metaphysical doubt as to the material facts.'' In re North Carolina State 

Board of Dental Examiners, 151 F.T.C. 607, 611 (20 11 ) (internal citations and quotation marks 

omitted). The non-moving party must instead establish "specific facts showing that there is a 

genuine issue for trial." !d. (internal citations and quotation marks omitted); see also 16 C.F.R. § 

3.24(a)(3). And " [w]here the record taken as a whole could not lead a rational trier of fact to find 

for the nonmoving party, there is no 'genuine issue for trial."' North Carolina, 151 F.T.C. at 6 11 

(internal citations and quotation marks omitted). 
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ARGUMENT 

I. SECTION 5's UNFAIRNESS PROVISION DOES NOT AUTHORIZE FTC TO 
CREATE A COMMON LAW OF Pill DATA SECURITY. 

LabMD believes that FTC lacks Section 5 "unfairness" authority to regulate data-security 

generally, and specifically for PHI. See Mot. to Dismiss, In the Matter ofLabMD, Inc., FTC Dkt. 

No. 9357, ("MTD") (Nov. I 2, 2013); Reply to Mot. to Dismiss, in the Malter of LabMD, Inc. , 

FTC Dkt. No. 9357, ("Reply to MTD") (Dec. 2, 20 13). For the reasons set forth therein, the 

Commission's MTD Order is wrongly decided and summary decision for LabMD should be 

granted.3 

The PHI in LabMD's possession is information that patients voluntarily gave to their 

doctors, who in turn, volun1arily provided this information to LabMD. Even so, the Commission 

claims that Section 5' s unfa irness authority sanctions the use of legal process against LabMD "to 

protect consumers from unwanted privacy intrusions .. . " MTD Order at 1. This claim, however, 

conflicts with the United States government's long-standing assertion that consumers who 

voluntarily provide personal information to third parties lose their privacy rights because the 

information in question, once given, belongs to the rece iver and not the consumer. See, e.g., 

3 Worldwide Corporation, Order on Mot. to Dismiss No. 2:13-CV-01887-ES-JAD, Dkt. 181,(0. N.J., Apr. 7, 
2014)("Wyndham Order on Mot. to Dismiss") is not a PHI case. But it too is wrongly decided. Using a tautology
FTC has sweeping a uthority because it has sweeping authority - the court dodged the hard legal question: Does 
FTC's roughly fifty consent orders and internet posts constiMe adequate fair notice? The district court noted the 
"rapidly-evolving nature of data security" and quoted General Electric v. Gilbert, 429 U.S. 125 (1976) for the 
proposition that "the rulings, interpretations and opinions of the Administrator under this Act, while not controlling 
upon the courts by reason of their authority, do constitute a body of experience and informed j udgment to which 
courts and litigants may properly resort for guidance." Wyndham Order on Mot. to Dismiss at 24. However, the 
cowt omitted the very next sentence: "The weight of such a judgment in a particular case wi ll depend upon the 
t horoughness evident in its consideration, the validity of its reasoning, its consistency with earlier and later 
pronouncements, and all those factors which give it power to persuade, if lacking power to control." See Gilbert. 
429 U.S. at 142 (citation omitted). 

The Wyndham court noted that Congress has prescribed a three-part standard for unfairness but fail utterly to assess 
whether FTC has thoroughly or rigorously applied that standard, or whether the approach it has taken is real ly an 
end run of Congressional efforts to prevent unelected bureaucrats from avoid ing accountability and transparency. 
The idea that FTC has the unbounded power to create a law of data security, binding on all companies economy
wide using nothing more than ad hoc consent orders and un ilateral internet posts and without any meaningful public 
scrutiny or input, cannot be seriously defended. But such was the court's ruling. 
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Defendants' Memorandum of Law in Support oOvlotion to Dismiss the Complaint, ACL~ eta!., 

v. Clapper, et al., Case No. 13 Civ. 3994 (WHP), Dkt. No. 33 at 32-33 (Aug. 26, 2013)("Gov. 

Motion") citing Smith v. Mmyland, 442 U.S. 735, 743-44 (1979)("a person has no legitimate 

expectation of privacy in information he voluntarily turns over to third parties"); United States v. 

Miller, 425 U.S. 435, 440-41 (1976)(rejecting a bank depositor's Fourth Amendment cha.llenge 

to a subpoena of bank records because, inasmuch as the bank was a party to the transactions, the 

records belonged to the bank).4 In other words, FTC has attacked LabMD for "misusing" its 

own property. 

Through HIPAA, Congress created enforceable privacy rights in PHI and authorized 

HHS to promulgate binding regulations governing medical providers that handle it. But as FTC 

claims this case has nothing to do with HIP AA, MTD Order at 12 ("To be sure, tbe Commission 

cannot enforce HfPAA and does not seek to do so"), it therefore runs into a thick wall of federal 

arguments that conflict with FTC's foundational premise: that consumers who voluntarily give 

PHT to medical providers have some protectable privacy or other interest in that information 

beyond that which Congress authorized HHS to carve out under HIPAA. Consequently, without 

proof of deception, the FTC's section 5 authority does not extend to the regulating PHT. New 

Hampshire v. Maine, 542 U.S. 742, 749-50 (200 I ). 

"The government argued: 

In Smith v. Maryland .... the Court reasoned, even if a subscriber harbored a subjective expectation that the 
phone numbers he dialed would remain private, such an expectation of privacy would not be reasonable, 
because "a person has no legitimate expectation of privacy in information he voluntarily turns over to third 
parties." 

Gov. Motion at 33 (citations omitted). Thus, "Courts have followed Smith to find no reasonable expectation of 
privacy in email "to/from" and Internet protocol ("IP") addressing information, in text message addressing 
information, and in subscriber information, such as subscribers' names, addresses, birthdates, and passwords, 
communicated to system operations and Internet service providers." !d (citations omitted). 
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ll. THE FTC HAS FAILED THE FAIR NOTICE TEST AND VIOLATED DUE 
PROCESS. 

The FTC may have broad power under Section 5, but even the broadest of bureaucratic 

powers have constitutional limits. Due process prohibits the FTC rrom using legal process 

against LabMD without first providing fair notice, a doctrine that is "[a] fundamental princip le in 

our legal system [requiring] that laws which regulate persons or entities must give fair notice of 

conduct that is forbidden or required." FCC v. Fox TV Stations, Inc., 132 S. Ct. 2307, 2317 

(20 12). If a person acting in good faith cannot identity with "ascertainable certainty" the 

standards to which an agency expects the entity to conform, the agency has not provided fair 

notice. Gen. Elec. Co. v. EPA, 53 F .3d 1324, 1329 (D.C. Cir. 1995). Administrative law has 

thoroughly incorporated this constitutional fair notice requirement to limit agencies ' ability to 

regulate past conduct through after-the-fact enforcement actions. See Fabi Constr. Co. v. Sec ~v 

of Labor, 508 F.3d 1077, I 088 (D.C. Cir. 2007)("Even if the Secretary's interpretation was 

reasonable, announcing it for the first time in the context adjudication deprives Peti tioners of fair 

notice); Satellite Broadcasting Co. v. FCC, 824 F.2d l , 3 (D.C. Cir. 1987)(traditional concepts of 

due process incorporated into administrative law preclude agencies from penalizing private 

parties for violating rules without first providing adequate notice of their substance). 

FTC has taken a variety of inconsistent positions on the matter of fair notice, ranging 

fi·om " it is not obligated to provide adequate notice' to "Section 5(n) provides adequate notice." 

As discussed below, each of these varying positions contradicts black letter law. Here, FTC 

seeks to impose PHI data-security standards that conflict with HIPAA. lt thereby violates 

LabMD's due process rights as no such separate and additional Pill data-security standards were 

known to exist by Lab MD or any other Covered Entity. 
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Because the FTC has failed to provide constitutionally adequate notice to Lab MD of the 

PHI standards it seeks to enforce, LabMD's motion for summary decision should be granted. 

A. FTC Failed To Provide Constitutionally Adequate Notice Of the Data 
Security Standards it Currently Seeks to Impose on Entities that Possess Pill 

This case is an instance in which the FTC claims the power to create its own "common 

law" PHI data-security requirements which are more stringent and inconsistent with those 

created by HHS. 

For example, in In the Matter of Rite Aid Corporation. the FTC began its investigation 

following news reports about Rite Aid pharmacies using open dumpsters to discard trash 

containing consumers' personal infonnation such as pharmacy labels and job applications. At the 

same time, l-IHS began investigating the pharmacies' handling of PHI. See FTC Dkt. C-4358, 

http://www. ftc.gov /news-events/press-releases/20 1 0/07 /rite-aid-settles-ftc-charges-it-failed-

protect-medical-and. Eventually, FTC alleged that Rite Aid failed to protect "sensitive financial 

and medical information" while HHS alleged that it failed to protect PHI. Id. Rite Aid settled 

with both FTC and HHS. Id. FTC required Rite Aid to protect personal information while 

HHS's settlement required Rite Aid to protect PHT.ld; see also In the Matter ofCVS Caremark, 

FTC Dkt. C-4259, http://www. ftc.gov/news-events/press-releases/2009/02/cvs-caremark-settles-

ftc-chargesfailed-protect-medical-financial (involving PIT and PHI data-security, where FTC 

used its Section 5 authority for Pll and HHS used its HIPAA authority for PHI). 

The FTC has taken the position that the Rite Aid and CVS cases are part of the developing 

common law which establishes it as having concur~entjurisdiction to enforce HTPAA. However, 

it is clear that t hose two cases involve entities that do not deal exclusively with PH1. Taken 

together, FTC's "common law" and the Commission' s ruling in its MTD Order demonstrate that 

HHS has always been responsible for PHI data-security standards and that HIPAA, not Section 
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5' s general unfairness provision, controls in this case. lt is perhaps arguable through the its 

involvement in the Rite Aid and CVS cases, that the FTC has demonstrated that it has 

complementary jurisdiction to enforce PHI data-security using HlPAA standards, however the 

FTC has denied having such authority. Thus, there can be no dispute that the FTC's claim in this 

case that Section 5 authorizes it to over-regulate HlPAA and create a new Jaw "common law" of 

PHI data-security is newly baked. Companies like LabMD that maintain only PHI could not 

have known that the FTC had decided HIPAA compliance was not enough. Simply, the FTC's 

prior involvement in cases such as Rile Aid and CVS, combined with its three-year investigation 

and creation of ex post facto "springing standards" that, by happenstance, LabMD failed to meet, 

is insufficient to meet LabMD's constitutional due process right to fair notice .. 

Instead of enforcing HIP AA standards, which provide fair notice and have been properly 

promulgated through notice and comment rulemaking, the FTC has now decided to hold 

companies I ike Lab MD to never-before-seen and ever-changing standards that it concocts after 

the alleged offense has occurred . Even the FTC admits that by using its Section 5 "unfairness" 

authority in this manner, it is seeking to enforce standards ex post facto. Ohlhausen Statement at 

11-13, attached as Exh. 9. 

Here, FTC is seeking to enforce standards that its expert, Professor Raquel Hill, devised 

after reviewing three years worth of material the FTC collected during its investigation of 

Lab MD along with testimony and materials collected during discovery. See Complaint 

Counsel's Expert Report of Professor Raquel Hill, generally, attached hereto as Exh. 5. FTC's 

determination to fabricate its own standards may explain why it has taken varying and 

inconsistent positions throughout th is case. 
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1. The FTC is obligated to provide adequate notice of the standards it seeks 
to enforce. 

Despite the fair notice doctrine 's robust application in a variety of administrative actions, 

see e.g. Fabi Constr. Co. v. Sec y of Labor, 508 F .3d 1077, 1 088 (D.C. Cir. 2007)("Even if the 

Secretary's interpretation was reasonable, announcing it tor the first time in the context 

adjudication deprives Petitioners of fair notice), the FTC has taken (he position that it is not 

obligated to provide any fair notice at all because agencies have broad di.scretion to "address an 

issue by rulemaking or adjudication." MTD Opp' n at 15. This position was recently highlighted 

in the deposition of the Bureau of Consumer Protection's Rule 3.33 witness, Daniel Kaufman. 

Here, Respondent's counsel asked Mr. Kaufman a series of questions related to published 

standards that the Bureau sought to enforce against LabMD; however, Complaint Counsel 

instructed the witness not to respond to any of these questions. Deposition of Daniel Kaufman. 

Apr. 14, 2014 at 1 J 5-139, attached hereto as Exh. 10. 

For example Respondent's Counsel asked Mr. Kaufman, "Based on the allegations in 

paragraph 1 O(a), my question is has the Bureau or the FTC published, and by published I mean 

made available to the public, the standard that it requires for a comprehensive information 

security program for companies like LabMD to have in place?'' Complaint Counsel objected to 

the question stating, " I object to the question because it exceeds the bounds of the Court's March 

1Oth, 2014 protecti ve order, and T am instructing Mr. Kaufman to not answer the questjon. . " 

Deposition of Daniel Kaufman, Apr. 14, 2014 at 11 9, attached hereto as Exh. I 0. 

Complaint Counsel has taken the position that it is not required to inform LabMD of the 

data security standards applicable to this case despite the ALJ 's March lO, 2014, Order. 

(«Complaint Counsel has not demonstrated that Topic 2 is entirely outside the scope of 
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discovery, so as to bar any and all deposition testimony within its scope, and Respondent bas 

articulated a valid line of inquiry.") 

Alternatively, the FTC has argued that it is not obligated to provide fair notice because it 

is not seeking "criminal punishment or civil penalties for past conduct." MTD Order at 16. To 

the contrary, it is well settled that administrative agencies must provide fair notice not only when 

they pursue criminal or civil penalties, but also in cases in which they seek other kinds of 

burdensome relief. See. e.g .. United States v. Chrysler Corp., 158 F.3d 1350, I 354-55 (D.C. Cir. 

1998) (holding that fair notice is required when the government seeks a product recall); In re 

Bogese, 303 F.3d 1362, 1368 (Fed. Cir. 2002)(forfeiture); PMD Produce Brokerage v. USDA, 

234 F.3d 48, 51-52 (D.C. Cir. 2000) (license revocation). If the FTC is successful on the merits 

of its case, then LabMD will be subject to an array of burdensome financial requirements. The 

FTC typically reserves the right to order or seek additional relief as it sees fit, including, but not 

limited to permanent injunctive relief, restitution, disgorgement, rescission or reformation of 

contracts, payment of monetary damages, and (likely) decades of intrusive and costly external 

monitoring. These are '"sufficiently grave sanction[s]' such that the duty to provide notice is 

triggered." Chrysler, 158 F.3d at 1355. 

2. Section 5 (n) does not constitute fair notice of the standards the FTC seeks 
to eriforce against LabMD. 

FTC bas argued that the plain text of Section 5(n) somehow adequately provides "a 

person of ordinary intelligence fair notice of what is prohibited." MTD Order at 17-18. Section 

S(n) provides: 

The Commission shall have no authority under this section or section 57 a of this 
title to declare unlawful an act or practice on the grounds that such act or practice 
is unfair unless the act or practice causes or is Likely to cause substantial injury to 
consumers which is not reasonably avoidable by consumers themselves and not 
outweighed by countervailing benefits to consumers or to competition. 
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However, this section does no more than announce in general terms what types of consumer 

injuries fall within the FTC's jurisdiction. See 15 U.S.C. § 45(n). Tt does not provide any 

guidance whatsoever about the nature or kinds of data-security standards, methodologies, 

procedures, or processes a company must adopt in order to be compliant, nor does it provide 

even general guidance about how it measures the performance of a company's data security 

practices. FTC thus stretches its own credibility by arguing that the text of Section 5(n) itself 

somehow "provide[s] greater certainty for businesses." MTD Order at 5. Surely if the FTC 

believed this to be true, Professor Hill's exper1 analysis on whether LabMD provided 

"reasonable and appropriate security for Personal Information within its computer network" 

would have mentioned and analyzed Section 5(n). However, this opinion is devoid of any 

mention of Section 5(n). Complaint Counsel' s Expert Report of Professor Raquel Hill, attached 

hereto as Exh. 5. 

3. Consent Decrees, Negotiations, Public Sta/ements made by the 
Commission, Reports, PowerPoint Presentations, and Articles on the 
FTC's website do not constitute fair notice of the standards the FTC seeks 
to enforce. 

In LabMD's written discovery to the FTC, it requested the following documents: 

8. All documents sufficient to show what data-security standards are 
currently used by the FTC to enforce the law under Section 5 of the Federal Trade 
Commission Act. 

9. All documents sufficient to show what changes occurred in the data
security standards used by the FTC to enforce the law under Section 5 of the 
Federal Trade Commission Act from 2005 to present and the dates on which these 
standards changed. 

10. All documents sufficient to show the standards or criteria the FTC used in 
the past and is currently using to determine whether an entity's data-security 
practices violate Section 5 of the Federal Trade Commission Act form 2005 to 
present. 
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See FTC's Discovery Responses, attached in relevant part hereto as Exh. II. In response to these 

discovery requests, Complaint Counsel produced thousands of pages of documents which 

included consent decrees, industry guidance, PowerPoint presentations, and articles on the FTC's 

website. Id.; see also, Ltr. from L. YanDruff, dated Jan. 27, 2014, attached hereto as Exh. 6; Ltr. 

from L. VanDruff, dated Mar. 3, 2014, attached hereto as Exh. 7. To the extent that Complaint 

Counsel wishes to assert that these materials provide adequate notice, it is incorrect. 

First, the Commission cannot claim that a diffuse collection of Commission consent 

orders establish generally-applicable data-security standards or put the public on notice thereof. 

FTC cannot regulate by consent orders. See Gen. Elec. Co. v. EPA, 290 F.3d 377, 382-83 (D.C. 

Cir. 2002)(holding that agency guidance document that imposes binding duties and obligations 

violates the APA). Consent orders "do not establish illegal conduct," Intergraph Corp. v. Intel 

Corp. , 253 F.3d 695, 698 (Fed. Cir. 2001), and are "only binding upon the parties to the 

agreement." A/tria Grp., Inc. v. Good, 555 U.S. 70, 89 n.l3 (2008). Moreover, consent orders 

do not bind the Commission or restrict its discretion in future actions and statements that do not 

constrain governmental authority do not provide the fair notice that due process requires. See 

City of Chicago v. Morales, 527 U.S. 41, 63-64 (1999). lndeed, in Section 5 itself Congress 

specifically barred the Commission from binding third parties by consent order: the Commission 

is statutorily prohibited from enforcing a "consent order" against anyone that is not a party to it. 

15 U.S.C. § 45(m)(2); see Good v. A/tria Group, Inc., 501 F.3d 29, 53 (lst Cir. 2007)("Indeed, 

the FTC Act ... with regard to consent orders ... specifically provides that the Commission cannot 

enforce them against non-parties."). 

Moreover, general statements of policy, such as industry guidance, power point 

presentations, and articles on the FTC's website, are prospective and do not create obligations 
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enforceable against third parties like LabMD. See Am. Bus. Ass 'n. v. United States, 627 F.2d 

525, 529 (D.C. Cir. 1980)("The agency cannot apply or rely upon a general statement of policy 

as law because a ... policy statement announces the agency's tentative intentions for the future") ; 

Wilderness Soc'y v. Norton, 434 F.3d 584, 595-96 (D.C. Cir. 2006)(in holding agency manuals to 

be nonbinding, the court said that "it is paJticularly noteworthy that NPS did not issue its 

management policies through notice and comment rulemaking under 5 U.S.C. § 553" because 

failure to do so is evidence that the material in question was not supposed to be a rule binding 

regulated companies' conduct). 

Teltingly, the FTC' s expert, Professor Raquel Hill, who opined on "reasonable and 

appropriate security for Personallnformation within its computer network" never consulted any 

of the materials that FTC purports it is "using to determine whether an entity's data-security 

practices violate Section 5 of the Federal Trade Commission Act." Complaint Counsel' s Expert 

Report of Professor Raquel Hill at Appendix B, attached hereto as Exh. 5. Rather Ms. Hill's 

report consists of entirely new and never-disclosed metrics. !d. 

ill. If FTC May Over-Regulate HIP AA, It May Over-Regulate All Other Regulated 
Areas Affecting Consumers. 

If FTC may lawfully over-regulate HHS, add to HlPAA and attack LabMD using its 

Section 5 unfairness authority, then, upon its determination that a given practice " is reasonably 

likely to cause harm to consumers," it may lawfuJly over-regulate drinking water governed by 

the Safe Drinking Water Act or food products subject to "standards of identity" established by 

the Food and Drug Administration such as Swiss cheese or spring water. It may over-regulate 

hazardous waste management practices subject to the Resource Conservation and Recovery Act 

and long-standing Environmental Protection Agency regulations. And, it may over-regulate in 

the fields of employment law or nuclear energy or any other myriad of regulated areas which 
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naturally could harm consumers. Clearly then, there is no end to FTC's power and Section 5, 

most recently amended by Congress in 1994 to limit the Commission 's power, is instead a 

gateway to total regulatory authority. Congress never intended FTC to have such sweeping and 

over-riding authority to intervene and superimpose new and additional requirements on entities, 

especially when properly promulgated regulations already exist and adequate notice bas not been 

provided. 

IV. Even If FTC Provided LabMD Fair Notice, lllPAA Controls. 

ln Credit Suisse Securities (USA) LLC v. Billings, 551 U.S. 265 (2007), the United States 

Supreme Court set forth the factors to consider to determine when a specific regulatory regime 

displaces, or implicitly precludes enforcement under, a more general and earlier enacted 

regulatory scheme. The Court held that the securities laws were "clearly incompatible" with the 

antitrust laws and therefore, held that the antitrust claims were precluded by the securities law 

regulatory regime. While Credit Suisse specifically addressed the interplay of securities 

regulation and antitrust Jaw, the test and its underlying logic apply here. 

The issue in Credit Suisse was whether a plaintiff could file antitrust claims against 

investment banks that had formed syndicates and engaged in other practices to form markets for 

initial public offerings that were actively regulated under the securities laws. 551 U.S. at 269-70. 

The Supreme Court applied a four-factor test to determine whether such incompatibility existed: 

[l]n finding sufficient incompatibility to warrant an implication of preclusion, 
have treated the following factors as critical: (1) the existence of regulatory 
authority under the securities law to supervise the activities in question; (2) 
evidence that the responsible regulatory entities exercise that authority; and (3) a 
resulting risk that the securities and antitrust laws, if both applicable, would 
produce conflict ing guidance, requirements, duties, privileges, or standards of 
conduct . . .. We also note ( 4) in Gordon and NASD the possible conflict affected 
practices that lie squarely within an area of financial market activity that the 
securities law seeks to regulate. 
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Credit Suisse, 55 I U.S. at 275-76. These factors support a fmding that HIPAA regulation of data 

security is incompatible with FTC over-regulation. 

First, HIPAA directly applies and delegates rulemaking and standard setting authority to 

RHS. Indeed, HHS has adopted data privacy and data security rules, which it routinely enforces. 

See, e.g., 42 U.S.C. §1320d(3)-(4) (defining terms); 45 C.F.R. § 160.103 (same); 42 U.S.C. § 

1320d-2(d)(l) (establishing "Security standards for health information" and providing HHS with 

enforcement authority); 65 Fed. Reg. 82,462 (Dec. 28, 2000) (HHS's HlPAA Privacy Rule); 68 

Fed. Reg. 8,334 (Feb. 20, 2003) (HHS's HIPAA Security Rule); see also 78 Fed .. Reg. 5,566 

(Jan. 25, 2013) (HHS's l-JfTECH Rule). These rules address the same activities that are the 

subject of this case. 

Second, dual enforcement is resulting in (and will continue to result in) conflicting 

guidance and requirements. The best illustration of conflict is that LabMD's compliance with 

the HTPAA is not a defense to the newly created FTC regulations. Rather, FTC deems regu latory 

compliance to be irrelevant to, much less a defense against, Section 5 unfairness c laims. See, 

e.g. , FTC's Mot. to Dismiss, LabMD, Inc. v. Federal Trade Commission, No. 1:14-CY-810-

WSD, N.D. Georgia Dkt 18, at 27 (arguing that HHS' s regulations implanting HlPAA serve to 

"establish a minimum level of security that covered entities must meet" (internal quotation 

omitted, emphasis in original)). This disdain creates inherent conflict and confusion among 

HlPAA Covered Entities 

HHS ' s PHI data-security standards differ in material ways from the FTC's purported 

standards. FTC's "standards," at least as articulated by its expert, introduce additional security 

principles that are difficult to reconcile with Administrative, Technical and Physical main 

stmcture of the HfP AA security mle. For example. they are not scalable in accordance with the 
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Security Rule, 5 and do not account, as required by HIPAA, for the needs and capabilities of 

small health care providers and rural health care providers. 6 The recommendation for file 

integrity monitoring requires expertise to implement and configure these solutions and can be 

even more resource intensive to understand, investigate and resolve alerts from the solution. 

Other FTC "standards" that are more prescriptive than HTPAA or inconsistent with HHS 

guidance, include encryption at rest (an addressable requirement of 164.312(a)(l)), encryption in 

transit (an addressable requirement of 164.312( e )(1 )), intrusion detection (not addressed 

specifically by the Security Rule), virus protection (an addressable requirement of 164.308(a)(5) 

(ii)(B)), firewall s (not addressed specifically by the Security Rule), penetration testing (not 

addressed by the Security Rule), and file integrity monitoring (not addressed specifically by the 

Security Rule). The electronic health record certification requirements published for HHS for 

Meaningful Stage 2 in 2012 do not even require this level of encryption for all PHI stored by the 

system. In addition, tools such as intrusion detection and file integrity monitoring systems 

require experienced and committed technical resources to configure and manage. 

FTC's "standards" presume a level of technical knowledge generaJly not available to 

small health care providers and conflict with HHS guidance. For example, FTC's expert almost 

exclusively focuses on technologies or technical processes for the risk assessment process (i.e., 

antivirus applications, firewalls, various types of vulnerability scans, intrusion detection systems, 

penetration tests, file integrity monitoring, and other measures). This is inconsistent with HHS 

guidance that the risk assessment can be a qualitative and manual process. 

5 68 Fed. Reg. 8,334, 8,335 (Feb. 20, 2003). In the preamble to the HIP AA Security Rule, HHS emphasizes that the 
Rule must be "scalable, so that it can be effectively implemented by covered entities of all types and sizes," and 
notes further that " [s]ince no comprehensive, scalable, and technology-neutral set of standards current ly exists, we 
proposed to designate a new standard, which would define the security requirements to be fulfi lled." /d. at 8,341. 
6 42 U.S.C. § 1320d- 2(d)( l)(A)(v). 
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If health care providers are going to be held to a compliance standard that is simply an 

expert's opin ion of best practices in information security at any point in time, when that expert 

standard exceeds the compliance standard developed by notice and comment rulemaking under 

HlPAA, then the standard developed under HIPAA is made effectively meaningless, null and 

void. See also Declaration of Cliff Baker, LabMD, Inc. v. Federal Trade Commission, No. 

1:14-CV-810-WSD, N.D. Georgia Dkt. No. 17-6, attached hereto as Exh. 12. 

CONCLUSION 

For the foregoing reasons, LabMD respectfully requests that the Commission GRANT 

its Motion for Summary Decision and ORDER that the Complaint be dismissed with prejudice. 

Dated: April 21, 2014 

Respectfully submitted, 

Reed D. Rubinstein 
William A. Sherman, II 
Sunni R. Harris 
Dinsmore & Shohl, L.L.P. 
801 Pennsylvania Ave., NW, Suite 610 
Washington, D.C. 20006 
Telephone: 202.372.9120 
Fax: 202.372.9141 

Michael D. Pepson 
Cause of Action 
1919 Pennsylvania Ave., NW, Suite 650 
Washjngton, D.C. 20006 
Phone: 202.499.4232 
Fax: 202.330.5842 
Email: m ichael.pepson@causeofaction.org 
Admitted only in Maryland. 
Practice limited to cases in federal court and 
administrative proceedings before federal agencies. 
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UNITED STATES OF AMERICA 
BEFORE THE FEDERAL TRADE COMMISSION 

COMMISSIONERS: Edith Ramirez, Chairwoman 
Maureen K. Oblhausen 
Joshua D. Wright 

[n the Matter of 

LabMD, Inc., 
a corporation. 

) 
) 
) 
) 
) 

DOCKET NO. 9357 

PUBLIC 

____________________________) 
(PROPOSED} ORDER GRANTING RESPONDENT LABMD, INC.'S 

MOTION FOR SUMMARY DECISION 

This matter came before the Commission on April 2 t, 2014, upon a Motion for Summary 

Decisions ("Motion") filed by Respondent LabMD, Inc. (''LabMD") pursuant to Commission 

Rules 3.22 and 3.24, 16 C.F.R. §§ 3.22 and 3.24, for an Order granting summary decision in 

favor of LabMD on all counts set forth in the Federal Trade Commission's ("FTC") 

administrative Complaint against LabMD, in the Matter ~~ LabMD, Inc., FTC Dkt. No. 9357 

(Aug. 28, 2013). Having considered LabMD's Motion and all supporting and opposition papers, 

and good cause appearing. it is hereby ORDERED that LabMD' s Motion is GRANTED. 

ORDERED: 

Date: 

Edith Ramirez, Chairwoman 
Maureen K. Ohlhausen 
Joshua D. Wright 
Commissioners 



CERTIFICATE OF SERVICE 

1 hereby certify that on April 21 , 2014, I filed the foregoing document electronically 
using the FTC' s E-Filing System, which will send notification of such filing to: 

DonaldS. Clark, Esq. 
Secretary 
Federal Trade Commission 
600 Pennsylvania Ave., NW, Rm. H-113 
Washington, DC 20580 

I certify that 1 caused to be hand-delivered twelve paper copies of the foregoing 
document to the following address: Document Processing Section, Room H-113, Headquarters 
Building, 600 Pennsylvania Avenue, N.W., Washington, D.C. 20580. 

1 also certify that I delivered via electronic mail and caused to be hand-delivered a copy 
of the foregoing document to: 

The Honorable D. Michael Chappell 
Chief Administrative Law Judge 
Federal Trade Commission 
600 Pennsylvania Ave., NW, Rm. H-11 0 
Washington, DC 20580 

1 further ce1tify that T delivered via electronic mail and first-class mail a copy of the 
foregoing document to: 

Dated: April21 , 2014 

Alain Sheer, Esq. 
Laura Riposo VanDruff, Esq. 
Megan Cox, Esq. 
Margaret Lassack, Esq. 
Ryan Mehm, Esq. 
John Krebs, Esq. 
Jarad Brown, Esq. 
Division of Privacy and Identity Protection 
Federal Trade Commission 
600 Pennsylvania Ave., N.W. 
Mail Stop NJ-8122 
Washington, D.C. 20580 

By: Is/ Michael D. Pepson 
Michael D. Pepson 



CERTIFICATE OF ELECTRONIC FILING 

I certify that the electronic copy sent to the Secretary ofthe Commission is a true and 
correct copy of the paper original and that 1 possess a paper original of the signed document 
that is available for review by the parties and tbe adjudicator. 

Dated: April21, 2014 By:/s/William A. Sherman, 11 
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the document that's beeo produced as CX0085. 
A Okay. 
Q Are the documents thllt a ppear a t C X0085 a true 

and accurate copy of the materials that you seized at 
that referenced LabMD? 

A Yes. 
Q Are these the docum ents .. excuse me. 

Are the documents tha t appear at CX0085 a truE.' 
and accura te copy of the materials that you provided to 
FTC stafr. 

A Yes. 

Q Did you book CXOOSS into evidence? 
A Yes. 
Q Explain the process by which information 

collected during an investigation is booked into evidence. 
A When an officer retrieves the evidence from a 

scene, basically, it's maintained under their control 
un til it is then transported to the evidence sectioo where 
it's inpulted into a computer and then put into a locked 
container for the evidence technicians to then tind a 
permanent place for. 

Q That process occurred with respect to the 
document th:at apptars at C XOOSS; is that correct? 

A Yes. 
Q Is booking into evidence inrorrnation that. an 

30 

officer collects, during a criminal investigation, done in 
the ordinary course of the Sacramento Police Department's 
activ.ities? 

A Yes. 
Q I'm handing you a document that has been rnarked 

as CX0087. 
(Exhibit CX0087 was marked for 

identification.) 
BY MS. V.ANDRUFF: 

Q I'm going to ask you to please take a moment to 
review that. 

A Okay. 
Q What is CX0087? 
A "Day Sheet Transaction Detail" from LabMD, and 

it's marked that it's a copy, and then there's 11 number at 
the top that's the evidence control number for this 
document. 

Q What is an evidence control number~ 
A When items of evidence are booked from the scene 

of the crime, they're each given a un ique number; so this 
number is-- well, "755867" would be the kind of group 
number that items of evidence can be logged in under, and 
then ench item is given a speci fic number; so I his one is 
116.'' 

Q Can you tell whether CX0087 was booked into 
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evidence7 
Let me ask the q uestion differe ntly, 

Detective Jcstes. 

J l 

Does the presence of the control number, 
755867-6, tell you whether or no1 the document that has 
b~en marked a s CX0087 was booked in to evidence? 

A Yes, il was. 
Q· Is the document that appears at CX0087 A true and 

accurate copy of the booked tvidence, 755867, Item 6? 
A Yes. 
Q Did you book CX0087 in your ordinary course of 

your duties as a detective at the 
Sat ramento Police Department? 

A Yes. 
Q I'm handing you a document that has been marked 

as CX0088. 
(Exhibit CX0088 was marl<cd for 

identification.) 
BY MS. VAl>-.'D RUFF: 

Q I'm going to ask you tu take a moment, please. 
and r eview the document 

A Okay. 
Q What is CX0088? 
.A It's Item of Evidence No. 55867-7. 
Q Was CX0088 booked into evidence? 

A Yes. 

32 

Q Did you book CX0088 in the o1·dinary course or 
your duties as a detective uf tbe 
Sacramento Police Department? 

A Yes. 
Q With respect to CX0088, is CX0088 n true and 

accurate copy of what you booked into ev idence as 
755867, ltem 7'! 

A Yes. 
Q f'm handing you a document that has been marked 

as CX0086. 
(Exhibit CX0086 WM marked for 

identification.) 
BY MS. VANDRUFF: 

Q I'm going to ask you to please lake a moment and 
review tbe document. 

A Okay. 
Q What is CX0086? 
A A declaration of custodian of records. 

I (Pages 29 to 32) 
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Q Does CX0086 relate to 
Booked Evidence Case No. 755867? 

A Yes. 
Q Docs CX0086 relate specifically to the documents 

that we have just discussed that appear at CX0087 and 
0088? 

A Yes. 
MS. HARRIS: Pardon me 
I'm going to interpose an objection that this 

witness is not the proper witness to lay a foundation for 
the records that we've just discussed. is 
the proper person to lay the evidentiary rounaauon. 
BY MS. VANDRUFF: 

Q Let's return to CX0087. 
What information is contained in CX0087? 

A The top of the sheel says 
"Day Sheet Transaction Detail LabMD, Inc.," and then there 
is what appears to me to be names of possibly clicnls with 
social security numbers and then a billing number, a date, 
and then there's an amount-- a monetary amount. 

Q Based on your training and experience, where are 
the social security numbers that appear on CX0087? 

A To the left of the name. 
Q Why do you conclude that those are social 

security numbers? 
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A Because there's three numbers, a dash. two 
numbers, a dash, and then four numbers, which in my 
training and experience is a social security number. 

Q Why did you book CX0087 into evidence? 
A Because I fe lt that there was evidence of 

identity theft. 
Q Based on your training and experience, what led 

you to that conclusion? 
A Part of identity theft is having the personal 

identify ing infonnation of another, and none of these 
people listed here or their social security numbers were 
supposed to be in that house. These documenls are other 
people's identifying information. Ms. .md 
Mr.- >hould not have had pOSSC~\ ((ln u r tnrs. 

Q Did the presence of other dorumtl\li that related 
to indl"iduals who were neither Mr.- nor 
Ms. ffect your opinion about the significance 
of the ducunrent that appears at CX0087? 

A Sony. Could you repeal that one? 
MS. V ANDRUfF: I'm going to ask the reporter to 

repeal that for me. 
(Record read.) 

THE WITNESS: Yes. 
BY MS. VANDRUFF: 

Q In what way? 
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1\. The other items that were found in this home such 
as checks and utilities wi th other people's in formation on 
them was also evidence of identity theft; so I believed 
that this information as well could have been used for 
financial gain or some kind of narcotics gain by these 
people by having other people's social security numbers 
and names in their possc:ssion. 

Q Okay. I'd ask you to retu rn your attention 
please to the document that aJlpears at CX0088. 

What information is contained in CX0088? 
A These arc copies of checks written to LabMD and 

signed by the person whose name is on the che ~.:k . 
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Q What types of personal information are included 
in the checks that appear in CX0088'! 

A Names, addresses, phone numbers, account numbers, 
and signatures. 

Q In addition to the information that you've just 
described, there are handwritten notations on some of the 
pages-- for example, pages 4, 7, and 9. 

What is the significance of' the notations that 
appear on pages 4, 7, and 9 ofCX0088? 

MS. HARRIS: Objection to the extent it calls for 
speculation. 

THE WITNESS: Jt looks like there are social 
security numbers written on those checks. 

BY MS. VANDRUFF: 
Q What is the basis of that conclusion? 
A Again, the way the number is written. There's 

three digits, a dash, two digits, a dash, and then four 
digits. 

Q In your training and exper ience, what's the 
significance of that sequence of numbers'! 

A It would be a so~: ial securi ty number. 
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Q There are notations that appear on other pages -· 
for example, page I, S, and 8. 

What is the significance, if you know, of those 
notations? 

MS. HARRIS: Objection. Calls for speculation. 
THE WITNESS: Some of them look like monetary 

amotmts, and then it looks like there's a phone number 
written on one, and I don't know -- I'd have to do more 
comparing of another documents to see if they correlated. 
BY MS. VANDRUFF: 

Q Why did you book CX0088 into evidence? 
A These checks didn't have any connection to the 

house we were at or the people who were residing there at 
the time, and the>' should nol have had in their pos:;ession 
account numbers and other personal identifying information 
from other people. 

Q So given that this -- thnt the document that 
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Jestes 
12/17/2013 
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I MS. VANDRUPF; Objo:ction to form. 
2 THE WriNESS: Correel. 
3 BY MS. HARRIS: 

• 

56 

4 Q With respect to what has been marked by complaint 
5 counsel as CX0088 this morning, did· you attempt to contact 
6 any of the people listed on these checks? 
7 A From what I remember of my inv.estigation, I 
8 looked and saw thm none of them had a Sacramento 
9 connec tion based on their in/annat ion on the checks, and I 

10 may have done a simple Google-type search to see if they 
1 I had a connection, but since it's not documented in my 
12 report, there was no connection to these pe<Jplc to 1 he 
13 Sacramento Police Department. 
14 Q Do you have any evidence that any oftltc people 
15 in CX0088 have been the victim ofidentity theft? 
16 A I do not have that information. 
17 Q So the LabMD documents which, again, hav~ been 
18 identified as CX0088 and CX0087 -
19 MS. VANDRUF'P: Counsel, I'm sorry to interrupt. 
20 We've also marked as CX0085 the materials that 
21 Detective Jestes provided initially to FTC staff. Just so 
22 the record is clear, there are three separate exhibits 
23 that relate to LabMD. 
24 Excuse my interruption. 
25 
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LabMD, Inc., 
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UNITED STATES OF AMERICA 
BEFORE TilE FEDERAL TRADE COMMISSION 
OFFICE OF ADMINISTRATIVE LAW JUDGES 
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) 
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PUBLIC 

Docket No. 9357 

COMPLAINT COUNSEL'S AMENDED RESPONSE TO LABMD, INC.'S FffiST SET 
OF REQUESTS FOR ADMISSION (NUMBERS 1-20) 

Pursuant to Sections 3.3 I and 3.32 of the Federal Trade Commission 's Rules of Practice 

for Adjudicative Proceedings ("Rules of Practice''), Complaint Counsel hereby amends its 

responses to Respondent LabMD, Inc.'s First Set of Requests for Admiss ion ("Respondent's 

Requests"). 

Complaint Counsel has not completed its discovery or its preparation for trial. Complaint 

Counsel's answers to Respondent's Requests are given without prejudice to Complaint 

Counsel's right to produce information relating to any subsequently discovered facts. Complaint 

Counsel reserves the right to assert additional objections to Respondent's Requests, and to 

amend or supplement these objections and responses as necessary after the close of discovery. 

General Objections 

The following General Objections apply to each of Respondent's Requests and are 

hereby incorporated by reference into each response. The assertion ofthe same, similar, or 

additional objections or the provision of partial answers in response to an individual Request 

does not waive any of Complaint Counsel's General Objections as to the other Requests. 



PUBLIC 

Response to Request for Admission No. S 

Complaint Counsel objects to this Request as seeking an adm ission irrelevant to any 

permissible claim or defense in this administrative proceeding and outside the scope of discovery 

pursuant to Section 3.31 (c) of the Rules of Practice. See Order Denying Respondent LabMD's 

Motion to Dismiss at 14, In the Malter of Lab MD, Inc., Docket No. 9357 (Jan. 16, 20 14) 

("information security is an ongoing process of assessing risk and vulnerabilities : no one static 

standard can assure appropriate security, as security threats and technology constantly evolve.") 

(citation omitted). Complaint Counsel further objects to this Request on the grounds that it is 

vague and ambiguous as to the meaning of"industry standards." 

Complaint Counsel denies the Request to the extent that it suggests that Section 5(a) of 

the FTC Act, 15 U.S.C. § 45(a), requires Complaint Counsel to a llege the specific industry 

standards Respondent failed to meet or specific hardware or software Respondent failed to use. 

Subject to and without waiving the foregoing objections, General Objections, and denial., 

and to the extent further response is required, Complaint Counsel otherwise admits Req uest for 

Admission No. 5. 

Request for Admission No. 6 

Admit that the FTC has no evidence to dispute that LabMD has never been accused of 

vio lating either the Health Insurance Portability and Accountability Act of 1996 (H IPAA) or the 

Hea lth Information Technology for Economic and Clinical Health Act (HITECH) or any 

regulations implementing those statutes, inc luding but not limited to as 65 Fed. Reg. 82,462, 

82,463 (Dec. 28, 2000) (HIPAA Privacy Ru le); 68 Fed . Reg. 8,334, 8,334 (Feb. 20, 2003) 

(HJPAA Security Rule); 78 Fed. Reg. 5,566, 5,639 (Jan. 25, 20 13) (HHS HITECH rule). 
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PUBLIC 

Response co ReqlJest for Admission No. 6 

Complaint Counsel objects to this Request as seeking an admission irrelevant to any 

permissible claim or defense in this administrative proceeding and outside the scope of discovery 

pursuant to Section 3.3\(c) of the Rules of Practice . Following the Commission 's January 16, 

2014 Order Denying Respondent LabMD's Motion to Dismiss, Respondent's Third Defense is 

no longer relevant to this administrative proceeding. Complaint Counsel further objects to this 

Request to the extent it seeks information protected from disclosure by the common interest, 

deliberative process, law enforcement, and work product privileges. Complaint Counsel furt·her 

objects to this Request to the extent it seeks information outside its possession, custody or 

control. Complaint Counsel further objects to this Request on the grounds that it is vague and 

ambiguous as to the meaning of"accused." 

Request for Admission No. 7 

Admit that the FTC has not accused LabMD ofviolating any rules or regulations not 

specifically referenced within the four corners of the FTC's Complaint. 

Response to Request for Admission No. 7 

Complaint Counsel objects to this Request as seeking an admission irrelt:vant to any 

permissible claim or defense in this administrative proceeding and outside the scope of di scovery 

pursuant to Section 3.3 l (c) of the Rules of Practice. Following the Commission's January 16, 

20 14 Order Denying Respondent LabMD's Motion to Dismiss, Respondent's Third Defense is 

no longer relevant to this administrative proceeding. Complaint Counsel further objects to this 

Request on the grounds that it is vague and ambiguous as to the meaning of"accused." 

Subject to and without waiving the foregoing objections and General Objections, and to 

the extent further response is required, Complaint Counsel admits Request for Admission No. 7. 
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PUBLIC 

Request for Admission No. 8 

Admit that HIPAA, HJTECH, and regulations implementing those statutes are not 

mentioned in the FTC's Complaint. 

Response to Request for Admission No. 8 

Complaint Counsel objects to this Request as seeking an admission irrelevant to any 

permissible daim or defense in this administrative proceed ing and outside the scope of discovery 

pursuant to Section 3.3 I (c) of the Rules of Practice. Following the Commission' s January I 6, 

2014 Order Denyi ng Respondent LabMD's Motion to Dismiss, Respondent's Third Defense is 

no longer relevant to this administrative proceeding. 

Subject to and without waiving the foregoing objection and General Objections, and to 

the extent further response is required, Complaint Counsel admits Request for Admission No. 8. 

Request for Admission No. 9 

Admit that the information contained in the "Day Sheets" and "P2P insurance aging fil e" 

referred to in paragraphs 20 and 21 of the Complaint constitute Protected Health Information 

(PHI), as that term is used in HIPAA, HITECH, and regulations implementing those statutes. 

Response to Request for Admission No. 9 

Complaint Counsel objects to this Request as seeking an admission irrelevant to any 

permissible claim or defense in this administrative proceeding and outside the scope of discovery 

pursuant to Section 3.3l(c) of the Rules of Practice. Complaint Counsel further objects to this 

Request to the extent it seeks a legal conclusion regarding the application of HIPAA, HI TECH 

and the regulations implementing those statutes. 

Subject to and without waiving the foregoing objections and General Objections, and to 

the extent further response is required, Complaint Counsel admits that the information contained 
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EXPERT REPORT OF RAQUEL HILL, PH.D. 

I. Introduction 

1. I am a tenured professor of Computer Science at Indiana Universi ty with over 25 years of 

experience in computing with expertise in computer security, data privacy, and networking 

systems. 

2. The FTC has engaged me to testify as an expert in this litigation. As exp lained in more 

detail in Section V, below, Complaint Counsel has asked me to assess whether LabMD provided 

reasonable and appropriate security for Personallnformation1 within its computer network. 

3. This report states my opinions and provides the justifications for those opinions. It also 

includes the following information: 

• A summary of my experience and qualifications; 

• An overview of network security principles and a description ofLabMD's 
network; and 

• A description of the materials that I considered in forming my opinions and 
cone Ius ions. 

4. Based on my review ofthe materials described in Section VI, below, and my experience 

described in Section II, below, my overall conclusion is that LabMD failed to provide reasonable 

and appropriate security for Personal Information within its computer network, and that LabMD 

could have corrected its security failures at relatively low cost using readily avai lable security 

measures. This conclusion covers the time period from January 2005 through July 2010 

1 For purposes of this report, Personal Information means individually identifiable intbnnatwn from or about an 
natural person including, but not limited to: (a) first and last name; (b) tdephone number; (c) a home or other 
physical address, including street name and name of city or town; (d) date of birth; (e) Social Security number; (f) 
medical record number; (g) bank routing, account, and check numbers; (h) credit or debit card infonnation. such as 
account number; (i) laboratory test result, medical test code, or diagnosis, or clinical history ; U) health insurance 
company name and policy number; or (k) a persistent identifier, such as a customer number held in a "cookie" or 
processor serial number. See Complaint Counsel's February 19, 2014 Requests for Admission to LabMD, p. 2. 



(Relevant Time Period); as I explain in Paragraph 48, below, from my review of the record, there 

are not sufticiently diverse types of infonnation available after the Relevant Time Period for me 

to offer opinions about that period. In section VIII, below, I present my specific opinions that 

support this conclusion. 

II. Summary of Experience and Qualifications 

5. I have over 25 years of combined academic, research, and industrial experience in 

computing. I received my B.S. degree. with Honors in Compttter Science from the Georgia 

Institute ofTechnology. As an undergraduate, I worked as a Cooperative Education student with 

IBM and received my Cooperative Education Certificate for working a minimum of six 

academic quatiers with JBM as an undergraduate. This cooperative education experience allowed 

me to apply the theories that I was learning in the classroom, but also enabled me to help fund 

my degree. 

6. I also received my M.S. degree in Computer Science from Georgia Tech. As an M.S. 

student, I worked for several compani es, including: Cray Research, Hayes Microsystems, and 

Norte! Networks. My M.S. degree was funded by Cray Research via an academic scholarship. 

7. After completing my M.S. degree, I worked for three years with Norte! Networks, where. 

I designed and implemented network protocols that enabled telephone switches to communicate 

with remote devices. The.se protocols sustained communications even when a communications 

channel fai led. 

8. In 1996, I left Norte! Networks to pursue a Ph.D. in Computer Science at Harvard 

University. At Harvard, I designed and implemented a quality of service protocol that enabled 

routers in the network to reserve bandwidth for audio and video applications using a light-weight 

signaling protocol. As a part of this work, I evaluated the protocol to determine the threats and 
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vulnerabilities and designed mechanisms to secure the reservation process. I received my Ph.D. 

in October 2002, and began working as a lecturer within the School of Electrical Engineering at 

the Georgia Institute ofTechnology, where I taught a course in Digital Circuits. After working at 

Georgia Tech for 9 months, I accepted a position as a Post-Doctoral Research Associate with a 

joint appointment in the Computer Science Department and the National Center for Super 

Computer Application (NCSA) at the University of Illinois, Urbana-Champaign. As a Post-Doc, 

I designed and implemented mechanisms to secure environments where mobile devices and 

sensors are an integral part of the computing space. These spaces are often referred to as 

pervasive or ubiquitous computing environments. One of the major challenges to securing such 

environments is to apply uniform security policies across devices that have varying 

computational, space, and battery limitations. 

9. After completing a two-year assignment at the Univers ity oflllinois, I joined Indiana 

Universily as an Assistant Professor of Computer Science in 2005. I was promoted to Associate 

Professor with tenure in 2012. Over the years, I have designed and taught classes in information 

and systems security including: Analytical Foundations of Security, Trusted Computing, 

Computer Networks, and Data Protection. My research areas span the areas of system securi ty 

and data privacy. I have published articles on various topics, including: quality of service in 

networking, security for pervasive computing environments, encryption-based access control, 

reputation systems, tmsted computing, smartphone security, and privacy in research datasets. I 

have published over 25 peer-reviewed articles and abstracts and given 25 invited techni cal talks 

and panels. 
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10. I am currently on sabbatical at Harvard University, where I am a Visiting Scholar within 

the Center for Research on Computation and Society at the School of Engineering and Applied 

Sciences. I am continuing my data protection research with a specific focus on med ical data. 

11. A more extensive summary of my professional accomplishments and a lisr of all 

publications that l have authored within the last I 0 years can be found in my curriculum vitae, a 

copy of which is anached to thi s report as Appendix A. I have not testified as an expert at trial or 

at deposition within the last four years. 

12. I am being compensated at a rate of $150 per hour for my work in connection with this 

litigation. 

III. Overview of Network Security Principles 

A. Background: Compute•· Networks 

13. In this section, I describe very basic network functionality at a high level to support my 

opinions. A network is a collection of workstations, laptop computers, servers, and other devices 

(computers) that are connected via some communications channel that is either wired or wireless. 

In commercial settings, data is usually passed between computers with in a network via a switch 

or a router. A switch and router can be combined into one device. 

14. Computers use network interface cards (NIC) to connect to a network, and each NIC has 

a unique media access control (MAC) address. Each computer within a network is therefore 

uniquely identified by the MAC address of the computer's NIC. A computer's MAC address is 

not known outside of a computer's local area network (LAN). 

15. A switch is a device that inspects incoming data to determine the destination MAC 

address and forwards the data to the computer with the specified MAC address. 
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16. A router is a device that cotmects networks. These networks may be of different types: 

wired vs. wireless, Ethernet vs. optical, etc. Routers forward data (in small tmits called packets) 

across the Intemet using the .lntemet Protocol (IP) address of the destination computer. In doing 

so. the Domain Name System (DNS) is used to map n c-omputer's hostname or a URL to an IP 

address. A computer's IP address is used by routers to forward do lo ncross the Intemet to t·he 

specified desfiuationnelwork. Once the data reaches the destina tion network, the local switch 

uses the Address Resolution Protocol (ARP) to determine th e MAC address of the computer that 

has the specified IP address. The switch pnsses the data to the destination computer. 

17. Figure 1 illustrates bow a LAN may collllect to the Internet. In tile t1glll·e a switch 

conllects the computers on the LAN and <1 router connects the LAN to tbe Internet. As noted in 

Pnragrnpb 13, llbove, the function of the switch and the router CFU\ be combined into one device. 

Figure 1: Connecting to the Internet 

InteJ•net 
Switch 

Router 
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i. Network Addresses and Ports 

18. In Paragraphs 13-16, 1 identified three types of addresses: Hostnames/URLs, JP 

addresses, and MAC addresses. DNS maps a hostnarne to an IP address, and ARP maps an !P 

address to a MAC address. The hostnarne and IP and MAC addresses are all needed to forward 

data to a specific computer. Once the data atTives at that computer, it must be sent to the 

application that is awaiting the information. The application is the ultimate recipient of any data 

that is sent to a computer on a network. 

19. Applications are identified by numbers called ports. When data arrives at the destination, 

the receiving computer extracts the port number from the data and sends the data to the 

application that corresponds to that port number. Applications and their corresponding port 

numbers are the doors to computers and the networks to which the computers are connected. An 

application that contains a security vulnerability may allow an external entity to gain access to 

the LAN and any resources that are connected to the LAN. For this reason, it is important to 

ensure that all computers have been updated with all of the latest security patches for 

applications and related software 

20. There are 216 = 65,536 possible ports on any computer. An open port is an open door to 

the computer, even when there is no application attached to the port. Therefore, it is important to 

close all unused ports on all computers. For example, when web access is not approved or 

authorized, ports 80 and 443 (which are typically used for web access) should be closed to 

prevent access to the computer through those ports. 
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ii. Firewalls and Intrusion Detection Systems 

21. Firewalls are barrier mechanisms that are used to protect networks and individual 

computers. A firewall can be either a hardware device or a piece of software. It can be placed at 

a network gateway, or installed on a router or individual computer. 

22. Firewalls can be configured to close all unused ports. Wh en a port is closed, any data that 

arrives at the network or computer for that port wi ll be discarded. Firewalls can also be 

configured to prevent and/or limit incoming connection requests. An incoming connection 

request is a request that originates from outside of the network but seeks to establish 

communication with a computer that is within the network. Only computers that are running 

authorized server applications should receive connection requests. A firewall, for example, could 

be configured to prevent all incoming connection requests for computers that are not running an 

authorized server application. 

23. An intrusion detection system (IDS) is a device, typically another computer, that is 

placed inside a protected network to monitor activity in order to identify suspicious events. It can 

be either host-based or network-based. A host-based IDS runs on a single computer to protect 

that one host, while a network-based IDS is a stand-alone device that is attached to the network 

to monitor traffic throughout the network. An IDS acts as a sensor, like a smoke detector, that 

raises an alarm if specific things occur. ll may perform a variety of functions includ ing: 

monitoring users and system activity; auditing system configuration for vulnerabilities and 

misconfiguration; assessing the integrity of critical system and data files; identifying known 

attack patterns in system activity ; recognizing abnormal activity through statistical analysis; 

managing audit trails and highlighting user violations of policy; correcting system configuration 

erro rs; and installing and operating traps to record in formation. 
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iii. Authentication and Access Control 

24. Authentication and access control mechanisms prevent unauthorized access to computers, 

applications, services, and data. 

25. To authenticate themselves, users provide a combination of information that tells the 

system who they are (identity) and information that proves that ident ity (proof). Usernames and 

passwords are commonly used to authenticate users. When authenticating, a user enters her 

usemame to identifY herself to the authentication system, and her password to prove her identity. 

Some authentication mechanisms may require multiple forms of proof. For example, a user may 

be required to provide a password (what she knows), and proof of using something she 

possesses, such as a biometric (finger print, iri s scan, etc.) or token. An authentication 

mechanism that requires two forms of proof is called two-factor authentication, and it is used as 

part of a defense in depth strategy (see Section Ill.B below) to reduce the risk of compromise. 

Remote login and access to highly sensitive data are scenarios for which either two-factor or 

multi-factor authentication is often used. 

26. Access control mechanisms restri ct a user's access to computers, services, applications, 

or data. An access control mechanism enforces policies that specifY the resources that users may 

access. A user's role, security clearance, etc., may be LISed to identify the resources to which that 

user has access. 

B. Defense in Depth 

27. The most effective way to secure a network and its computers is by using multiple 

security measures to provide defense in depth. In such an approach, the network is viewed as a 

system with multiple layers, and security mechanisms are deployed at each layer to reduce the 

overall likelihood that an attack will succeed. The basic idea is not to rely on just one security 
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measure. Practicing defense in depth reduces the likelihood that an attack will succeed by forcing 

the attacker to penetrate multi pie defenses. To generally illustrate the benefit of defense in depth, 

assume that an attacker has a 50% chance of penetrating each defense mechanism. If there are 

three layers of protection, the probability of gaining unauthorized access to a resource at the 

innermost layer is (1/2)3 = I /8. 

28. To illustrate the concept of network layers and defense in depth, consider Figure I above. 

In this simple network, the layers are: the router that connects the LAN to the Internet; the 

computers on the LAN; and applications on each computer on the LAN . Defense in depth on this 

network would require security policies and mechanisms to be specified and deployed at the 

router that connects the LAN to the Internet, at the workstations/servers, and at user accounts on 

those computers. 

29. Continuing with the simple network in Figure 1, assume there is a risk that a company's 

employees will download and install on their computers applications they do not need to perform 

their jobs and that the company has a securi ty policy prohibiting unauthorized appl ications. A 

simple prohibition that relies on employees following the policy does not provide defense in 

depth. A defense in depth strategy would prevent the employee fi·om installing the application 

and/or limit the impact of an unauthorized application on the network. To achieve defense in 

depth, the company should use di fferent security measures at different layers in the netwo rk, as 

follows: 

a. Internet Connection Layer: At this layer, we cannot prevent software from 

being installed on a workstation or server, but we can restrict the type of traffic that flows 

into the network. Therefore, even if unauthorized software has been inadvertently 

installed on a workstation/server, mechanisms could be used to render the application 
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ineffective. Recall that port numbers map to speci fie applic-ations, and that fire walls can 

be con fi gured to restrict the types of application traffic that is allowed into the network, 

by dropping any data that contains an unauthorized port number. Thus, to illustrate the 

concept of defense in depth, a first line of defense to prevent use of unauthorized 

applications is to configure a firewall to close all ports at the gateway router except those 

that are used by authorized applications. Other mechanisms besides firewalls could be 

deployed at this layer as well, such as an IDS.2 

b. Workstation/Server Layer: Even if a firewall were deployed at the gateway 

router, a second layer of security may be appropriate. The firewa ll at the gateway router 

may be misconfigured or not configured to discard all unauthorized traffic because the 

corresponding firewall policy would be hard to implement and manage. In these 

circumstances, a software firewall can be deployed at workstations and servers to further 

filter traffic that may have passed through the firewall at the gateway router. Because the 

firewall at a workstation or server is configured to protect that specific computer, the 

security settings can be more restrictive. 

c. User Account Layer: Finally, in the simple network in Figure I, user accounts 

for specific computers could be configured to so that system administrators can install 

software but ordinary users cannot. 

30. As illustrated above, deploying security measures at different layers of a network 

enhances overall security by closing gaps in any one measure. In practice, achieving defense in 

2 A firewall and IDS could be used together to provide additional protection. !fan IDS detects a violation, it could 
send a security alert to the system admin istration, indicating that unauthorized traffic is entering the network (i.e. 
traffic destined for an unauthorized applicat ion) and that firewall settings need to be updated to discard such traffic. 
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depth involves using layered security measures to address the many different risks and 

VLJlnerabi lities a network may face. 

C. Principles for Assessing and Securing a Network 

31 . There are seven principles that help to specifY the pol icies and identify the mechanisms 

that are to be deployed at each layer of a defense in depth security strategy. These principles are 

listed and described below. 

a. Don ' t Keep What You Don ' t Need: The first principle recognizes that 

maintaining sensitive information that is not needed creates an unnecessary risk. 

b. Patch: A most basic principle is to Patch, meaning to apply updates to fix all 

known or reasonab ly foreseeable security vulnerabilities and flaws. 

c. Ports: The third principle concerns Ports . As previously stated, applications 

communicate via ports. There are well- known ports for well-known applications. For 

example, a web server listens for incoming connections on Ports 80 and 443. All unused 

ports should be closed. 

d. PoliCies: Policies are processes and procedures that are put in place to satisfy an 

organization's security requirements. Examples of policies would include the followin g: 

• Data Access ~ Limit data access to persons with a need tor the data. 

• Passwords - Pol icies regarding passwords should contain rules about the 
following: 

o Acceptable minimum length. 

o Lifetime of a password. 

• The lifetime of a password is often related to the sensitivity 
of the in formation that the user accesses, the greater the 
sensitivity, the shorter the password's lifetime. 

o Password hi story. 
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o Passwords to avoid. 

• If you are a big sports fan, don' t use a password that is 
related to your favorite team. 

• Avoid personal data such as spouse's name, children's 
name, pet's name, and birthdays. 

• Backups - Backup data on a regular basis to be able to restore it because 
data is more valuable than the computer. 

o Encrypt backups. 

o Keep data in a secure location. 

o Limit access to backups. 

e. Protect: Ensure that re asonable security software is employed, such as firewalls, 

anti-spyware, anti-virus, and IDS software, and authentication and access control. This 

list includes software that can be classified as either proactive or reactive. Proactive 

mechanisms attempt to prevent threats, while reactive mechanisms respond to threats that 

may have bypassed proactive mechanisms. Therefore, both types of mechanisms should 

be used to secure a system. Firewalls, authentication , and access control mechanisms try 

to block or prevent attacks. Anti-spyware, anti-virus, and IDS mechanisms attempt to 

detect the presence of malicious software or an attack while it is occurring. 

f. Probe: Probing is a security audit that tests the state of a network. One type of 

probing is penetration testing, which searches the network for securi ty flaws. Penetration 

testing includes scanning ports to verify that unused ports are closed or disabled. A 

thorough security probe would include a review of security policies, patching system, 

security logs, computers for unauthorized software, and any other processes, procedures, 

or information that may impact the security of a system. 
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g. Physical: There must be policies that govern the physical access to devices and 

data. Some examples of such policies include: 

• Computer rooms must be locked. 

• Server rooms must be locked with limited access. 

IV. LabMD's Network During the Relevant Time Period 

32. LabMD's network was small and simple. It included: computers LabMD provided to 

physician clients to use to place orders and retrieve results over the Internet; a small number of 

servers located at its business premises; and computers used by employees. In this section, I 

describe at a high level the network during the Relevant Time Period. 

33. LabMD provided computers to physician clients. Through these computers, phys ician 

clients sent Personal Information over the Internet to LabMD. This information included names, 

addresses, Social Security numbers, insurance information, diagnosis codes, physician orders for 

tests and services, and other information. In some instances, physician clients entered the 

in formation into the computer that LabMD had provided, one consumer at a time, and then sent 

the information to LabMD. Jn other instances, the LabMD computer in the physician's oftice 

retrieved Personal Information for all patients of the physician's practice from a database located 

on another computer in the physician's office and forwarded the in formation for all of those 

patients in bulk to LabMD, regard less whether LabMD performed testing for those patients. 

34. The Personal Information LabMD received from physician clients typical ly was 

transmitted from physician clients to LabMD's network using a File Transfer Protocol (FTP) 

service Lab MD installed on its network and the computers it provided to physician offices. 

35. Regardless of whether Personal Information came as a bulk transfer or one consumer at a 

time, it was received by a server on LabMD's network (called Mapper), where it was processed 

(so that it could be used by applications LabMD used in is laboratory and billing department) and 
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then maintained on servers on the network. The laboratory and billing applications also ran on 

servers on LabMD's network. In addition, LabMD maintained Personal information on desktop 

computers, such as the Finance/Billing Manager's computer. 

36. After LabMD's laboratory and medical employees had provided the services ordered by 

physician clients, they added results to the Personal Information LabMD maintained on its 

network. 

37. The evidence in the record shows that LabMD did not encrypt Personal Information 

while it was maintained on LabMD's network . 

38. Physician clients typically retrieved the results of the serv ices they ordered from LabMD 

through LabMD's web portal. In doing so, they accessed Personal Tnfonnation stored on 

LabMD's network. 

39. LabMD's network included a number of servers that hosted applications, including back

up, email, webserver, database, laboratory, and billing applications. Some ofthese servers hosted 

multiple applications and also sto"red Personal lnformation. For example, one server hosted 

billing and mail applications 3 

40. Employees in the laboratory and billing departments, and certain other employees, used 

their LabMD computers to access resources on LabMD's network, including applications that 

provided access to Personal Information maintained on the network. Some LabMD employees 

could remote ly access LabMD's network, including Personal Information maintained on the 

network. 

3 See, for example, FTC-LABMD-00002 (CX0034). 
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41. Record evidence shows that in 2005 or 2006, Lime Wire, a peer-to-peer (P2P) file-sharing 

program, was installed on a l:Omputer on LabMD's network. The computer was used by the 

Billing Manager. 

42. At a high level, the software is called peer-to-peer because users use it to search for and 

retrieve files directly from the computers of others using the software instead of retrieving files 

from a central server. To do this, the software allows users to designate or place files they wil l 

share in a folder (Sharing Folder). Using the software, a user can search the Sharing Folders of 

other users for files of interest. P2P programs have been widely availab le since 1999, and have 

been, and are, used by millions of users to share music, video, and other types of files. 

43. Record evidence, including a screenshot of the Sharing Folder on the Billing Manager's 

computer taken in May 2008, shows that hundreds of fi les were in the Sharing Folder on the 

Billing Manager's computer.4 Among these files was an insurance aging tile (called the 1,718 

File) that contained Persona! Information about more than 9,300 people.5 Copies of the I ,718 

File were found on computers in California, Arizona, Costa Rica, and the United Kingdom.6 

44. The risk of inadvertently sharing files with sensitive information using P2P software and 

the difficulty of undoing sharing are well known. After a file has been shared, the copy is out of 

the control of the original source and can be shared again from its new location to any number of 

other computers running the software. Searching for the file might not find all of the copies 

4 See FTC-LABMD-3755 (CX0152). 

l See FTC-LAB MD-3 7 55 ( CXO 152); Ti versa-F'TC _ Response-00000 I through Tiversa-FTC_ Response-00 1 719 
(CX0008) 
6 See Robert Boback, November 21,2013 Deposition Transcript, pp. 50-53; TlVERSA-FTC_RESPONSE-000001 
through T!V ERSA-F'TC _ RESPONSE-006876 (CX0008-CXOO II ); TJV ERSA-FTC_ RESPONSE-006882 
(CX0019). 
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because, for example, a computer with a copy might be turned off when the search occurs. 

Security profess ionals and others have warned about this ri sk since at least 2005. 

V. Scope of Opinions 

45. Complaint Counsel has asked me to assess whether LabMD prov ided reasonable and 

appropriate security for Personal Information within its computer network. Specifically, 1 was 

asked to analyze the record evidence relating to the foll owing paragraphs ofthe FTC's 

complaint: 

a. Paragraph I 0: "At all relevant times, respondent engaged in a number of practices 

that, taken together, failed to provide reasonable and appropriate security for personal 

informat ion on its computer networks. Among other things, respondent: 

• (a) did not develop, implement, or maintain a comprehensive information 
security program to protect consumers' personal information. Thus, for 
example, employees were allowed to send em ails with such information to 
their personal email accounts without using readily avai lable measures to 
protect the information fi·om unauthorized disclosure; 

• (b) did not use readily avai lable measures to identify commonly known or 
reasonably foreseeable secLJrity risks and vulnerab ilities on its networks. 
By not using measures such as penetration tests, for example, respondent 
could not adequately assess the extent of the risks and vulnerabilities of its 
networks; 

• (c) did not use adequate measures to prevent employees from accessing 
personal information not needed to perform their jobs; 

• (d) did not adequate ly train employees to safeguard personal information; 

• (e) did not require employees, or other users with remote access to the 
networks, to use common authentication-related securi ty measures, such 
as periodically changing passwords, prohibiting the use ofthe same 
password across applications and programs, or using two-factor 
authentication; 

• (f) did not maintain and update operating systems of computers and other 
devices on its networks. For example, on some computers respondent used 
operating systems that were unsupported by the vendor, making it unlikely 
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that the systems would be updated to address newly discovered 
vulnerabilities; and 

• (g) did not employ readily available measures to prevent or detect 
unauthorized access to personal in formation on its computer networks. For 
example, respondent did not use appropriate measures to prevent 
employees from installing on computers applications or materials that 
were not needed to perform their jobs or adequately maintain or review 
records of activity on its networks . As a re.su lt, respondent did not detect 
the installation or use of an unauthorized file sharing application on its 
networks.'' 

b. Paragraph ll: "Respondent could have corrected its security failures at relatively 

low cost using readily available security measures ." 

VI. Materials Considered in Forming Opinions 

46. A list ofthe materials that 1 considered in reaching my opinions is attached to this report 

as Appendix B. Those materials include: transcripts and exhibits from investigational hearings 

and depositions ofLabMD, its current and former employees, and third parties; documents and 

correspondence provided to Complaint Counsel by Lab MD and third parties in connection with 

the pre-complaint investigation or this litigation; and industry and government standards, 

guidelines, and vulnerability databases that establish best practices for information securi ty 

practitioners. I also have relied upon my education and experience in reach ing my opinions. 

47. I am continuing to review material obtained by Complaint Counsel through discovery in 

this litigation. Lab MD produced to Complaint Counsel more than 11,500 pages of documents 

between February 25 and March 4, 2014, and Complaint Counsel has informed me that 

depositions are noticed to be taken after March 18, 20 14. I reserve the right to revise or 

supplement my opinions based upon my continued review of the documents recently produced 

by LabMD, information learned during depositions conducted after the submission of this report, 
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or any other new information relevant to this litigation that comes to my attention after the 

submission of this report. 

48 . As I noted in Paragraph 4, above, my overall conclusion and the specific opinions that 

suppott that conclusion cover the Relevant Time Period, which is January 2005 through July 

2010. From my review of the record, there are not sufficiently diverse types of information 

avai !able after the Relevant Time Period for me to offer opinions about that period. 

VII. Summary of Opinions 

49. Based on my review of the materials described in Section VI, above, and my experience 

described in Section II, above, my overall conclusion is that LabMD failed to provide reasonable 

and appropriate security for Personal Information within its computer network, and that Lab MD 

could have corrected its security failings at relatively low cost using readily available security 

measures. In reaching this conclusion, I have taken into account the amount and nature ofthe 

data maintained within LabMD's network, LabMD's network and security practices, risks and 

vulnerabilities on LabMD's network, and the cost ofremediating those risks and vulnerabilities. 

Record evidence shows that LabMD maintains Personal Information about more than 750,000 

consumers.7 For purposes of this report, I have assumed that these types of information can be 

used to harm consumers, through identity theft, medical identity theft, and disclosing private 

information. 

50. In Section VIIl, below, I present my specific opinions that support my overall conclusion. 

In each subpart of Section VIII, below, I present my specific opinions regarding whether LabMD 

7 See LabMD's March 3, 20 14 Responses to Complaint Counsel's Requests for Admission, ~ 23 . For most of those 
consumers, that information includes: Social Security numbers, insurance information, and medical diagnosis codes. 
See Tiversa-FTC _ Response-00000 I through Tiversa-FTC _Response-001719 (CX0008) .. 

18 



could have corrected its security failings at relatively low cost using readily available security 

measures, which relate to Paragraph II of the Complaint. 

VIII. Opinions 

A. Comprehensive Information Security Program - Complaint~ IO(a) 

5 I. Complaint Counsel has asked me to provide an opinion on whether LabMD developed, 

implemented, or maintained a comprehensive information security program to protect 

consumers' Personal Information. My opinion is organized as follows: (I) an explanation of the 

contents of a comprehensive information security program; (2) my opinion, including some 

examples of key evidence supporting those opinions. 

52. A comprehensive information security program is a plan that sets out an organization's 

security goals, the written policies that would satisfy those goals, the mechanisms that would be 

used to enforce the written policies, and how those mechanisms would be used to enforce the 

written policies. The best practices for developing a comprehensive information security 

program would include the seven principles that I discuss in Paragraph 31, above: don't keep 

what you don't need, patch, ports, policies, protect, probe and physical. 

53. A comprehensive information set:urity program should be in writing to provide guidance 

to those who are im plementing the plan and those who receive training through the plan. It also 

should be in writing to record the organization's current security goals and practices to faci litate 

changes to those goals and practices as security threats continually evolve and, because turnover 

is inevitable, to communicate the securi ty goals and practices ofthe organization to future 

employees. 

54. An organization's comprehensive information security program should specify 

confidentiality, integrity, and availability goals, and related policies and mechanisms. 
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55. A confidentiality goal/policy ensures that only authorized individuals are able to access 

data. Encryption and access controls are mechanisms that can be used to enforce confidentiality 

policies. Encryption mechanisms are used to protect stored data and data that is being transmitted 

between parties, but encryption alone doesn't prevent unauthorized individuals from gaining 

access to the data. If J encrypt the data and distribute the encryption key to everyone, the 

encryption procedure is ineffective. Therefore, in addition to encrypting the data, an organization 

should specifY under which conditions should data be accessed and which employees should be 

al lowed to access the data. Role-based access control policies have been often used by 

organizations to differentiate the data access of employees. In such policies, employees are 

assigned data access rights based on the job that they are required to perform. 

56. An integrity goal/policy ensures that data is not inadvertently changed or lost. 

Mechanisms that enforce an integrity policy ensure that any unauthorized changes to a system 

and its data can be detected. For example, cryptographic hash functions may be used to detect 

unauthorized changes to stored data (i.e. software executables, patient records) and transmitted 

data. A cryptographic hash function takes data input of any size and computes a fixed-size 

number called a hash value that is unique to the data and can be used as the digital fingerprint for 

the data. Thus, changes in a file's hash value indicates that the file has been changed. Integrity

based software scanners can be configured to detect newly added software and/or changes to 

existing application executables. Any new software that has been installed on a computer may 

indicate an unauthorized installation, while changes to existing executables may denote. that 

malware has been embedded in an application. 
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57. An availability goal/policy specifies processes to ensure that the computing system (i.e. 

hardware, software, and network), and data are accessible, even in the presence of natural 

disasters or malicious attempts to compromise the system. 

58. Achieving confidentiality, integrity, and availability goals may incorporate the use of a 

variety of security mechanisms, including firewalls, intrusion detection systems, integrity 

scanners, anti-virus scanners, backups, logging, authentication, physical security, access control, 

risk assessment, and remediation, etc. 

59. While security goals, policies and mechanisms are key components of any security plan, 

the success of any defense-in-depth based information security program will be limited when the 

users and managers of the computing system are not properly trained. Therefore any 

comprehensive security plan should also include training procedures for non-IT and IT 

employees. This training should ensure that employees understand the security goals and policies 

and how to use any mechanisms that are to be used to secure the system. In addition, IT staff 

should receive training on speci fi c mechanisms to mitigate risks and on evolving threats. r 

discuss the training component of a comprehensive information security program in more detail 

in Section Vlii.D, below. 

60. Securing electronic health data is a topic that has been explored by many national experts 

for years, which has resulted in the creation of best practices and guideli nes for securing this 

information. Examples of comprehensive information security programs concerning electronic 

health data have been available online at no cost from various sources since as early as I 997, 

including, for example, the National Research Council (NRC), the National Institute of 

Standards and Technology (NIST), and the Health Insurance Portability and Accountab ility Act 
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(HIPAA) Security Rule.8 These comprehensive security programs include guidelines for 

ensuring the confidentiality, integrity, and availability of data, including mechanisms for 

authenticating individual users, employing access control mechanisms to restrict access based on 

an individual' s role, limiting a user's ability to install software, assessing risks and 

vulnerabilities, encrypting stored data and data in transit, logging access to data and system 

components, ensuring system and data integrity, protecting network gateways, maintaining up-

to-date software, etc. 

61. Based on my review of evidence from the record, I have formed the opinion that Lab MD 

did not develop, implement or maintain a comprehensive information security program to protect 

consumers' Personal Information. Record evidence shows that: 

a. From 2005 to 20 I 0, LabMD had no written information security program.9 

During the Relevant Time Period, LabMD employees received an employee handbook, 

but this document did not address the practices covered by a comprehensive security 

program. For example, the handbook states that LabMD has taken specific measures to 

comply with HIPAA but does not explain those measures. 10 

8 See, for example, National Research Council, for the Record: Protecting Electronic Health Information (1997), at 
http://www nap.edu/openbook.php?record id=5595&page=R I ;_Woody, Carol, Clinton, Larry, Internet Security 
Alliance, "Common Sense Guide to Cyber Security for Small Businesses" (March 2004), 
hrtp:l/isalliance.orglpublications/3C.o/o20Common%20Sense%20Guide%20for%20Sm!li i%20Businesses%20-
%201SA%202004.pdf; SANS Institute lnfoSec Reading Room, "The Many Facets of an Information Security 
Program" ( 2003 ), https://www. sans.org!read i ng -room/wh itep aoersl awareness/facets-in formation-security-program-
1343; and Federal Register, Department of Health and Human Services, "Heal th Insurance Reform: Security 
Standards" (February 20, 2003), 
http://www hhs.gov/ocr/privacy/hipaa/administrative/seculityrule/securityrulepdf.pdf. 
9 LabMD's Policy Manual, FTC-LABMD-003141 through FTC-LABMD-003 162 (CX0006) and LabMD's 
Computer Hardware, Software and Data Usage and Security Policy Manual, FT C-LABMD-003590 through PTC
LABMD-003621 (CX0007), were written in 2010. See, for example, John Boyle February 5, 2013, Investigational 
Hearing Transcript, pp. 78-79, 91-92. 
10 See FTC-LAB MD-003531 through FTC-LA BMD-003 55 3 (CXOOO 1 ), p. 6; FTC-LABMD-003 5 54 through FTC
LABMD-003575 (CX0002), p. 6. 
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b. Although LabMD contends that the policies set forth in LabMD's Policy 

Manual 11 were in place in 2007 and 2008, there is no documentation demonstrating that 

those policies were in place, and if they were in place, at least some ofthose policies 

were not being enforced. For example: 

• LabMD contends that it adopted policies in 2002 to identify and remove 
unauthorized software that had been installed on employee computers and 
to configure firewalls on employee computers to block incoming 
connection requests. If these policies had been implemented, unauthorized 
software would have been detected and removed ft·om employee 
computers, and computers located outside LabMD's network would not be 
able to initiate communications with computers inside the network. As 
discussed in Paragraphs 41-43, above, Lime Wire, an unauthorized P2P file 
sharing program, was installed on the Billing Manager's computer in 2005 
or 2006 and used to share files. LabMD's processes did not detect the 
software or prevent its use. LabMD removed the software in May, 2008, 
approximately two to three years from the date of installation, after being 
informed that the l ,718 File was found on a P2P network. 

• ln 2007 and 2008, when LabMD contends that the policies in its Policy 
Manual were in place, LabMD did not provide the encryption tools li sted 
in its policy or provide staff with training on how to secure sensitive 
in formation included in emai Is or attachments. 12 

c. LabMD's Policy Manual and its Computer Hardware, Software and Data Usage 

and Security Policy Manual, 13 both of which were written in 20 I 0, are not sufficiently 

comprehensive. For example, they lack specit1c policies that describe how Personal 

Information is protected during transmission between the physician offices and LabMD, 

and whether sensitive information is to be stored in an encrypted format. 

" See FTC-LABMD-003141 through FTC-LabMD-003162 (CX0006); John Boyle February 5, 2013, 
Investigational Hearing Transcript, pp. 91 -92. 
12 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 277-278; Alison Simmons 
May 2, 2013 Investigational Hearing Transcript, p. 163. 
13 See FTC-LABMD-003141 through FTC-LabMD-003 162 (CX0006); FTC-LA BMD-003590-362 1 (CX0007). 
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• LabMD relied on the Secure Socket Layer (SSL) Protocol and HTTPS to 
encrypt communications and secure its web-based applications. 14 Record 
evidence shows that LabMD's servers allowed the use of SSL version 2.0, 
which had known security flaws. 15 

62. LabMD could have developed, implemented, or maintained a comprehensive information 

security program to protect consumers' Personal Information at relative ly low cost. 16 

ll. Risk Assessment- Complaint~ lO(b) 

63. Complaint Counsel has asked me to provide an opinion as to whether LabMD used 

readily available measures to identify commonly known or reasonably fo reseeable security risks 

and vu lnerabilities on its network, which is often called "risk assessment" in the IT field . My 

opinion is organized into several pa11s: (I) an explanation ofwhy risk assessment is imp01tant; 

(2) a discussion of the mechanisms and protocols 1T practitioners use to assess risks; and (3) my 

opinion, including some examples of key evidence supporting those opinions. 

64. The relationship between risk assessments and reasonable security is very well known 

among IT practitioners, and frameworks for conducting risk assessments are widely available 

from many sources. When an assessment is inadequate or incomplete, network adm inistrators 

and users may not know which risks or vu lnerabilities they face and thus the security measures 

they should consider implementing. To IT practitioners, risk assessments are the foundation for 

choosing security measures that are reasonable and appropriate under their circumstances. It is an 

essential component of defense in depth. 

65. IT practitioners use a variety of measures and techniques, to assess and remediate risks. 

These include antivirus applications, firewalls, various types ofvulnerability scans, intrusion 

14 SSL is the protocol that ensures that data is encrypted for HITPS. 

's This vulnerabi lity is discussed in Paragraph I 00, below. 
16 See, for example, footnote 8, above, and the accompanying text. 
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detection systems, penetration tests, file integrity monitoring, and other measures. Typicall y, 

each mechanism can only assess the exposure to a particular type of risk or vulnerability. 

Antivirus applications, for example, can assess the incidence of viruses on a network, but not the 

installation of unauthorized applications on the network. Logs from firewalls, for example, can 

be reviewed to identify the application and host targets of unauthorized attempts to access the 

net work, but traditional firewall s are designed to block specific types or traffic, not detect 

intrusions and attacks. An IDS can be used to detect attacks and alert the IT staff that firewall 

settings should be reconfigured. External vulnerability scans, which are conducted from outside 

the network, can, for example, assess the incidence of vu lnerabilities in an application inside the 

network, but not the incidence of viruses. File integrity monitoring can identify changes in 

critical files that may indicate malware has been insta lled on the network, but does not identify 

or remove the malware. No one mechanism can assess the exposure to all the risks and 

vulnerabi lities a network may face. An appropriate risk assessment process usually requires the 

use of a number of mechanisms. 

66. Network administrators usually have a number of options to choose from in each 

mechanism category. For example, there are a number of branded antiviru s applications, and 

within a brand there often are versions that differ in cost, the types of functions they can perform, 

and other aspects of performance. Properly used and reviewed, these mechanisms provide 

network administrators with essential information about risks and vulnerabi lities they face. 

Having options provides companies with flexibility, so that they can balance the effectiveness of 

a mechanism, the sensitiv ity of the business and consumer information the assessment concerns1 

and the mechanism's cost. 
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67. Based on my review of the ev idence from the record, I have formed the opinion that 

Lab MD did not use an appropriate set of readily available measures to assess risks and 

vulnerabilities to the Personal Information within its computer network during the Relevant Time 

Period. 

68. Record evidence shows that, prior to 2010, LabMD used antivirus applications, firewalls, 

and manual computer inspections to assess risks within the network. These mechanisms were not 

sufficient to identify or assess risks and vulnerabili ties to the Personal information maintained on 

LabMD's computer network. 

a. As I discussed in Paragraph 65, above, antivirus applications can assess the 

incidences of viruses on a network but cannot assess the installation of unauthorized 

applications on the network. The evidence shows that at times, LabMD did not 

effectively manage its antivirus applications, or used applications that were out of date or 

had limited risk assessment functionality. For example, at some points, the antivirus 

application LabMD used on critical servers would not scan for viruses,17 and thus could 

not identify risks to the servers. LabMD continued to use the same antivirus application 

after the vendor stopped providing updated virus definitions needed to identify newly 

discovered risks. On employee workstations, LabMD at times used antivirus applications 

that provided only limited risk assessment functionality, at least unti l late 2006. These 

applications could not be centrally managed by a network administrator; which meant 

that to be effective, individual employees had to update the virus definitions on their 

17 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035). 
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computers and report warnings to LabMD' s IT Department. Even alter it implemented a 

more capable antivirus application, LabMD did not install it on all its equipment. 18 

b. The fi rewall product that LabMD used until 20 l 0 had very limited risk 

assessment capabilities. It could only log a few days of network trafftc, which LabMD 

only reviewed to troubleshoot a performance problem, such as a user complaint that he or 

she could not connect to a website. 19 The firewall product also could not monitor traffic.20 

IT practitioners use traffic monitoring to, for example, determine if sensitive consumer 

information is being exported from their networks. LabMD could have used the freely 

available mechanism, Wireshark, to do packet level analysis to provide information to 

use to determine if Personal J n formation left the network without authorization. 

c. Evidence in the record shows that, through at least mid-2008, LabMD conducted 

manual computer inspections only in response to a physician or employee reporting that a 

computer had malfunctioned.21 Even when conducted on a regular basis, manual 

computer inspections can never be exhaustive because vulnerabilities and risks can exist 

anywhere in a computer, and human beings cannot inspect every one of those places. 

Ev.~n if they could, malicious software may, in some instances, mask its presence to 

avoid detection during a manual inspection, such as by altering the task manager 

application in Windows to prevent the malicious software's process fi·om being 

displayed. For these reasons, IT practitioners should not rely on manual inspections and 

11 See, for example, Christopher Maire January 9, 2014 Deposition Transcript, p. 95; Curt Kaloustian May 3, 2013 
Investigational Hearing Transcript, pp. 150-151 . 
1 ~ See, for example, Allen Truett February 27. 2014, Deposition Transcript, pp. 68-69. 

zo See, for example, Allen Truett February 27, 20 14, Deposition Transcript , p. 67. 
21 See, for example, Curt Kalouslian May 3, 20 13 Investigational Hearing Transcript, pp. 177- 178; Alison Simmons 
Investigational Hearing Transcript, pp. 78-80, 85-86; Matthew Bureau January 10, 2014 Deposition Transcript, pp. 
50-52. 
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should also use automated mechanisms·, such as IDS, file integrity monitoring, and 

penetration testing to assess risks and vulnerabilities on the network. 

69. LabMD did not implement an IDS or file integrity monitoring,22 and only began 

conducting penetration tests in May 2010. These tests were limited to external facing servers and 

did not test employee workstations and computers inside LabMD's network. LabMD could not 

adequately assess the extent of the risks and vulnerabi lities of its network without using these 

automated mechanisms. 

70. A penetration test of alliP addresses on the network, for example, would have identified 

vulnerabilities like outdated software, security patches that had not been applied, administrative 

accounts with default settings, etc. JT practitioners use this information to address these 

vulnerabilities. Information from penetration tests also could have identified all open ports 

within the network and all computers that accepted connection requests. This information could 

have been used to re-configure firewalls to close unneeded ports and to deny connection requests 

for computers whose work purpose didn' t require the servicing of such requests. 

71. Several wei !-respected and freely available penetration test and network ana lysis 

mechanisms have been available since 1997. Examples include: nmap (www.nmap.org, released 

1997), Nessus (free until 200&), and Wireshark (formerly Etheral, released 199&). Using these 

mechanisms, LabMD could have conducted vulnerability scans, or had vulnerability scans 

conducted for it, throughout the Relevant Time Period, and doing so would have allowed it to 

correct significant risks, including those I describe in Paragraph 72, be low, much sooner. The 

22 LabMD could have implemented an IDS and file integrity monitoring during the Relevant Time Period at 
relatively low cost. For example, LabMD could have implemented SNORT, a well-respected and widely used IDS 
that has been freely available since 1998, and, as I explain in Paragraph I 04 below, Stealth and OS SEC are 
examples offreely available file integrity monitoring products. 
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cost of having penetration tests is modest: the penetration test LabMD had performed in 20 I 0 by 

ProviDyn, an IT service provider, cost $450.23 

72. Evidence in the record shows that the external vulnerability scans conducted in 2010 

identified a number of well-known and significant risks and vulnerabilities on LabMD's 

network, including some that had been known to IT pract itioners for years. For example, 

ProviDyn's April2010 external vulnerability scan report identified a Level 5 anonymous FTP 

problem. This problem was first .reported by the security community on July 14, 1993, 17 years 

before ProviDyn found it on LabMD's Mapper server. 

73. Under the IT industry standardized classification system Prov iDyn used, a Level 5 risk is 

an Urgent Risk and requires immediate remediation.24 

74. The process for choosing reasonable and appropriate measures to address risks 

di scovered through risk assessment is well-known and understood among IT practitioners and 

businesses. Guidelines on how to select reasonable and appropriate security measures have been 

freely available for years. NJST, for example, published a standard that explained the process in 

2002.25 In 2005, the Centers for Medicare and Medicaid Services published HIPAA Security 

Series 6: Basics of Risk Analysis and Risk Management, which incorporates the central 

21 See, for example, FTC-LA BMD-003732 through FTC-LABMD-003736 (CX0044); FTC-LABMD-005254 
through FTC-LABMD-005258. 
24 The risk classifications ProviDyn used are the classifications in the PC! Data Security Standard, which are derived 
from the Common Vulnerability Scoring System (CVSS) established by the Nat ional Inst itute of Standards (NIST). 
See PCI Technical and Operational Requirements for Approved Scanning Vendors, Version 1.1 (September 2006). 
In this classification, there are 5 levels: Urgent Risk (S), Critical Risk ( 4), High Risk (3), Medium Risk (2), and Low 
Risk ( l ). Level 5 (Urgent Risk) Vulnerabilities provide remote intruders with remote rooUadministrative 
capabiliti es. With this level of vulnerability, hackers can compromise the entire host. Level 5 inch:des vulnerabi lities 
that provide remote hackers with full file-system read and write capabi lities, remote execution of commands as an 
administrative user. 
2~ See N!ST Risk Management Guide for In formation Technology Systems SP-800-30 {July 2002), at 
http://csrc n i st. gov /pub! i catio ns/nistpu bs/800-30/spS00-3 0. pdf. 
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principles ofNJST SP 800-30 in explaining how to perform the risk analysis and risk 

management required by the HIPAA Security Rule.26 

75. IT practitioners have used these concepts to identify security measures that are reasonable 

and appropriate under various circumstances for years. The basic idea is to balance the severity 

of a risk and the harm that will result if the ri sk is exploited against the cost of a measure that 

remediates the risk. The more sensitive the Personal Information maintained within the network, 

the greater the need for enhanced security measures, 

76. Consider the anonymous FTP problem set out in Paragraph 72, above: users are 

anonymous because no password is needed to log into the FTP service. It is an urgent risk to an 

application that LabMD used to transmit large amounts of Personal In formation. Thus, the risk is 

high and the harm that would result if the risk were exploited is also high. The cost of 

remediating it is low, involving only IT-employee time to disallow anonymous log-ins. As a 

result, it would be reasonable and appropriate under these circumstances to disall ow anonymous 

log-ins. The point of conducting appropriate ri sk assessments is to identify risks early, so that 

they can be remed iated. 

77. LabMD could have used read ily available measures to identify commonly known or 

reasonably foreseeable security risks and vulnerabilities on its network at relatively low cost.27 

C. Access to Information Not Needed to Perform Jobs - Complaint ~tO( c) 

78. Complaint Counsel has asked me to provide opinions as to (1) whether LabMD 

maintained more Personal Information than necessary on its network and (2) whether LabMD 

16 See U.S. Department of Health and Human Services, HIPAA Security Series, "6 Basics of Security Risk Analysis 
and Risk Management" (March 2007), 
http://www hhs.gov/ocr/privacy/hipaaladministrative/securityrule/riskassessment.pdf. 
27 See, for example, Parag raph 71, above. 
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used adequate measures to prevent employees from accessing Personal Information not needed 

to perform their jobs. My opinion is organized as follows: ( I) an explanat ion of why it is 

important for an organ ization to not maintain more Personal Information than necessary on its 

network; (2) my opinion concerning whether LabMD maintained more Personal Information 

than necessary on its network, includi ng some examples of key ev idence supporting those 

opinions; (3) an explanation of why limiting access to Personal Information is importanl; (4) a 

discussion of the mechan isms IT practitioners use to limit access to information maintained 

within a network; and (5) my opinion concerning whether LabMD used adequate measures to 

prevent employees from accessing Personalln formation not needed to perform their jobs, 

including some of the evidence 1 considered. 

i. Whether LabMD Maintained More Personal Information than 
Necessary 

79. One of the principles of information security is for an organization to not maintain more 

in formation than it needs to conduct its business. This is important because, if an organ ization 

collects more data than is needed to conduct its business, it increases the scope of potential harm 

if the organization's network is compromised. 

80. Based on my review of ev idence from the record, I have formed the opinion that Lab MD 

collected and maintained Personal Informati on about individuals for whom it has not performed 

testing (either directly or by outsourcing to another laboratory) and therefore did not use 

adequate measures to prevent employees from having access to Personal Information that was 

not needed to perform their jobs. 

a. Record evidence shows that LabMD collected and maintained indefini tely 

Personal Information about approximately I 00,000 consumers for whom it never 

performed testing (either direc tly or by outsourcing to another laboratory) and that 
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LabMD did not need to maintain Personal information about those consumers in order to 

conduct its business.28 

b. LabMD could have purged the data that it collected from consumers for whom it 

did not perform testing (either directly or by outsourcing to another laboratory) through 

its database applications. Purging data from a network is the type of thing that IT 

practitioners did regularly throughout the Relevant Time Period. Correcting this issue 

would have required only the time of trained IT staff and could have been done at 

relatively low cost. 

ii. Whether Lab MD Used Adequate Measures to Prevent Employees 
from Acce~sing Personal Information Not Needed to Perform Jobs 

8 I. By not limiting access to data, an organization increases the likelihood that sensiti ve data 

will be exposed outside of the organization by either a malicious insider or a compromised 

system. Insider threat is one of the major issues facing organizations. Though some insiders do 

not have malicious intent, some scenarios create the perfect storm for the leaking of sensitive, 

personal data, especially health data. For example, in recent years, there have been several highly 

publicized events where individuals with ce lebrity status had thei r personal health information 

exposed by an insider of the health care organization. While these events are publicized, there 

are numerous others that are not. Friends, family members, co-workers or acquaintances access 

the personal health records of an individual outside of the organizations ' policy, thereby 

violating that individual 's right to privacy. To address this problem an organization must specify 

policies and employ mechanisms that limit an employee's access to data based on that which is 

needed to perform their daily tasks. For example, a lab tech may need in formation that identifies 

zs LabMD's March J, 2014 Responses to Comp!aint Counsel's Requests for Admission,, 23; Michael Daugherty 
March 4, 2014 Deposition Transcript, pp. 198-199. 
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the patient, but may not need the patient's insurance information. Additionally, when an 

organization has information about a large number of people, it is not only necessary to limit the 

types of information that an employee within a specitic role may access, but it is also important 

to limit the number individuals whose Personal Information the employee may access. Doing so 

reduces the impact of a malicious insider. 

82. In addition to the insider threat, when data may be accessed by multiple parties, the 

likelihood that the data may be accessed from a computer that has been compromised also 

increases. This is especially the case for organizations that do not have a comprehensive 

information security plan, and have security practices that are at best reactive. In such cases, 

when data is downloaded to a compromised computer, vulnerabi lities on that computer may 

expose the data to individuals outside of the organization. 

83. A multi-pronged, defense in depth, approach must be used to effectively restrict access to 

data. The organization must first define roles for its employees and spec ify the types of data that 

are needed to complete the tasks that have been assigned to those roles. To enforce these roles, 

IT practitioners have long used role-based access control mechanisms to restrict access to 

sensitive data resources. These mechanisms should be employed to restrict access to data files 

and to applications that mediate access to the data. 

84. Based on my review of evidence from the record, I have formed the opinion that LabMD 

did not use adequate measures to prevent employees from accessing Personal Information that 

was not needed to perform their jobs. 

a. Record ev idence shows that LabMD is unable to specify the types ofPersonal 

Informat ion that each of its employees was permitted to access via LabMD's network and 

can specify only that its employees had "various levels of access" to various types of 
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Personal Information and that "all employees could gain knowledge of any Personal 

Information regarding Consumers to the extent it was necessary to the performance of 

their job duties."29 

b. Because LabMD cannot spec ify the types of Personal Information that each of its 

employees was permitted to access via LabMD's network, I conclude that LabMD did 

not specify policies and employ mechanisms to limit its employees' access to Personal 

Information to on ly the types of Personal Information that the employees needed to 

perform their jobs. 

85. LabMD cou ld have specified policies and implemented access control mechanisms to 

limit its employees' access to Personal Information to only the types of Personal Information that 

the employees needed to perform their jobs at relatively low cost. Operating systems and 

applications have access control mechanisms embedded in them. Therefore, correcting this issue 

would have required only the time of trained IT staff and could have been done at relatively low 

cost. 

D. Information Security Training - Complaint ~tO( d) 

86. Complaint Counsel has asked me to provide an opinion as to whether LabMD adequately 

trained employees to safeguard Personal Information. My opinion is organized as fo llows: ( I) an 

explanation of the importance oftraining; and (2) my opinion, including some examples of key 

evidence supporting those opin ions. 

87. The user is the weakest link in any information security program. A flawless security 

mechanism can be rendered ineffective by an untrained user. For example, a username/password 

29 LabMD's February 20, 2014 and March 17, 2014 responses to Complaint Counsel 's Interrogatory No. 2. See also, 
for example, March 10, 2014 Order on Complaint Counsel's Motion for Discovery Sanctions, p. 5. 
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authentication mechanism is only effective when users create strong passwords. Weak passwords 

that are short in length, contain dictionary words, contain the names of relatives, or favorite 

sports teams are more easily guessed than others. Therefore, an organization should train its 

employees on how to use any securi ty mechanisms that require employee action or any security 

mechanisms that employees are not technically prevented from reconfiguring (such as disabling 

a firewall on a workstation without IT staff approval). 

88. Employees also should receive periodic training on expected and acceptable use of 

computing facilities and current threats and best usage practices. 

89. Since computer threats and vulnerab ilities are always evolving, IT practitioners should 

receive periodic trai ning on the most recent advances in protecting against such threats. Several 

nationa lly recognized organizations provide low-cost and free IT security training courses.30 

90. I see no evidence in the record indicating that LabMD's non-IT employees received 

training on how to use security mechanisms or training on the consequences of recontiguring 

security settings in applications and security mechanisms on their computers, such as enabling 

file-sharing, which I discuss in Section VIII.G, below. 

91. Record evidence shows that LabMD did not adequately train employees to safeguard 

Personal Information or provide appropriate oppo1tunities for its IT employees to receive 

formalized security related training about evolving threats and how to protect against them? 1 

This resulted in gaps in their knowledge and a creation of security processes that were reactive, 

incomplete, ad hoc, and ineffective. For example, prior to 20 I 0: 

3° For example, the Center for lnfonnation Security Awareness, formed in 2007, provides free security training for 
individuals and businesses with less than 25 employees. The SysAdmin Audit Network Security Institute (SANS) 
formed in 1989, provides free security training webcasts. Additional free training resources may be found at 
http://msisac.cisecurity.org/resourceslvideos/free-training.cfm. The Computer Emergency Response Team (CERT) 
at Carnegie Mellon University has e-learning courses for IT professionals for as low as $850. 
31 See, for example, Alison S immons May 2, 20 13 Investigational Hearing Transcript, pp. 52-53, 60-61. 
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a. Penetration testing was never done;32 

b. Software with known flaws was not updated on servers that contained Personal 

I ... . 33 n1ormat10n; 

c. Firewalls were disabled on servers that contained Personal Information;34 

d. Servers executed software that was no longer supported by vendors, including 

operating system and antivirus software;35 

e. There was no uniform policy requiring strong passwords or expiration of 

passwords;36 

f. Personal In formation was transmitted and stored in an unencrypted format;37 

g. At least some employees were given administrative access accounts and were able 

to download and install software without restriction, etc.3 ~ 

92. LabMD could have adequately trained employees to safeguard Personal Information at 

relatively low cost.39 

E. Use of Authentication Related Security Measures - Complaint ~flO( e) 

93. Complaint Counsel has asked me to prov ide an opinion as to whether LabMD required 

employees, or other users with remote access to the network, to use common authentication-

32 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Trnnscript, pp. 92, 28 1-282. 
33 See, for example, FTC-PVD-001038 through FTC-PVD-001079 {CX0070). 
34 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 293-294. 
15 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 271-274; FTC-LABMD· 
003475 through FTC·LABMD-003482 (CX0035). 
36 See, for example, Roben Hyer December I 3, 2013 Deposition Transcript, pp. 25-27, 45-46; Alison Simmons May 
2, 20131nvestigational Hearing Transcript, pp. 153-154; John Boyle February 5, 2013 Investigational Hearing 
Transcript, pp. 18 1-184. 
17 See, for example, Curt Kaloustian May 3, 20 13 Investigational Hearing Transcript, pp. 62-64, 302-304. 
18 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. J 72; Alison Simmons 
Investigational Hearing Transcript, pp. 37-39; Robert Hyer December 13, 2013 Deposition Transcript, pp. 27-29. 
39 See, for example, footnote 30, above, and the accompanying text. 
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related security measures, such as periodically changing passwords, prohibiting the use of the 

same password across applications and programs, or using two-factor autnentication. My opinion 

is organized as follows: (I) an explanation of why using authentication-related security measures 

is important; (2) a discussion of common authentication-related security measures to limit 

access; and (3) my opinion, including some examples ofkey evidence supporting those opinions. 

94. Organizations should use strong authentication mechanisms to control access to 

workstations. Usernames/passwords are one such mechanism, but the effectiveness of this 

mechanism depends on the strength of the passwords and how the passwords are stored and 

managed. An organization should specify policies on how to create strong passwords. For 

example, password policies should specify acceptable length, required characters (numbers, case, 

symbols), lifetime, password hi story, passwords to avoid, etc. To enforce these policies: 

password management should be centralized; passwords should not be stored in clear text; and a 

cryptographic hash should be applied to the password before it is stored. 

95. Based on my review of evidence from the record, I have formed the opin ion that LabMD 

did not require employees or other users with remote access to its network, to use common, 

effective authentication-related security measures. 

a. Record evidence shows that LabMD did not provide specific strong password 

policie.s or enforcement mechanisms to ensure that strong passwords were being used to 

authenticate users and authorize them to access LabMD's network, either on site or 

remotely. For example: 

• LabMD billing employee Sandra Brown testified that she used the same 
use rname, sbrown, and password, labmd, to access her LabMD computer 
on site and remotely from 2006 to2013.40 

40 See Sandra Brown January 11 , 20 14 Deposition Transcript, p. 13. 
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• LabMD created weak passwords tor the nurses' user accounts that were 
created on the computers that it placed in its physician clients' offices. The 
typical password included the nurse's initials.41 

• Although the Windows operating systems that LabMD used provided a 
centralized scheme to manage passwords, LabMD did not use that 
functionality.42 

• Requiring two-factor authentication for remote users would have 
implemented a defense in depth strategy and could have compensated for 
Lab MD' s failure to require the use of strong passwords. Lab MD did not 
use two-factor authentication.43 

b. Record evidence shows that between at least October 2006 and June 2009, 

passwords required for access to Personal Information were shared by mu ltiple LabMD 

employees.44 

96. LabMD could have easily implemented strong authentication-related security measures at 

low cost. 

F. Maintenance and Updating of Operating Systems- Complaint ~tO( f) 

97. Complaint Counsel has asked me to provide an opinion as to whether LabMD maintained 

and updated operating systems of computers and other devices on its network. My opinion is 

organized as follows: (1) an explanation of the risks of using outdated software; and (2) my 

opinion, including some examples of key evidence supporting those opinions. 

~ ~See, fo r example, Alison S immons May 2, 2013 Invest igational Hearing Transcript, pp. 46-48; Letonya Randolph 
February 4, 20 14 Deposition T ranscript, pp. 39-41. 
42 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 171-1 72; Robert Hyer 
December 13, 2013 Deposition Transcript, pp. 84-88. 
43 See, for example, Alison Simmons, May 2, 20 13 Investigational Hearing Transcript, pp. 47, 144, 152, 156; Curt 
Kaloustian May 3, 2013, Investigational Hearing Transcript, pp. 254-258; Matthew Bureau January 10,2014 
Deposition Transcript, pp. 83-84; Lawrence Hudson January 13, 2014 Deposition Transcript, pp. 74-75, 89, I 83; 
Letonya Randolph February 4, 20 14 Deposition Transcript, pp. 38-4 I . 
44 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, p. 79; Robert Hyer December 
13, 2013 Deposition Transcript, pp. 26-27, 45, 62, 74-75. 
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98. Researchers have found that experienced programmers introduce I bug per every 10 lines 

of code that they write.45 Therefore, for a program like Windows Server 2003 46 that has 50 

million lines of code, you can expect approximately 5 million software bugs to be introduced 

while the software is being developed. While many ofthe bugs will be detected and fixed during 

system testing, not all bugs will be identified before the product is shipped. In addition, code that 

was added to fix a problem may also introduce new bugs. 

99. Hackers exploit software bugs to gain unauthorized access to computer resources and 

data. To I imit these exploits, IT practitioners should connect to product notification systems and 

immediately apply remediation processes and updates for vulnerabilities that have been 

identified. These systems provided freely available notifications from vendors, CERT, OSVDB, 

NIST, and others throughout the Relevant Time Period. 

I 00. Based on my review of evidence from the record, I have formed the opinion that through 

at least 2010, LabMD did not adequately maintain and update operating systems of computers 

and other devices on its network. 

a. Record evidence shows that Lab MD servers executed software that had 

vulnerabilities th at had been identified and reported by the securi ty and IT community 

several years prior to being detected on LabMD computers.47 This time delay indicates 

that Lab MD was neither knowledgeable of nor responsive to security alerts and software 

updates for the products that it used. 

·~ See Humphrey, Watts, "A Discipline for Software Engineering," Addison-Wesley Professional 1995. 
46 LabMD used Windows Server 2003 on at le~st some of its servers in May 201 0. See, for example, FTC-PVD-
00 l 038 through FTC-PVD-00 I 079 (CX0070). 

~1 See, for example, PTC-PVD-001038 through FTC-PVD-001079 (CX0070). 
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b. Record evidence shows that LabMD did not apply software updates in accordance 

with the polic ies it claims were in place during the Relevant Time Period48 and had no 

policy for updating the software on hardware devices such as firewa lls and routers. 

c. Record evidence shows that LabMD's servers were running the Windows NT 4.0 

server in 2006, two years after the product had been retired by Microsoft.49 The support 

life-cycle for Windows NT 4.0 ended on June 30, 2004, and Microsoft retired public and 

technical support and security updates on December 31, 2004. In a Microsoft press 

release, Microsoft states "Microsoft is retiring support for these products because the 

technology is outdated and can expose customei'S to security risks. The company 

recommends that customers who are still runn ing Windows NT 4.0 begin migrations to 

newer, more secure Microsoft operating system products as soon as possible."50 

d. Record evidence shoes that the LabMD Labnet server was running a version of 

Veritas Bac kup software that was configured with the default administrative password. 

This vulnerability had a LevelS (Urgent Risk) rating, which means that an attacker can 

compromise the entire host. This problem was detected in 2010, and the corresponding 

solution was avai lable as early as August 15, 2005. The Veritas software on the Labnet 

server also contained a Level 4 (Critical) buffer overflow vulnerability that would allow 

an attacker to execute arbitrary code on the remote host. 51 This problem was also detected 

48 See, for example, FTC-LABMD-003475 through FTC-LABMD-003482 (CX0035); FTC-LABMD-003 141 
through FTC-LABMD-003 162 (CX0006); FTC-LABM0-003590 through FTC-LABMD-003621 (CX0007). 
49 See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 27 1-274. 
10 "Q&A: Support for Windows NT Server 4.0 Nears End; Exchange Server 5.5 to Follow in One Year," 
https://www microsofl.com/en-us/news/features/2004/dec04/12-0J ntsupport.aspx, last accessed March 17, 20 14. 

sl Level4 ri sks are "Vulnerabilities expose highly sensitive information and provide hackers with remote user 
capabilities. Intruders have partial access to file system; for example, ful l read access without full write access." 
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in 20 I 0, and the corresponding solution was made available by the vendor on July I I, 

2007. 

e. Record evidence shows that several LabMD servers were running Integrated 

Information Services (liS) web servers that used an inseeure version of the Secure Socket 

Layer protocol (SSL 2.0).52 This vulnerability had a Level 3 (High Risk) rating, wh ich 

means that it provided hackers with access to specific information on the host, including 

security settings. 53 The vulnerability was detected on LabMD servers in 20 I 0. Microsoft 

provided instructions on how to disable SSL 2.0 as early as April 23, 2007. Microsoft 

released Windows Server 2008 along with liS 7.0 on February 27, 2008 and 

recommended both as upgrades to address the SSL 2.0 flaw. Thus, remediation for the 

flaw was available for three years prior to the vulnerability being detected on LabMD's 

network by the ProviDyn scan. 

I 01 . LabMD could have maintained and updated operating systems of computers and other 

devices on its network at relatively low cost. 

G. Prevention and Detection of Unauthorized Access- Complaint ~lO(g) 

I 02. Complaint Counsel has asked me to provide an opinion as to whether Lab MD employed 

readily available measures to prevent or detect unauthorized access to Personal Information on 

its computer network. My opinion is organized as follows: ( I) an explanation of the available 

measures and how they could have been deployed to prevent or detect unauthorized access to 

52 See, for example, FTC-PVD-00 I 038 through FTC-PVD-00 I 079 (CX0070). SSL is the protocol that ensures that 
data is encrypted for https. 
53 Leve13 risks are "High Risk vulnerabilities provide hackers with access to specific information stored on the host, 
including security sel1ings. This level vulnerabilities could result in potential misuse of the host by inttuders. 
Examples of level 3 vulnerabilities include partial disclosure of file contents, access to certain tiles on the host, 
directory browsing, disclosure of filtering rules and security mechanisms, susceptibility to denial of service (DoS) 
attacks, and unauthorized use of services (for example, mail relaying)." FTC-P VD-001038 through FTC-PVD-
001079 (CX0070). 
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Personal Information; and (2) my opinion, including some examples of key evidence supporting 

those opinions. 

103. Since security threats and vulnerabilities are changing constantly, security mechanisms 

that prevent an attack can never be exhaustive. Therefore, a defense in depth strategy must 

include mechanisms that attempt to prevent the exploitation of vulnerabilities by an attacker and 

detect unauthorized access when an attack is successful. The process of detection enables the 

organization to identify and patch holes in its security system. 

104. There are several proactive, measures that should be employed, as part of a defense in 

depth strategy, to prevent the unauthorized sharing ofPersonallnformation with external entities, 

including: 

a. Employees should be given non-administrative accounts on workstations, thereby 

preventing them from installing software. Windows includes the functionality to enforce 

this policy in its operating systems package. This is a cost free measure. 

b. Backups of Personal .Information should be stored on devices that are isolated 

from other employee activities. An employee's workflow may inadvertently expose 

sensitive information to malicious software, unauthorized software, unauthorized 

individuals, unauthorized changes, etc. Therefore, backups of Personal information 

should not be stored on multi-purpose employee workstations. Enforcing such a policy 

could be cost-free, if the organization designated an existing device for storage purposes 

only. 

c. Windows operating systems provide the functionality to allow users to create 

folders that are stored on their individual workstations that can be shared with others. 54 

14 These folders are different from shared folders on a network server that are centra lly managed by IT staff. 
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When a folder is shared, it allows others to view the files that are contained within the 

folder. 

d. While shared folders facilitate document sharing within an organization, there are 

many opportunities to mis-configure the sharing settings, which may lead to the 

inadvertent sharing of sensitive information with unauthorized parties. Such 

misconfigurations may include: giving read/write permissions to unauthorized parties, 

including restricted tiles in the shared folders, not including password protection, etc. In 

addition to the risk of misconfigurations, file-sharing applications, like Lime Wire, also 

present the contents of shared folders to other users of those applications as information 

that is avai I able to be downloaded. Therefore, employees should not be permitted to 

create shared folders on their workstations. Enforcing a no-shared folders policy requires 

no additional software, and can be achieved by configuring folder settings to disallow 

sharing and periodic monitoring of those settings. 

e. A firewall should be employed at the network gateway to block all unwanted 

traffic from entering the network. The gateway firewall could be configured to block 

traffic destined to all unauthorized applications, such as file-sharing applications, which 

in turn would prevent traffic for those applications from entering the network. This type 

of configuring would create a list of acceptable app lications and was routinely done by IT 

practitioners throughout the Relevant Time Period. 

f. In addition, all employee workstations should be configured to use a software 

firewall. On August 25, 2004, Microsoft released its Windows Firewall as part of 

Windows XP Service Pack 2. This software firewall could be configured to block all 

incoming connection requests to a workstation . This would prevent, for example, users of 
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tile-sharing applications, like Lime Wire, from establishing a successful connection with a 

workstation and downloading shared files. The Windows Firewall accompanied the 

operating system at no cost to the customer. 

g. Properly configuring firewalls at the network gateway and on employee 

workstations implements a defense ih depth strategy for network protection. This 

provides protection and the outer network layer and the inner workstation layer to 

provide more robust protection against unauthorized attempts to access the network 

in fi'astructure . 

h. file Integrity Monitors (FIM) take an initial snapshot of the files that are stored on 

a computer and periodically monitor the system to determine whether any changes have 

occurred. Any change may indicate malicious activity and raises an alert notification, 

indicating further investigation is needed. A FIM can be llsed to determine the presence 

of unauthorized software on a system. There are both free and commercially avai !able 

FIM products. Stealth 55 and OS SEC are examples of free products, and Tripwire is an 

example of a commercial product. These are the types of mechanisms that IT 

practitioners used regularly throughout the Relevant Time Period. 

105. Based on my review of evidence from the record, r have formed the opinion that LabMD 

did not employ readily available measures to prevent or detect unauthorized access to Personal 

Information on its computer network. 

a. Record evidence shows that LabMD actively stored backups of highly sensitive 

Personal Information on the Billing Manager's workstation. 56 At least one document 

51 "Center for Information Technology, University ofGroningen •• SSH-based Trust Enforcement Acqu ired through 
a Locally Trusted Host," http://stealth.sourceforge,oet/, accessed on March 17,2014. 
15 See FTC-LABMD-0031 41 through FTC-LABMD-003162 (CX0006). 
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• 

containing [a backup of] Personal Information was stored in a shared folder on the Billing 

Manager's workstation, which made it accessible to the unauthorized fi le-sharing 

application that had been previously installed on that computer. 

b. As discussed in Paragraph 61, above, record evidence shows that LabMD did not 

detect and remove the file-sharing appli cation, Lime Wire, until2008, two to three years 

after it had been installed.57 Had LabMD used FIM products to periodically monitor the 

Billing Manager workstation during this two to three year period, ir might have detected 

the Lime Wire application by, for example, detecting its installation or detecting music 

files downloaded through Lime Wire. FIM therefore would have strengthened a defense in 

depth approach. 

c. Record evidence shows that LabMD had several tirewalls, including the firewall 

that was part of its gateway router and internal firewalls, but these firewalls were not 

configured to prevent unauthorized traffic from entering the network.58 

106. LabMD could have employed readily available measures to prevent or detect 

unauthorized access to Personal Information on its computer network at relatively low cost. 

51 See, for example, July 16,2010 Letter from P. Ellis to A. Sheer (FTC-LABMD-002495 through FTC-LABMD-
002503). 

l i See, for example, Curt Kaloustian May 3, 2013 Investigational Hearing Transcript, pp. 98- i 03. 
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I\. Condusion 

I 07. Based on my review of the materials described in Section VI, ab1>ve., my experience 

desc ribed in Section II , above, and the specific opinions presented in Section VII I, above, my 

overall conclusion is that LabMD failed to provide reasonable and appropriate security for 

Personal Informat ion within its computer network throughout the Relevant Time Period of 

January 2005 th rough July 20 10, and that LabMD could have corn::cted its security failures at 

relatively low cost using readily availabl e security measUI'es. 

Dated: March 18, 2014 
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Ranganathan, A Middleware Architecture for Securing Ubiquitous 
Computing Cyber Infrastructures, 5th ACMIIFIPIUSENIX International 
Middleware Conference, October 2004, in IEEE Distributed Systems 
Online, 5,9 (September 2004 ), 1-. 

R. Hill, H.T. Kung, A Diff-Serv enhanced Admission Control Scheme, 
In Proceedings IEEE Global Telecommunications Conference. (San 
Antonio, TX, 200 I). 2549-2555. 
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Appendix B 
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IH Transcripts and Exhibits 
13.02.05 Boyle, John- Transcript 
13.02.05 Boyle, John- Exhibits 
I 3.02.06 Daugherty, Michael -Transcript 
13.02.06 Daugherty, Michael- Exhibit #8 
13.02.06 Daugherty, Michael - Exhibit# 14 
13.02.06 Daugherty, Michael- Exhibit #23 
13.05.02 Simmons, Alison- Transcript 
13.05.02 Simmons, Alison - Exhibits 
13.05.03 Kaloustian, Curt- Transcript 
13.05.03 Kaloustian, Curt - Exhibits 

Deposition Transcripts and Exhibits 
14.01.09 Maire, Chris 
14.01.1 0 Bureau, Matt 
14.01.11 Brown. Sandra 
14.0 I . 13 Hudson, Lawrence 
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FTC-00000 1-ITC-000 115 
FTC-000116-FTC-000376 
FTC-000377-FTC-000416 
FTC-000225-FTC-000246 
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14.01 .24 Howard, Patrick 
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14.02.05 Simmons, Alison 
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14.02.14 Bradley, Brandon 
14.02. I 7 Carmichael, Lou 
14.03.04 Daugherty, Michae l LabMD Ru le 3.33 
14.02.10 Daugherty, Michael 
14.01.25 Garrett, Karalyn 
!4.02.21 Harris, Nicotra 
14.02.11 Parr, Jennifer 
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14.02.27 Truett, Allen 
13.12.02 Dooley, Jeremy 
13. I 1.21 Boback, Robert Tiversa Rule 3.33 
13.12.13 Hyer, Robert 

Correspondence 
10.02.24 Ellis Letter 
I 0.06.04 Ellis Letter 
10.07.16 Ellis Letter 
10.07. 16 Ellis Exhibits 

Bates Range 
FTC-LABMD-002506-FTC-LABMD-002520 
FTC-LABMD-002523-FTC-LABMD-002524 
FTC-LABMD-002495-FTC-LAB MD-0025 03 
FTC-LABMD-002505-FTC-LABMD-003131 



10.08.30 Ellis Letter 
10.08.30 Ellis Exhibits 
11 .05 .16 Rosenfeld Letter 
11.05.16 Rosenfeld Exhibits 
11.05.3 1 Rosenfeld Letter 
11.05.31 Rosenfeld Exhibits 
11.07.22 Rosenfeld Email 
11.07.22 Rosenfeld Email 
11 .07.22 Rosenfeld Emaii-Screenshots 
I 1.1 2.21 CID to Daugherty and Responses 
13.01.17 CJD to Daugherty and Responses 
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FTC-LABMD-0031 32-FTC-LABMD-003137 
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FTC-LABMD-003749-FTC-LABMD-003750 
FTC-LAB MD-003 756-FTC-LAB MD-003 756 
FTC-LABMD-003757-FTC-LABMD-003 761 
FTC-000417-FTC-000423 
NA 
FTC-000 116-FTC-000 127 
NA 

Documents Produced by LabMD 
FTC-LABMD-00000 1-FTC-LABMD-0003 04 
FTC-LABMD-000306-FTC-LABMD-000385 
FTC-LABMD-000388-FTC-LABMD-000603 
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FTC-LABMD-000636-FTC-LABMD-000646 
FTC-LABMD-000648-FTC-LABMD-000776 
FTC-LABMD-003139-FTC-LABMD-003444 
FTC-LABMD-003453-FTC-LABMD-003628 
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FTC-LABMD-004514-FTC-LABMD-004536 
FTC-LABMD-004576-FTC-LABMD-004677 
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FTC-LABMD-007463-FTC-LABMD-007507 
FTC-LABMD-007619-FTC-LABMD-007627 
FTC-LABMD-007636-FTC-LABMD-007659 
FTC-LAB MD-007990-FTC-LABM D-007994 
FTC-LABMD-008022-FTC-LABMD-008036 
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FTC-LABMD-0081 08-FTC-LABMD-008124 
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FTC-LABMD-0 I 5242-FTC-LABMD-015245 
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FTC-LABMD-015491-FfC-LABMD-015525 
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FTC-LABMD-016135-FTC-LABMD-016141 
FTC-LABMD-016148-FTC-LABMD-016179 
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FTC-CY P-000 1954-FTC-CYP-000 1968 
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EXHIBIT 6 



United States of Amerie<~ 
FEDERAL TRADE COMMISSION 

WASHINGTON, DC 20580 

Bureau ofCooswnc:r t•rotterioo 
Division of Privacy and Identity Prot~ction 

VIA EMAIL AND COURIER 

William A. Sherman, II 
Dinsmore & Shohl LLP 
801 Pennsylvania Avenue, NW 
Suite 610 
Washington, DC 20004 

January 27, 2014 

Re: In the Matter of LabMD. Inc., FTC Docket No. 9357 

Dear Mr. Sherman: 

This letter follows my Jetter of January 24, 2014. Enclosed is a disc containing 
Complaint C'.-ounsel's fi rst production of documents responsive to LabMD, Inc.'s written 
discovery requests. 

Specifically, the documents that appear at FTC-000894 through f'TC-0 I 0652 are 
responsive to LabMD's Request tor Production 10. The documents that appear at FTC-000894 
through 002693 are responsive to LabMD's lnterrogalOry 18. 

We will supplement this production with our continuing, rolling production of 
responsive, discoverable, non-privileged documents. 

Please notify me when you have received the enclosed disc and I will then send you tbe 
encryption key. 

Enclosure (I) 

cc: Reed D. Rubinstein (via email) 
Michael D. Pepson (via email) 
Lorinda B . . Harris (v/(1 email) 
Hallee K. Morgan (via email) 
Kent Huntington (via email) 

Sincerely, 

La~~ 



William A. Sherman, II 
January 27, 2014 
Page2 

Sunni Harris (via email) 
Robyn Burrows (via email) 



EXHIBIT 7 



Bureau orCoi\S1m1Cr Proltc!IOI1 
Division or Privacy und ldcnht}' Prutcctton 

United States of America 
FEDERAL TRADE COMMISSION 

WASHINGTON, DC 20580 

March 3, 2014 

VIA EMATL AND COUlUER 

William A. Shennan, II 
Dinsmore & Shohl LLP 
801 Pennsylvania Avenue, NW 
Suite 610 
Washington, DC 20004 

Re: In the Matter ofLabMD, Inc., FTC Docket No. 9357 

Dear Mr. Sherman: 

This letter follows my letters of January 24, 2014, January 27, 2014, and February 19, 
2014. Enclosed is a disc containing Complaint Counsel's third production of documents 
responsive to LabM D, Inc.'s written discovery requests. 

Specificully, the documents that appear nt FTC-0 13803 to FTC-0 13853 ore responsive to 
Request for Production 4 and Interrogatory 11 . The documents that appear at FTC-012347 to 
FTC-012473 are responsive to Requests for Production 5. The documents that appear at FTC-
010957 toFTC-012358, FTC-012474 to FTC-Ol3766, and FTC-013854 to FTC-013898 are 
responsive to Request for Production 10. The documents that appear at FTC-0 11034 to FTC-
011276, FTC-011305 to FTC-012112, FTC-012474 to FTC-012477, FTC-012491, FTC-012552 
to FTC-012553, and FTC-013626 to FTC-0 I 3628 are responsive to Interrogatory 18. 

Complaint Counsel also supplements its initial disclosures with the document located at 
FTC-013767 to FTC-013802. 

Complaint Counsel has not collected or reviewed, other than in response to Respondent's 
discovery requests, any additional documents required to be produced by the Order Denying 
Respondent's Motion for a Rule 3.36 Subpoena (Febnmry 21 , 2014). Nonetheless, documents 
that arc relevant to the Complaint's allegation that "since 2005, security professiouals and others 
(including the Commission) have warned that P2P applications present a risk that users will 
inadvertently share files on P2P networks" appear .in this production at FTC-0 I 1305 to FTC-
0!1312, FTC-O ll84 I to FTC-011874, FTC-012347 to.ITC-012358, FTC-012478 to FTC-
012490, FTC-0 12520 to FTC-012544, FTC-013626 to FTC-013628, ITC-013762to FTC-
013766, and FTC-013897 to FTC-013898. 



William A. Sherm:m, II 
March 3, 2014 
Page2 

Please note that certain documents have been marked "Confidential," pursuant to 
Paragraph 6 ofthe Protective Order. In particular, FTC-012363 is a native audio 11lc and as such 
the contents could not be stamped "Confidential." The placeholder .TIF and the metadata, as 
well as the accompanying static document at FTC-0 12362, have been marked "Confidential" to 
indicate that the entire document is to be treated as confidential as described in Paragraphs 7 to 
13 of the Protective Order. The document at FTC-01 3767 to FTC-013802 has also been marked 
coniidential. 

Please notify me when you have received the enclosed disc and I will then send you the 
encryption key. 

Enclosure 

cc: Reed D. Rubinstein (via email) 
Michael D. Pcpson (via email) 
Lorinda B. Harris (viq email) 
I-Jallee K. Morgan (via email) 
Kent Huntington (via email) 
Sunni Harris (via email) 
Robyn Burrows (via email) 
Daniel Epstein (via email) 

Sincerely, 

L~ruff 



EXHIBIT 8 



UNITED STATES OF AMERICA 
FEDERAL TRADE CO.l\tlMISSIO:N 

) 
In the Matter of ) 

) 
BJ'S WHOLESALE CLUB, INC., ) 
a corporation. ) ________________________ ) 

FJLE NO. 0423160 

AGREE~NT CONTAINING 
CONSE.NT ORDER 

The Federal Trade Commission h~s conducted an inyestlgatiqn of certain acts and 
practices ofBJ's Wholesale Club, Inc., a Delaware corporation ("proposed -respondent"). 
Proposed respondent, having been represented by counsel, iswllfing to enter Into an agreement 
containing a consent order resolving the allegations contained in the attached draft complaint 
Therefore, 

IT IS HEREBY AGREED by and between BJ's Who!_esale Club, Jri.c., Qy :its duly 
authorized officers, and counsel for the FedetalTrade Comm.issicii:i. that~ 

1.. Prqposed respondent BJ's Wholes~le Club, fnt. is a Delawar~ corporation with it.s 
principal office or place of busines$ at One M~cet Road, N atic~> Massachusetts .017150. 

2. Proposed respondent adn1its all the juri~dictlon~l. facts s~t forth in the ·qraft 
complaint. 

3. Proposed respondent waives: 

A. any further procedural steps; 

B. the requirement that the Comniission's decision contain a statement of 
finclings of fact and conclusions of law; and 

C. all rights to seek judicial review or otherwise to challenge or contest the 
validity of the order entered pursuant to this agreement. · 

4 . This agreement shall not become part of the public record of the proceeding 
unless and until it is accepted by the Commission. If this agreement is accepted by the 
Commission, it, together with the draft complaint, will be placed on the public record for a 
period ofthirty (30) days and infonnation about it publicly released. The Commission thereafter 
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may either withdraw its acceptance of this agreement and so notify proposed respondent, in 
which event it will take such action as it may consider appropriate, or issue and serve its 
complaint (in such form as the circumstances may require) and decision in disposition of the 
proceeding. 

5. This agreement is for settlement purposes only and does not constitute an 
admission by proposed r~spondent that thelaw has been violated as alleged in the draft 
complaint, or that the facts as alleged in the draft complaint, otQer than the j tc~risdi ctional facts, 
are tr\Je. 

6. This agreement contemplates that, if it js accepted by the Commission, and if such 
acceptance is not subsequently withdrawn by the Commission pursuant to the provisions of 
Section 2.34 of the Commission's Rtc~lesj the Commission may, without further notice to 
proposed respondent, (1) iss1,1e its complaint Qorresponding in form and substance with the 
attached draft complaint and its .dedsion containing the following order in disposition of the 
proceeding, and (2) make ·lnfonnatlon ahout it pubHc .. When so entered, the order shall have the 
same force and effect and may be altered, modified, or set aside in the same manner and within 
the same time prov)d.ed.by statute for other orders. The order shall become final upon service. 
Delivery of the complaint and the ,decision and order to p·roposed respondent' s address a·s.stated 
in tlus agreement by any means specified in Sectiofi 4.4(a) of the Commission's Rtileirshall 
constitute se.rvice. Ptoposed -respo.nde.nt waives any right it may have to any other mannet of 
serVice. The complain1dnay be used in eonstrui'ng the terms of th.e orde:r. No agreement,. 
understanding, repr~entaHon,, or i.Qt~rp;etatiot:! not ·cont~ined in the order or in the agreement 
may pe used to v.ary or c;ontradict tile 'femls of the order. 

7. ·proposed respondent has read the draft ·C9mpla.int and ·consent order .. I t 
understands that it may be liable for civil penalties in the amount provided by law and other 
appropriate reiief for ·each violation of the order after it becomes finat. 

ORDER 

DEFINITIONS 

For purposes of this order; the following definitions shall apply: 

l. "Personal information" shall m ean individually identifiable infonnation from or 
about an individual consumer including, but not limited to: (a) a first and last name; (b) a home 
or other physical address, including street name and name of city or town; (c) an email addres·s or 
other online contact infonnation, ~uch as an instant messaging user identifier or a screen name 
that reveals an l"ndividual' s email address; (d) a telephone number; (e) a Social Security number; 
(t) credit and/or debit card infonnatio11, including credit and/or debit card number, expiration 
date, and data stored on the magnetic stripe of a credit or debit card; (g) a persistent identifier, 
such as a customer number held in a "cookie' ' or processor serial numb er, that is combined with 
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other available data that identifies an individual consumer; or (h) any other informati on from or 
about an individual consumer that is combined with (a) through (g) above. 

2. Unless otherwise specified, " respondent" shall mean BJ's Wholes·a]e Club, Inc. 
and its successors and assigns, officers, agents, representatives, and employees. 

3. "Commerce" shall mean as defined in Section 4 of the Federal Trade Commission 
Act; 15 US.C. § 44. 

I. 

IT IS ORDERED that respondent, direct! y or through any corporation, subsidiary, 
division, or other device, in connection with the advertising, marketing, promotion, offering for 
sale, or sale of any product or service, in or affecting commerce, shall, no 1 ater than the date of 
service ofthts order, es~ablish and implement, and thereafter maintain,~ e<Omprehensive 
information security program that is reasonably designed to protect the security; confidentiality, 
and integrity ofpetsonal1nformation collected from or about consumers. Such program, the 
content and implementation of which must be fully documented in writing, shall contain 
administrative, technical, and physical safeguards appropriate. to respondent.'-s size and 
complexity, the nature and scop·e of respondent's activities. and the sensitivity of the pe.-son'al 
information collected frorn or about consumers, including: 

A. the designation of an ernploye·e or employees. to coordinate and be 
accopnt~ble forth~ _infohnatiqn security program. 

B. the identification of m ateri~Untem<U and external risk~ to the securi t:y, 
confidentiality, and integrity ofper~onal infonnation th~t could result in the 
unauthorized disclosure, misuse, loss. *eratiQn, destruction, or other compromise 
of such information, and assessment of the sufficiency of any safeguards in place 
to control these risks. At a minimum, this risk assessment should include 
consideration of risks in each area of relevant operation.,. including, but not limited 
to: (1) employee training and management; (2.)information systems, including 
network and software design, infmmation proees·sing, storage, transmisston, and 
disposal; and (3) prevention, detection, and response to attacks, intrusions, or 
other systems failures . 

C. the design and implementation of reasonable safeguards to control the 
risks identified through risk assessment, and regular testing or monitoring of the 
effectiveness of the safeguards' key controls, systems, and procedures. 

D. the evaluation and adjustment of respondent's information security 
program in light of the results of the testing and monitoring required by 
subparagraph C, any material changes to respondent's operations or business 

Page 3 of 7 

FTC-000896 



arrangements, or any other circumstances that respondent knows or has reason to 
know may have a material impact on the effectiveness of its information security 
program. 

n. 

IT IS ,FURTHER ORD:ERED that respondent obtain an assessment and report (an 
"Assessment") from a qualified, objective, independent third-party professional, using 
procedures (!nd standards generally accepted.in the profession, within one hundred and eighty 
(180) days after service of the order, and bi~011ially thereafter for twenty (20) years after service 
of the order that: 

A. sets forth the speci:fic administrative, technical, and physical safeguards 
that respondent has implemented and maintained during the reporting period; 

B. explains how such safeguards are appropriate to respondent's size and 
complexity, the nature and scope of respondent's activities, and the sensitivity of 
the personal information collected from or about consumers; 

C. explains how the safeguards that have been implemented meet or exceed 
the protections reqUired by Paragraph 1 ofthis order; and 

D. certifies that respondent's. security program is operating with sufficient 
effectiveness 'to provide reasonable assuranc-e thaf the security, conf;i.dentiality, and 
integrity ofp e,rsbri<tl informati<;>n is protected ~nd, for biennial reports, has so 
operated throughout i.he reporting period. 

Each Assessment shaH be prepared by a person qualified (\Sa Certified Information System 
Security Professional (CISS~) or as a Certified Infonnation Systems Auditor (CISA); a person 
holding Global Information Assurance Certification (GIAC) from the SysAdmin, Audit, 
Network, Security (SANS) lnstitute;or a similarly qualified person or organization approved by 
the Associate Director for Enforcement, Bureau of Consumer Protection, Federal Trade 
Commission, Washington, D.C. 20580. 

Respondent shaiJ provide the first Assessment, as well as all : plans, reports, studies, reviews, 
audits, audit trails, policies, training materials, and assessments, whether prepared by or on 
behalf of respondent, relied upon to prepare such Assessment to the Associate Director for 
Enforcement, Bureau of Consumer Protection, Federal Trade Commission, Washington, D.C. 
20580, within ten (1 0) days after the Assessment has been prepared. All subsequent biennial 
Assessments shall be retained by respondent until the order is terminated and provided to the 
Associate Director ofEnforcement within ten (10) days of request. 
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III. 

IT IS FURTHER ORDERED that respondent shall maintain, and upon request make 
available to the Federal Trade Commission for inspection and copying, a print or electronic copy 
of each document relating to compliance .. including but not limited to: 

A. for a period of five (5) years: any documents, whether prepared by or on 
behalf of respondent, that contradict, qualify, or call into question respondent's 
compliance with this order; and 

B. for aperiod ofthree (3) years after the date ofpreparation of each biennial 
Assessment required under Paragraph IT of this order: all plans, reports, studies, 
reviews, audits, audittrails1 policies, training materials, and assessments, wln~ther 

prepared by or on behalf"of respondent, relating to respondent's compliance with 
Paragra,p.hs I an~ IJ ·of this order for the compliance period covered by S\lCh 

biennial Assessment. 

IV. 

IT IS FURTHER ORDERE.D that respondent shall deliver a copy·of this order to all 
current and future pri.ilcipals, officers, directors, and managers, and to all current and future 
employees, agents, and representative§ having managerial responsibil ities tel"ating to the subject 
matter of this ·order. R.e·spondent shall deliV¢1"-this order to su-ch current personnel within thirty 
(30) days after service.ofthis order; and lo such future personnel within thirty 00) dt;iys after the 
person assumes such ()Osition ortesponsibilities. 

v. 

IT IS FURTHER ORDERED that respondent shall notify the Commission at le<ISt thirty 
(30) days prior to any ~h?.Jlge in the corporation that may affect compliance obligations qrising 
under this order, including, but noi limited to, a dissolu6on, as-signment, sale, merger, nr other 
action that would result in the emergence of a successor corporation; the creation or dissolution 
of a subsidiary, parent, or affiliate that engages in any acts or practices subject to this order; the 
proposed filing ofa bankruptcy petition; or a change. in either corporate name or address. 
Provided, howeve.1:, that, with respect to any proposed change in the corporation about which 
re~ipondent learns less than 1hirty (30) days prior to the date such action is to take place, 
respondent shall notify the Commission as soon as is practicable after obtaining such knowledge. 
All notices required by this Paragraph shall be sent by certified mail to the Associate Director, 
Division of Enforcement, Bureau of Consumer Protection, Federal Trade Commission, 
Washington, D.C. 20580. 
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VI. 

IT IS FURTHER ORDERED that respondent shall, within one hundred and eighty 
(180) days after service of this order, and at such other times as the Commission may require, file 
with the Commissi on an initi al report, in writing, setting forth in detail the manner mid fom1 in 
which it has complied with this order. 

vu. 

This order will. tenninate twenty (20) years .from fhe datrq of_its issuanqe, or twenty (20) 
years from the most recent date that the United States or the Federal Trade Commission files a 
complaint (with or without an accompanying consent decree) in federal court ·alleging any 
violation of the order, whichever comes later; provided, however, th~t the filing of$uch a 
complaint will not affect the duration of: 

A. any Paragraph in this order that tem1inates in less than twenty (20) years; 

B. this order;·s application to any respondent that is not named as a defendant 
in such complaint; and 

C. this order if such complaint is filed aftet the btdet has tetrhina:ted put.suaht 
to this Paragraph. 

Provicfed, furthe.r, that if such complaint is dismissed ·or a federal court :rules that respondent did 
no't violate arty provision of the order-, and the dismissal 9r ruling is either not appealed_ or upheld 
on appeal, then the order will tenninate according to this P~ragraph as though the complaint had 
never been filed, except that the order will not tem1lnate between the. date S\jch ·comphiint is filed 
and the later oftbe deadline for appealing such dismissai or ruling and the date such di'smissal or 
ruling is upheld on appeal . 

Signed this seventeenth day of May, 2005 
BJ's WHOlESALE CLUB, INC. 

By· ________________ _ 

BJ 's WHOLESALE CLUB, INC. 

DAVID MEDINE 
JAMES W. PRENDERGAST 
Wilmer Cutler Pickering Hale and Dorr llP 
Counsel for respondent BJ's Wholesale Club, Inc. 
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APPROVED: 

JOEL WINST.ON 
Associate Director 
Division ·of Financial Practices 

LYDIA B. P ARL"\ffiS 
Director 
Buteau of Consumer Protection 

FEDERAL TRADE COMMJSSION 

By· ________________ __ 
ALAIN SHEER 
Counsel for the Federal Trade Commission 
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Alerta de Ia FTC para Consumidores 

Uso Compartido de Archivos: 
C6mo Evaluar los Riesgos 

File-Sharing: Evaluate the Risks 

Todos los dfas miflones usuarios de compuladoras comparten sus archivos en linea. Ya se 
trate de musica, juegos o programas, el usa compartido de los archivos puede permitir que 
todas las personas compartan una gran cantidad. de informacion. Usted simplemente 
descarga un programa ·software especial que conecta su computadora a una red informal de 
otras computadoras que operan con el mismo programa. Millones de usuarios pueden 
conecfarse a Ia vez entre si par medio de este programa, el cual frecuentemente es gratuito 
y facilmente accesible. · 

(,No es verdad que parece aJentador? QuiZas, pero asegure.s.e de considerar cuales seran 
los costos que tendra que ''pager" a cambio. La Comisi6n Federal de Comercio (Federal 
Trade Commission, FTC), Ia agencia nacional de proteccion del consumidor; advierte que el 
uso ·compartido de archivos puede acarrear una canfidad de riesgos. Por ejemplo, cuando 
us ted esta conectado a program as de uso conipartido, sin darse cuenta puede estar 
p~rmjtiendoles a los ·o~m~.s que cqpien archlvos privflpos qL,Je. no tiene intenci6n de 
compart'ir. Usted pue.de descargar materiai a su compu"fadora que esta protegido pot las 
leyes de derechos de autoda y ·complicarse en problemas legales. Usted puede des.cargar 
ui1 Vin.Js info.rmatico o faci!itarque s~ vi olen las mec:Hdas de segundad en linea; o t~t vez· 
destargar: invoiuntanamente porriografia que esta pr.esentada bajo otros tltuios. 

Para proteger Ia informaci6n personal que tiene alriiacenada en su computadora, Ia FTC le 
recdl11ienda que: 

lnstale el programa de usa conipartido de archives con mucho cuidado. Si at instalar 
el program.a usted no marca las. configur~ciones correctas, podrla estar otorgando acceso no 
solainente a los archivos que desea eompartir sino fambi{m a otra informaci6n grabada en e1 
disco duro de su computadora, como por ejemplo sus declaraciones de impuestos, mensajes 
electr6nicos, registros medicos, fotos y otros documentos pen~onales. 

Tenga cuidado con los progrc;~mas de espioaje (spywar~). Algunos program.as de uso 
compartido de archivos tambien tnstalan otros pr.ogratnas conocidos como spyware. Este 
programa de espionaje monitorea los habitos de navegaci6n del usuario y luego envia esos 
datos a terceros. Algunas veces, el usuario rec;ibe .anuncios basados en Ia informacion que 
el spyware ha recogido y diseminado. El spyware puede ser dificil de detectar y de eliminar 
de su computadora. Antes de usar un programa de uso compartido de archivos es probable 
que desee comprar un prorgama que pueda prevenir Ia descarga de este tipo de spyware o 
que lo ayude a detectarlo en el disco duro de su computadora. 

Apague su conexi6n. En algunas instancias el cierre de Ia ventana del programa de 
uso compartido de archivos no cierra realmente su conexi6n con Ia red. Esto permite que 
continue activado el uso compartido de archivos y podrfa incrementar su riesgo de 
seguridad. Si usted tiene una conexi6n de lntemet de alta velocidad o ''banda ancha" (high
speed o broadband connection) usted sigue conectado allntemet a menos que apague su 
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computadora o desconecte su servicio de Internet. Este tipo de conexi6n permanente puede 
permitir que otros copien sus archives en cualquier momenta. Aun mas, algunos programas 
de uso compartido de archives se abren automaticamente cada vez que usted prende su 
computadora. Como medida preventiva, es posible que desee ajustar los controfes de 
configuraci6n del programa de uso compartido de archives para evitar que se abra 
automatlcamente. 

Utilice un programa software antivirus que sea efecbvo y actuallcelo regularmente. 
Los archives que descarga pueden estar etiquetados incorrectamente y pueden ocultar un 
virus u otros contenidos indeseados. Utilice un programa antivirus para proteger su 
compulador:a contra los virus que pudieran provenir de los otros usuaries a traves del 
programa de uso compartido. No todos los antivirus bloquean los archives descargados a 
traves de programas de uso compartido, qsi que debe verificar las CClpacidadE;:s de su 
prograhia· antivirus y los ajustes (settings) que tiene. Ademas, debe evitar descargar 
archives con extensiones del tipo .exe, .scr, .Ink, .bat, .vbs, .dll, .bin, y .cmd. 

Hable coli su famflia sobre el tema del uso compartido de los archives. Es posible que 
los pad(es no est~n al tanto de que sus hijos descargaron progra,mas que ope ran en red 
COmpartiendO los archlvos de la cotnpwtadora familiar y que tal VEiz puedan haber 
intercambiado, juegos, videos, musica, pomografia u otro .material que podria ser 
inapropia,do para eHo&. Tampien puee!~ suceder que, como algt,~nas v~ces los archfvos de 
otr~s ·personas puede.n estar etiquetados incorrectamente .• los nines los descarguen 
involuntariamente. Ademas, quizas los nii'ios no esten en condiciones de comprender los 
ri~sgos d,e segUr.idad y p~ c;>tro lipo que acarrea el uso con1partiqo de a.rchivos y puede·n 
insta.lar eiJ>r'o~rama intorre~tamente permitiendole a cualquier navegante ·oellntemet el 
acceso a lo~ archives privaqos de l<l comptJtadora familiar. 

La PTO tr'aoaja en favor del consumidor para Ia prevenci6n de practices comerciales 
fraudulen~as, engaiiosas y deslealeS. y para proveer informaci6n de utilidad al consumidc;>r 
con el objetivo de identlficar, delener y evitar dichas pradicas. Para presentar una queja o 
para obtener informac1.6n gratuita sobre ternas de interes del consumidor visite 
ftc.gov/espanol b na·rne sin cargo al 
1-877-FfC-HELP (1-877-382-4357); TTY: 1-866-653-4261. La FTC ingresa todas las quejas 
relacionadas $ fraudes de lnt~met y sistema de telemercaaeo, rol;>o de identidad y otras 
quejas sabre pratticas fraudui.entas a una base de datos segura llamada Centiriela del 
Consum!c;for (Consumer Sentinel) que se encuentra a disposici6n de cientos de agencias de 
cumplimiento de las !eyes civiles y penales en los Estados Unidos y en el exlranjero 

Julio 2005 
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United States of America 

Federal Trade Commission 

The Procrustean Problem with Prescriptive Regulation 

I. Introduction 

Remarks of Maureen K. Ohlhausen1 

Commissioner, U.S. Federal Trade Commission 

Sixth Annual Telecom Policy Conference 
Free State Foundation 

Washington, DC 

March 18,2014 

Thank you to the Free State Foundation for inviting me to speak today. I am honored to 

participate in today's thoughtful discussion on the future of communications regulation. 

At the Federal Trade Commission ("FTC"), protecting consumers and competition on the 

Internet is a substantial and growing part of our work, and I have some specific ideas on the 

FTC's future role. After introducing the work ofthe FTC, I will make three points today. First, 

to protect consumers effectively while promoting innovation, regulators must embrace regulatory 

humility and focus on consumer harm. Next, the recent Verizon decision is an example of the 

difficulties of using prescriptive ex ante rulemaking to regulate a dynamic industry.2 The Greek 

myth of Procrustes and his iron bed is instructive here, as I will explain. Finally, reformers 

1 The views expressed in these remarks are my own and do not necessarily reflect the views of the Federal Trade 
Commission or any other Commissioner. 
1 Veri=on \1. FCC, 740 F.3d623 (D.C. Cir. Jan. 14, 2014). 



"unfair and deceptive acts."23 The Act applies across all industries with a few exceptions. And 

where the FCC's regulations generally set the boundaries o f what certain types of entities can do, 

the FTC's statute fences off deceptive or unfair practices for all entities, but generally perm its 

everything else. The FTC's process is enforcement-centric rather than rulemaking-centric. As 

such, it is ex post rather than ex ante and case-by-case rather than one-size-fits-all. And because 

an enforcement action requires a complaint and a case to move ahead, the FTC's method 

typically focuses on actual, or at least specifically alleged, harms rather than having to predict 

tltture harms more generally. 

Because of these structural differences, the FTC's enforcement process is less affected by 

the systemic knowledge problems of the FCC's prescriptive ex ante rulemaking approach. First, 

rather than having to collect detai led kno·wledge about an entire industry, the FTC need only 

gather enough information about the specific parties to the dispute and their behaviors in the 

relevant market. The FfC has significant investigatory authority to gather such information. 

Second, collecting such information is much simpler because the vast majority of the necessary 

information will be in the hands of the parties to the case. Third, even in rapidly changing 

industries, the FTC' s decision on a case will bind only those parties to the specific case. The 

case will have precedential value, but when the FTC weighs that precedent in future cases, it can 

then consider any changes in the underlying facts. 

Thus, the FTC's approach facilitates what Adam Thierer calls "permission less 

innovation," or the "anti-precautionary principle" better than a prescriptive rulemaking 

approach.24 The proof, as they say, is in the pudding. As the Internet has become an 

23 IS U.S.C. § 45(ll)( l ). 
24 See Adam Thierer, Who Really Believes in "Permiss/onless lnnovalion "?, 
hllp://lechliberation.com/20 13/Q3i04/who-rcaj ly-bel icvcs-i n-pcrmissionlcss-innovation/ (l ast visited Mar. 18, 20 14). 
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increasingly integral part of society, the FTC's enforcement-centric approach has enabled it to 

serve an increasingly large role in protecting consumers and competition on I ine even while the 

industry has continued to innovate. In fact, the FTC is already addressing major Internet-centric 

concerns, including new issues in privacy, fraud, advertising and other consumer protection 

issues, along with competition issues. 

Perhaps the most significant Internet issue the FTC has tackled is privacy. The FTC 

leads the federal effort to protect the privacy of consumers online. Online privacy is a very 

wide·ranging topic, covering spam email, data collection and security, safety of children, and 

online advertising. Hot new topics include the Internet of Things and big data. The FTC has 

been active in all of these areas, using a full range of tools, including enforcement, consumer and 

business education, policy research, and convening stakeholders for discussion. 

For example, the FTC has brought a wide range of enforcement cases addressing 

consumer harms related to the Internet, including more than 1 00 spam and spyware cases and 50 

data security cases. The FTC has brought these cases against a wide range of defendants, 

including an international hotel chain, a major data broker, a national drugstore chain, and the 

social media site , Twitter. We also hold companies to the promises made in their privacy 

policies and have brought actions against companies such as Google and Facebook for violating 

those promises. Additionally, we have brought over 20 cases to enforce the Children's Online 

Privacy Protection Act and have collected more than $7 million in civil penalties.Z5 I believe this 

strong enforcement record reflects the FTC's readiness and capability to protect consumer 

privacy online in the face of technological change. 

25 See generally, Maureen K. Ohlhausen, Commissioner, Fed. Trade Comm' n, Forum for EU-US. Legal- Economic 
Affairs, Remarks at The FTC's Privacy Agenda for the 2014 Horizon (September 14, 2013), available al 
h up:/ /www .ftc. gnv/s i tcs/dc Ill ult/fi les/ documents/public statements/Hco/oE2%80%99s-pri vucy-agcnda-20 14 -horizon
forum-eu-u.s.lcgal-cconomic·aflairs/130914bcrl inprivacvi n20 14.pdf'. 

12 



Enforcement is the cornerstone of our activity to protect consumers online. But it is 

supp01ted by a wide range of other complementary tools that the FTC uses to promote consumer 

welfare and competition online, including consumer and business education and policy R&D 

efforts. 

J n some respects, the Commission's consumer and business education efforts affect a 

greater percentage of American consumers than anything else we do. For example, the 

informatio n available on our webpages to help consumers avoid becoming victims of identity 

theft and to mitigate the damage of identity theft have had millions of hits and has been 

distributed widely in hardcopy. We also educate consumers on how to avoid fall ing victim to 

online scams, how to deal with spam email, how to protect their computers, phones, and home 

networks, and how to keep children safe onl ine, among many other topics. For businesses we 

offer a wide range of legal resources, guidance, and handbooks on topics including online 

advertisi ng, privacy laws, and best practices across the Internet, including websites, mobile apps, 

and general data security. 

The FTC also has a strong policy research and development capabi lity that it uses to stay 

abreast of new technologies and emerging issues. For example, the Commission has been 

closely studying the related issues of big data and the 1nternet of Things. The FTC has hosted 

successful workshops on these topics and others, including disclosures of online marketing and 

advertising practices, children's online privacy and new technology, and mobile device tracking. 

Future FTC workshops wi ll cover topics such as consumer behavioral prediction and analysis 

and consumer generated health data. These workshops are particularly valuable because not only 

do they educate consumers and businesses, they also help the Commission stay informed about 

the ongoing technological developments and the benefits and risks of such new technologies. 
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UNITED STATES OF AMERICA 

BEFORE T HE FEDE RAL TRADE COMMISSION 

OFFICE OF THE ADMINISTRATI VE LAW JUDGES 

5 In the Mat ter of: 

6 

7 

8 

9 

10 

1 1 

12 

13 

14 

LabMD, INC . , a c orpo r ation 

Respondent . 

Do cket No. 

9357 

DEPOS I TION OF DANIEL KAUFMAN 

Wa shington , D.C. 

Monday , April 14, 2014 

The deposition of DANI EL KAUFMAN was convened 

on Monday, April 1 4, 2014 , commencing at 10 : 42 

a.m. , at the offices of the Federal Trade 

1 5 Commission , 600 Pennsylvania Avenue, N.W . , 

16 Washington , D.C ., before Karen K. Brynt eson , 

17 Regi s ter e d Me rit Reporter , Certified Real time 

1 8 Report e r, a nd Notary Publ i c. 

19 

2 0 

2 1 

22 



1 t o a llegat i ons of consumer i n jur y. So you can 

2 answer to the extent you know. 

3 THE WITNESS : Yeah, I do think t hat 

4 the a llegations all focus on natural persons , so 

5 yes. 

6 

7 break . 

MR . SHERMAN : Okay . I need to t ake a 

8 (A recess was taken at 2 :32p . m., after 

9 which the deposit ion r esumed at 2 : 40 p.m . ) 

10 MR . SHERMAN : Back on the r ecord . I 

11 want to place t h is on the record, counsel. 

12 My n ex t line of inqui ry wou l d be to 

13 questio n Mr. Kaufman and the Bureau abou t the 

1 4 da ta s ecu r i ty st andards that they a r e going to 

15 use to bas ica l ly demonstra te t ha t LabMD 

16 p a rt icipated in an unfa ir practice . 

17 It i s my understanding tha t you have 

18 made an ob j ection to t hat line of i nquiry. 

19 MS . VAN DRUFF : I be l ieve that the 

20 Court had made a determina t ion that that line o f 

21 inquiry is not permiss i b l e . 

22 MR . SHERMAN : Okay . I thin k I j ust 
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1 want to p lace on the record that I disagree with 

2 you r objection . I believe that what the Court 

3 sta t ed was t ha t we could no t require -- inqui re 

4 gener al ly into l egal standards, and t h is is on 

5 page 7 , s econd-- the first f ull paragraph, that 

6 we could not -- t hat we cou ld not inqu i r e 

7 general ly int o the l egal standards of the FTC 

8 used in the past , and i t i s currently using to 

9 determine whether an entity's data security 

10 pract i ces are un fair under Section 5 . 

11 I do not bel ieve t ha t it p reve nts us 

12 from inqui r i ng about the data security 

13 s t and ards . And that i s where I want to go next 

14 with Mr . Kau fman. And I understand you may have 

1 5 an obj ection, but I s ubmit that for your 

1 6 consid e rat ion . 

17 MS . VAN DRUFF: And you are drawing a 

18 distincti on between t he language on page 7 of 

19 the Court's March l Oth order and the l anguage on 

20 page 9 at numbered paragraph 3 o f the Court' s 

21 order ; is that correct ? 

22 MR . SHERMAN : Yes . I a m no t askin g 
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1 about thei r decision- making . I want to know 

2 what standard LabMD is going to be held to 

3 t hroughout the period. 

4 The data security standard, not t he 

5 l egal standard, not reasonableness . 

6 MS. VAN DROFF : Okay . And so to be 

7 clear , counsel, if you were to frame your 

8 question in terms of the factual b ases of the 

9 allegation s of paragraph 10 , which has several 

10 subparagraphs , I may be able to permit Mr . 

11 Kaufman to answer , but other wise -- and that is 

12 consistent with the Court's h o lding on page 6 of 

13 the March lOth opin i on. 

1 4 MR . SHERMAN; The other question, 

15 coun sel , is given your narrow interpretation of 

16 the Judge ' s order , I know that you have p r obabl y 

17 prepa red your witness based on your 

18 interpretation o f that order . Is Mr . Kaufman 

19 prepared t o respond to questions which would as k 

20 him what t he data security standards are for 

21 certai n time pe r iods tha t LabMD will be measured 

22 up agai nst? 
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1 

2· 

MS. VAN DROFF: I can ' t begin to 

answe r t hat que st i o n in the abst r a ct . I would 

3 need to kn ow what t h e ques t i on was, and then 

4 that may go to a privi l ege , so I don ' t know that 

5 I can submit to you whethe r Mr. Kau fman was 

6 prepared on a specific s ub j ect o r not by 

7 counsel . 

8 MR . SHERMAN: Okay . 

9 BY MR. SHERMAN : 

10 Q. Mr. Kaufman , paragraph 1 0 of the 

11 Bure au ' s complain t i ndicates tha t at a ll 

12 relev ant t imes LabMD e n gaged i n a number of 

13 practices t hat taken together fai l ed to provide 

1 4 r easonable a nd a ppropri a te security f or personal 

15 i n formation o n its c omputer ne t works . 

16 Among o ther things in paragraph A i t 

1 7 s ays that , it al l eges that LabMD did not 

1 8 deve l op , implement , o r mai'ntain a comprehensive 

19 information s ecurity p r og ram to protect 

20 consumers ' personal i nformat ion . 

2 1 And 1 am reading from the compl aint. 

22 Do you have a copy o f t h e compl ai nt? 

Page 118 



1 

2 

3 

4 

5 

6 

7 

8 

9 

A . No . 

Q. We didn ' t provide you with a copy o f 

the complaint? I h a d a copy of the c omplaint 

for e v e ryone. 

{Deposition Exh ibit Number RX-9 was marked 

f or identification . } 

t1S. VAN DRUFF : I ' m sorr y , counsel, 

was there a que st i on pending? 

MR. SHERMAN: No . I wanted to make 

10 sure that the witness had a copy of the 

1 1 complaint in front of him. 

12 BY MR. SHERMAN: 

13 Q. Based on t h e allegation s in paragraph 

14 10(a}, my q ue stion is has the Bureau or the FTC 

l5 published, and by pub l ished I mean made 

16 avai lable to t he publ ic , t h e standard that it 

17 requires for a comprehensive information 

1 8 security p r ogram f or compan ies like La bMD to 

1 9 have in place? 

20 MS . VAN DRUFF : I ob j ect t o the 

2 1 q uestion becau s e it exceeds the bounds of the 

22 Court ' s March lOth, 2014 protective order, and I 
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1 am instructing Mr . Kaufman to not answer the 

2 question. 

3 If you would like to reframe the 

4 question as it relates to paragraph 10 (a ) , in 

5 terms of the factua l bases of Complaint 

6 counsel 's al l egations, I wil l permit Mr. Kaufman 

7 to answer. 

8 MR. SHERMAN: Okay . 

9 BY MR . SHERMAN : 

10 Q. So is there a factual base s for the 

11 al l egation that LabMD did not develop , 

12 implement, or maintain a comprehensive 

13 info rma t ion s ecurity program that me t t he data 

1 4 securi ty standards set out by the Bureau during 

15 the year of 2005? 

16 MS. VAN DRUFF : And I would make t he 

17 same objection and t h e same instructio n . Again, 

18 at note 6 of the Court ' s order, the Judge 

19 acknowledges that i t has already -- that , I ' m 

20 sorry , the Court has reje c ted LabMD ' s argument 

21 that i t i s entitled to discovery of the 

22 standards the Co~~i ssion used in t he past and is 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

currently using to determine whether an entity ' s 

data securi t y practices violate Sect i on 5 . 

So if you would like to inquire of Mr. 

Kaufman the factual bases of the allegation of 

paragraph lO{a), you may ask t hat question, b u t 

as it relates to standards , I will instruct Mr. 

Kaufman 

MR . SHERMAN: I want to know -- I am 

not going to change my question . 

BY MR . SHERMAN : 

Q . I want to know what the data security 

s tandards are, okay, and we r e for the year 2005, 

that the Bureau published and made known to 

companies like LabMD with regard to 

implementing, deve l oping, maintaining a 

comprehens i ve information security program to 

protect consumers' personal information? 

MS. VAN DRUFF : And I am l odging the 

same objection . That question exceeds the 

20 bounds of the Court' s protective orde r . And I 

21 am instructing Mr . Kaufman to not answer t he 

22 question . 
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1 BY MR. SHERMAN : 

2 Q. And I would as k the same quest ion for 

3 the year 2005 , 2006, 2007 , 2008 , 2009 , 2010 , and 

4 through the years to the present for each 

5 subcategory in paragraph 10 . 

6 So, in other words, my question is 

7 were the data security standards published a nd 

8 made known to companies like LabMD that the 

9 Bureau and/or the FTC made known that establish 

1 0 wha t a company shou ld do and to what extent it 

11 sho uld d evelop, implement, a nd mainta i n a 

12 compr e h ensive information security program to 

13 protect consumers 1 personal informati on? I 

14 would go to subparagraph 10(b}, what did th e 

15 Bureau do a nd what were the standards t h a t the 

16 Bur eau publishe d and made known to companies 

17 like LabMD requiring them to us e readily 

18 availa b le measures to identify common l y kno wn o r 

19 r easonably foresee a ble secur i ty risks and 

20 vulnerabil ities on its ne tworks from the year 

2 1 2 00 5 through the present, and I would ask a 

22 similar question for each subcategory i n 
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1 paragraph 10 . 

2 And so is it still your position that 

3 you would object to each of those questions and 

4 instruc t Mr . Kaufman no t to answer? 

5 MS . VAN DRUFF : Without a pending 

6 question , I don't know that I can respond to 

7 that, but what I can tell you is the question as 

8 it is formulat e d as I understand it relating to 

9 A and B exceeds the bounds of t h e Court's March 

10 lOth, 2014 protective order, and I am 

1 1 instructing Mr . Kaufman to not answer that 

12 question . 

13 MR. SHERMAN: I will go through each 

14 question then , okay? 

15 MS . VAN DRUFF: Okay . 

16 BY MR. SHERMAN : 

17 Q. So just to be clear, Mr . Kaufman, I 

18 would like to know what are the dat a security 

19 standards that were published i n any way, shape , 

20 form , or fas h ion by the Bureau or the FTC that 

21 were available and were made known to companies 

22 like LabMD about what the FTC ' s standards or 
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1 requirements were for the use of readi ly 

2 available measures or what those readily 

3 available measures to identify commonly known 

4 and reasonably foreseeable security ris ks and 

5 vulnerabilities on its networks were? Can you 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

answer that question? 

And please keep in mind I am asking 

for an answer that would encompass the time 

period of 2005 through the present. 

MS. VAN DRUFF: And I object t o the 

question on the basis that it is vague, 

ambiguous, and compound, and that it most 

importantly e xceeds the bounds of the Court's 

March lOth, 2014 protective order, wh i ch limi ted 

the topics of this deposition. And I am 

instruct ing Mr . Kaufman to no t answer the 

question. 

BY MR. SHERMAN : 

Q. Mr. Kaufman, can you t e ll u s what data 

security standards were published by the Bureau 

or t h e FTC to make known to companies like LabMD 

what the Bureau or the Frc expected in terms o f 
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1 data security standards for that company as it 

2 re l ates to the adequate measures to prevent 

3 employees from accessing personal information 

4 not needed to perform their jobs? 

5 MS. VAN DRUFF : I ob j ect to the 

6 question because i t ex c eeds the bounds of the 

7 Court 's March lOth, 20 14 protective o r der 

8 insofar as it does not relate to any of the four 

9 topics noticed by Respondent and limited by the 

10 Court ' s order , and I am instructing Mr . Kaufman 

11 to not answer the questi on . 

1 2 BY MR. SHERMAN : 

13 Q. And, again, I wo uld couch that 

1 4 question for the period of 2005 through the 

15 present , and I would note your object i on. 

16 MS . VAN DRUFF : The same objection, 

17 

18 

19 

20 

2 1 

22 

same instruction to not answer the question 

b e cause it exceeds the bounds of the protec tive 

order . 

BY MR . SHERMAN: 

Q. Mr. Kaufman , can you tell us what t h e 

da t a security standards are that the FTC 
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1 published o r made known to companies li ke LabMD 

2 which would establish a standard for companies 

3 like LabMD to adequately train employees to 

4 safeguard personal information from 2 005 through 

5 the present? 

6 MS. VAN DRUFF: Ob j ect to the question 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

2 1 

22 

on the basis that it exceeds the bounds of the 

Court's March lOth, 2014 protective order . And 

I a m instructing Mr . Kaufman to not answer the 

question . 

BY MR. SHERMAN; 

Q. Mr. Kaufman , what is the standard that 

the FTC has established, published, and put 

f orth which informs companies l ike LabMD what 

the FTC expects with r egard to that company ' s 

requiring employees or other users with remote 

access to t he networks to use commonly 

authentica ted -- I'm sor r y , common 

authentica t ion-re lated securi ty measures such as 

periodicall y changing passwords , prohibiting the 

use of the same pa ssword across applications and 

programs, or using two-factor authenticat i on? 
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1 MS . VAN DRUFF : I object to the 

2 question because it exceeds t he bounds of the 

3 Court's March 10, 2014 protective order . And I 

4 

5 

6 

7 

8 

9 

am inst ructing Mr . Kaufman t o not answer the 

question . 

BY .tvlR. SHERMAN: 

Q. From the period of 2005 through 2010 . 

I'm sorry, from 2005 to the present. And I note 

your obj"ection . 

10 MS. VAN DRUFF: Same object ion , 

11 con tinued ins truction. Thank you, counsel. 

12 

13 

14 

15 

16 

17 

18 

19 

20 

BY MR . SHERMAN: 

Q. Mr. Kaufman , what are the standar ds , 

the data secu rity standards established by the 

Bureau or the FTC which the Bureau has made 

known or published and made known to companies 

like LabMD advising them that the FTC ' s 

expectation -- advising them as to what the 

FTC ' s expe cta t ions were with regard to 

maintaining and updating operat ing systems of 

21 computers and other devices on its networks 1 for 

22 example , on some computers, Respondent used 
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1 oper ating systems that were unsupported by the 

2 vend or. 

3 Were there any such data security 

4 standards and regulat i ons pub lished and made 

5 known by the Bure au or the FTC which would 

6 adv i se a c ompany like LabMD what those standards 

7 were? 

8 MS. VAN ORUFF: Obj ect to t he 

9 que stion , whi ch i s compound a nd ambiguous, bu t 

1 0 also because it e xceeds the bounds of t he 

11 Cour t ' s March lOth, 20 1 4 protective order. And 

12 I am i nstructing Mr . Kaufman to not answer the 

1 3 quest i on . 

1 4 BY MR . SHERMAN: 

15 Q. And I would i n clude from 2010 t hrough 

16 the present . 

1 7 MS . VAN DRUFF: It is the same 

1 8 instruction , same objection . 

1 9 BY MR . SHERMAN: 

20 Q. Mr . Kaufman, what are the data 

21 security standards e stablished or published, 

22 and/or pub l ished by the FTC which would inform a 
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1 

2 

3 

4 

5 

6 

7 

8 

9 

1 0 

11 

12 

13 

14 

15 

16 

17 

company such as LabMD what t he FTC ' s 

expectations were with regard to that company 

employing readi ly avai labl e measures to prevent 

or detect unauthor i zed access to personal 

information on i ts computer networks from 2005 

through the present? 

MS. VAN DRU FF : Object to the question 

because it exceeds the bounds of the Court ' s 

March lOth, 2014 protect i ve order . And I am 

instructing Mr. Kaufman to not answer the 

question . 

BY MR . SHERMAN : 

Q. Mr . Kaufman, has the FTC or the Bureau 

informed entities like LabMD that the FTC 

expects or requires them to have a comprehensive 

informat ion security program? 

MS . VAN DROFF: I object to the 

1 8 question because it exceeds the bounds of t he 

19 Court ' s protective order. And I am instruct i ng 

20 Mr . Kau fman to not answer the question. 

21 BY MR . SHERMAN: 

22 Q. Mr. Kaufman , has the Bureau or the FTC 
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1 informed ent i ties like LabMD t hat t he FTC 

2 e xpe c ts and/or r equire s them to us e readily 

3 a vai l able measures t o i d entify common ly known or 

4 reasonably foreseeable secur ity risks a nd 

5 vulnerabilities on its networks? 

6 MS. VAN DRUFF : I ob j ect to the 

7 question because it exceeds the bounds of the 

8 Court ' s March lOth, 20 1 4 protective order , and I 

9 am ins tru c ting Mr. Kaufman n ot to answer . 

1 0 BY MR . SHERMAN: 

11 Q. Mr. Kaufman, has the FTC informed 

1 2 entities like LabMD that the FTC expects or 

13 r equires them to use adequate measures to 

1 4 prevent employees f rom assessing personal 

1 5 in forma tion not needed to perform t heir jobs? 

1 6 MS. VAN DRUFF: I ob j ect to the 

1 7 question because i t exceeds the bounds of the 

18 Court ' s March l Oth , 20 1 4 prot ect ive order; and I 

19 a m inst r uct i ng Mr. Ka ufman to not answer the 

20 ques tion. 

21 BY MR. SHERMAN : 

22 Q. Mr. Kaufman, has the Bureau or the FTC 
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1 informed en t i ties l ike LabMD that the FTC 

2 expect s or requires them to us e appropriate 

3 measures to prevent employees from installing on 

4 their computers applications or material s that 

5 we re not needed to perform their jobs? 

6 MS. VAN DRUFF: I object to the 

7 questio n because it e xceeds the bounds of the 

8 Court's March lOth, 2014 protective order, and I 

9 am instructing Mr. Kaufman to not answer the 

10 question. 

11 BY MR. SHERMAN: 

12 Q. Mr. Kaufman, has the Bureau or the FTC 

13 informed entities li ke LabMD that the FTC 

14 e xpects or requires t hem to use appropriate 

1 5 measures to adequately maintain or review 

16 records o f activit ie s on their networks? 

17 MS. VAN DRUFF: Object to the question 

1 8 because it exceeds the bounds of the Court 's 

19 March lOth, 2014 protective order , and I am 

20 instructing Mr. Kaufman to not answer the 

21 question . 

22 BY MR . SHERMAN : 
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1 

2 

3 

4 

5 

6 

Q. Mr. Kaufman, where can a company like 

LabMD find the Bureau's or the FTC's data 

security standards which will inform a company 

like LabMD what the FTC or the Bureau expects 

with regard to that company's data security? 

MS. VAN DRUFF: I. object to the 

7 question because it exceeds the bounds of the 

8 Court's March lOth, 2014 protective order, and I 

9 am instructing Mr. Kaufman to not answer the 

10 question . 

11 BY MR. SHERMAN: 

12 Q. Mr. Kaufman, with regard to data 

13 s ecurity standards, does the Bureau o r the FTC 

14 have the authority to enforce HIPAA? 

15 MS . VAN DRUFF: Objection, counsel . 

16 Are you grounding any -- are you grounding your 

17 question in any of the topics noticed by 

18 Respondent or a s limited by the Court's March 

19 lOth, orde r? 

20 MR . SHERMAN : Yes . And it is the 

2 1 obj ectionabl e topic of data se c urity s t andards. 

22 MS . VAN DRUFF: I see. 
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1 MR. SHERMAN : The topi c which you have 

2 b een o bjecting to. 

3 MS. VAN DRUFF : Than k you, counse l . 

4 May I have t h e question read back, ple ase? 

5 'THE REPORTER: "Que stion : Mr. 

6 Kaufman, whe r e can a c ompany like LabMD find the 

7 Bur eau 's or t he FTC ' s data security s t a n dards 

8 wh i ch wi l l info rm a company li ke LabMD what t he 

9 FTC or t he Bureau e xpects with regard t o that 

10 company ' s d at a security? " 

11 

12 

1 3 

1 4 

1 5 

1 6 

17 

18 

19 

20 

MS . VAN DRUFF : I object t o the 

question because it exceeds the bounds of the 

Court ' s Ma r ch lOth, 2014 protective order, and I 

am ins t ruct i ng Mr . Ka ufman to not answer the 

question . 

BY 1"1R . SHERMAN: 

Q. With regard to data security , does the 

Bureau or the FTC have the authority to enfo rce 

HI TECH? 

MS. VAN DRUFF; I object to the 

21 question because it exceeds the bounds o f the 

22 Court ' s March lOth , 2014 protect ive o r der , and I 
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1 am instructing Mr. Kaufman t o not answer the 

2 question . 

3 MR. SHERMAN: Can we go off the 

4 record? 

5 

6 

MS. VAN DRUFF : Certainl y . 

MR. SHERMAN: I need to take a break 

7 a nd consu l t with my counsel. 

8 MS. VAN DRUFF: Of course. 

9 (A recess was t aken at 3 : 05p .m., after 

10 which the deposition res umed at 3 : 06 p . m. ) 

11 

12 

1 3 

1 4 

1 5 

1 6 

17 

18 

1 9 

20 

2 1 

22 

BY MR . SHERMAN: 

Q. Mr . Kau fman , I am going to show you 

what h as been mar ked as RX-10, which f or the 

record i s the e xpe rt report of Raqu el Hill. 

(Deposition Exhibit Number RX-10 was ma rked 

for identification. / 

BY MR . SHERMAN : 

Q. Have you seen t h at document before? 

A. Yes. 

Q. Are the r equirements set out in 

Professor Hi ll' s report what t h e Bureau wil l 

measure LabMD' s performance in t erms o f i ts data 
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1 security against at the hearing? 

MS. VAN DRUFF: I ' m s o rry, I am going 

to need t he question read back . 

2 

3 

4 THE REPORTER: "Question: Are the 

5 requirements set out in Professor Hill ' s r e port 

6 what the Bureau will measure LabMD ' s performance 

7 in terms of its data security against a t the 

8 hearing? " 

9 MS. VAN DRUFF: And , counsel, not 

10 t r ying to be difficult but, of course , the 

11 Bureau is not the fa c t finder at the hearing, so 

1 2 i s your question what the Bureau's standard will 

13 b e at the hearing? 

14 BY MR . SHERMAN : 

1 5 Q. Well , my ques t i on is you would agree 

16 that in Professo r Hill ' s report , there are 

17 s everal descript i ons of wh a t Professo r Hill 

18 opines to be adequate d a ta s ecurity mea sures 

19 that should have been taken by LabMD in orde r to 

20 adequately protect the information tha t it 

21 p os sessed , correct? 

2 2 MS . VAN DRUFF: Object ion, Professo r 
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1 Hill ' s repor t speaks for itself, but you may 

2 answer t h e qu estion. 

3 THE WI TNESS: That's my understanding , 

4 yes. 

5 BY MR. SHERMAN : 

6 

7 

8 

9 

Q. Okay . And you have r ead t h e -- you 

have r eviewed the repor t, 

A. Correct . 

correct? 

Q. Okay . My q ue stion i s is t hat the data 

10 securit y standard t hat La bMD will be held to in 

1 1 t erms of wh eth er o r not its da t a security 

12 practices a n d procedures f rom 2005 through, I 

13 think , July of 2010 , is that what - - is that the 

14 standard t hat LabMD will be he l d to at t h e 

15 hearing? 

16 MS . VAN DRUFF: And , couns e l , 

17 quest i ons rel ating t o standards exceed the 

18 bou nds of the Court ' s March lOth, 20 14 

19 p r otective order . To t h e extent you wan t to 

20 rephrase your question as it relates to factual 

21 bases for the allegations of paragraph 10 , I 

22 will permi t Mr. Kaufman to answe r , but o therwise 
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1 I am instructing Mr. Kaufman to not answer the 

2 p ending ques tion . 

3 BY ~1R. SHERMAN: 

4 Q. Mr. Kaufman, if it is demonstrate d at 

5 the hearing that - - we ll , let me ask you this : 

6 The requirement s et out in Pro f essor Hill's 

7 report with regard to data security, does the 

8 Bureau intend to apply these particular 

9 standards to other compani e s? 

10 MS . VAN DRUFF : And , again, counsel , 

11 to the extent t hat your question r ela t es to 

12 standards o r the i nvestigat iona l prosecut i on of 

13 other targets , it exceeds the bounds of the 

14 Court ' s March lOth, 201 4 protect i ve order . And 

15 I am ins t ructing Mr . Kaufman not to answer the 

16 question . 

17 BY MR. SHERMAN : 

18 Q. Mr. Kaufman , in terms of the data 

19 s ecurity standards set out in Professor Hill ' s 

20 report , is it the Bureau ' s position that i f 

21 LabMD d i d not take every measure set out in this 

22 r eport , that LabMD has committed an unfai r act 
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1 or p r a c ti c e? 

2 MS. VAN DRUFF: Can I have t he 

3 ques tion r ead back, pl ease? 

4 THE REPORTER : "Question : Mr. 

5 Kaufman, in t erms of the data securi ty s tandards 

6 set out in Pr ofessor Hill's report , 1s i t the 

7 Bu r eau' s position t ha t if LabMD did not take 

8 every measure s e t o u t i n t h is report, that LabMD 

9 has committed an unfair act or p ractice? " 

10 MS. VAN DRUFF : The que s t i on is 

11 predicated on data security standards , and as 

12 such it exceeds the bounds of the Court ' s Marc h 

13 10 , 2014 p r otective order , and I am instruct i ng 

1 4 Mr. Kaufman to not answer that q uestion . 

15 MR . SHERMAN : Based on tha t, counse l , 

1 6 I don ' t have a n y f ur t her quest i ons . What I 

17 would li ke to d o is to attempt, at l east , to get 

18 the ALJ on t h e phone , not today but some day 

19 where we can discuss whether or not your 

20 object i ons wi l l be sustained to that line of 

21 questioning . 

22 And so that' s , that ' s my i nten t . 
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1 

2 

3 

MS. VAN DRUF F: Thank you , counsel. 

MR. SHERMAN: Thank you , Mr. Kaufman. 

THE WITNESS: Thank you . 

4 (Whereupon , at 3:12 p.m., the 

5 deposition was concluded.) 

6 

7 

8 

9 

10 

11 

12 

1 3 

14 

15 

1 6 

17 

18 

1 9 

20 

21 

22 
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EXHIBIT 11 



ln the Matter of 

LabMJ), Inc., 

UNITED STATES OF AMERICA 
BEFORE THE FEDERAL TRADE COMMISSION 
OFFICE OF ADMINISTRATIVE LAW JUDGES 

Docket No. 9357 
a corporation, 

Respondent. 

) 
) 
) 
) 
) 
) 
) 

COMPLAINT COUNSEL'S ANSWER AND OB.JECTIONS TO RESPONDENT'S FIRST 
SET OF REQUESTS FOR PRODUCTION OF DOCUMENTS (NUMBERS 1-17) 

Pursuant to Sections 3.31 and 3.37 of the Federal Trade Commission's Rules ofPractice, 

Complaint Counsel hereby responds to Respondent Lab MD, Inc. ' s First Set of Requests for the 

Production of Documents ("Respondent's Requests"). Subject to the General and Specific 

Objections below, and vvithout waiving these objections, Complaint Counsel answers as follows: 

General Objections 

The following General Objections apply to each request for documents in Respondent's 

Requests and arc hereby incorporated by reference into each response. The assertion of the 

same, similar, or additional objections or the provision of partial answers in response to an 

individual request docs not waive any of Complaint Counsel's General Objections as to the other 

requests. 

1. Complaint Counsel objects to Respondent's Requests to the extent they seck to impose 

duties and obligations upon Complaint Counsel beyond those imposed by the 

Commi~sion's Rules of Practice for Adjudicative Proceedings, including seeking 

doctm1ents that are beyond the scope ofpermissible discovery under Rule 3.3 l (c)(2) . 



8. All documents sufficient to show what data-security standards arc currently 
used by FTC to enforce the law under Section 5 of tiH: .Federal Trade Commission 
Act. 

Complaint Counsel refers Respondent to its response to Document Request 10. 

9. All documents sufficient to show what changes occurred in the data-security 
standards used by FTC to enfot·cc the law under Section 5 of the Federal Trade 
Commission Act from 2005 to the present and the dates on which these standards 
changed. 

Complaint Counsel objects to this Document Request as vague and ambiguous. 

Complaint Counsel refers Respondent to its response to Document Request I 0. 

HI. All documents sufficient to show the standards or criteria the FTC used in 
the past and is currently using to determine whether au entity's data-security 
practices violate Section 5 of the Federnl Trade Commission Act from 2005 to the 
present. 

In addition to the General Objections, Complaint Counsel specifically objects to this 

Document Request to the extent it seeks to impose dutie!> and obligations upon Complaint 

Counsel beyond the Commission' s Rules ofPractice for Adjudicative Proceedings. Complaint 

Coru1sel further objects that any such documents unrelated to the FTC's investigation of Lab MD 

and preparations for this hearing are not relevant to the allegations ofthe Complaint, to the 

proposed relief, or to the defenses asserted by Respondent. Complaint Counsel further objects to 

this Document Request as overly broad, unduly burdensome, not reasonably calculated to lead to 

the discovery of admissible evidence, and ru1 improper inquiry into the mental processes of the 

Commissioners and FTC attomeys. 

To the extent this Document Request seeks infom1ation in the possession, custody, or 

control of the Commissioners, the General Counsel, or any Bureau or Office not' involved in this 

matter, Complaint Counsel fmther objects to this Document Request. Documents in the 

9 



possession, custody, or control of the aforementioned entities must be sought through vvritten 

motion under the procedure laid out in Rule 3.36, 16 C.F.R. § 3.36. 

Complaint Counsel further objects to this Document Request to the extent it seeks 

documents that are protected by the work product doctrine, government deEberative process 

privilege, government informer privilege, law enfo rcement investigatory privileg~, or conunon 

interest privilege. 

Complaint Counsel further objects to this Document Request as vague and ambiguous. 

Subject to and without waiving any General or Specific o~jections, Complaint Counsel 

states that is has previously produced responsive, discoverable, and non-privileged documents at 

FTC-000685 to FTC-000893and will produce responsive, discoverable, and non-privileged 

documents. 

11. All documents provided to the FTC pursuant to nny Civillnvcstigation 
Dema nd t·egarding its investigation of LabMD. 

In addition to the General Objccrions, Complaint Counsel specifically objects to this 

Document Request to the extent it seeks to impose duties and obligations upon Complaint 

Counsel beyond the Commission' s Rules of Practice for Adj udi cative Proceedings. Complaint 

Counsel further objects that any such documents umelated lo the f TC's investigation ofLabMD 

and preparations for this hearing arc not relevant to the allegations of the Complaint, to the 

proposed relief, or to the defenses asserted by Respondent. ComplaiJJt Counsel further objects to 

this Document Request as overly broad, unduly burdensome, not reasonably calculated to lead to 

the discovery of admissible evidence, and an improper inquiry into the mental processes of the 

Commissioners and FTC attorneys. 

Complaint Counsel further objects to this Document Request to the extent it seeks 

documents that are protected by the work product doctrine, government deliberative process 
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privilege, govemment informer privilege, law enforcement investigatory privilege, or common 

interest privilege. 

Complaint Counsel further objects to this Document Request tu the extent the requested 

documents that were provided by Respondent can be obtained directly by Respondent through 

less burdensome means. 

Complaint Counsel fwther objects to this Document Request to the extent it seeks 

production of materials previously produced to Respondent. 

Subject to and without waiving any General or Specific objections, Complaint Counsel 

states that it has previously produced responsive, discoverable, and non-privileged documents at 

FTC-PRI-000001 to FTC-PRI-001724 and refers Respondent to the documents Respondent 

produced, which have been Bates labeled FTC-LABMD-000001 to FTC-LABMD-003851. 

12. All documents identifying LabMD and other companies whose documents or 
files Tiversa downloaded from Peer to Peer Networks which contained Personal 
Identifying Information and or Protected Health Information that were provided to 
FTC. 

In addition to the General Objections, Complaint Counsel specifically objects to this 

Document Request to the extent it seeks to impose duties and obligations upon Complaint 

Counsel beyond the Commission's Rules of Practice for Adjudicative Proceedings. Complaint 

Counsel further objects that any such documents uhrelated to the FTC's investigation of LabMD 

and preparations for this hearing arc not relevant to the allegations of the Complaint, to the 

proposed relief, or to the defenses asserted by Respondent. Complaint Counsel further objects to 

this Document Request as overly broad, unduly burdensome, not reasonably calculated to leau to 

the discovery of admiss.ible evidence, and an improper inquiry into the mental processes of the 

Commissioners and FTC attorneys. 

II 
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Case 1:14-cv-00810-WSD Document 19-6 Filed 04/11/14 Page 1 of 14 

IN THE UNITED STATES DISTRICT COURT 
FOR THE NORTHERN DISTRICT OF GEORGIA 

ATLANTA DIVISION 

LabMD, INC., ) 
) 

Plaintiff, ) 
v. ) 

) Civil Action No.: 1:14-CV-810-WSD 
FEDERAL TRADE COMMISSION, ) 

) 
Defendant. ) 

EXPERT OPINION DECLARATION OF CLIFF BAKER 

In accordance with 28 U.S. C. § 1746, the declarant, Cliff Baker states: 

1. I am Cliff Baker. I submit this declaration for use in the lawsuit 

LabMD v. Federal Trade Commission. I offer this declaration to respond to 

statements in the Expert Report of Professor Hill and how her opinions on data 

security relate to requirements on data security for HIP AA-covered medical 

service providers imposed by the Department of Health and Human Services. 

HIP AA stands for the Health Insurance Portability and Accountability Act of 1996. 

I base my declaration on my personal knowledge and professional experiences. 

2. I, Cliff Baker, have had the following roles in my career in the field of 

data security: 



Case 1:14-cv-00810-WSD Document 19-6 Filed 04/11/14 Page 2 of 14 

a. Director in the Healthcare Information Security practice at 

PricewaterhouseCoopers. lied the security practice nationally for 

the Healthcare Consulting practice. I worked at 

PricewatershouseCoopers for 14 years and consulted with clients 

nationally on implementing security programs and practices. An 

example of a project I led was a establishing a program that 

included four state healthcare associations. The program included 

meeting, discussing and educating over 50 organizations on 

adopting security measures to comply with HIP AA. 

b. Chief Strategy Officer for 1-IITRUST. I joined HITRUST in 2008 

to lead the creation of the Common Security Framework, which is 

a healthcare industry framework based on globally recognized 

standards, such as ISO 2700112 and NIST. A key objective of the 

framework is to provide a prescriptive and scalable reference for 

covered entities to determine reasonable and appropriate controls 

to implement for their organizations. The controls are tailored to 

the size and operations ofthe organization. I facilitated working 

sessions with over 200 security professionals from the healthcare 

2 
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industry, security technology companies, consulting companies, 

and government entities in the development of the framework. 

c. Founder and Managing Partner of Meditology Services. 

Meditology Services was founded in 2010 to provide privacy and 

security services to healthcare clients. I employ former Chief 

Information Security and Privacy Officers that were· respons ible 

for implementing security at their healthcare organizations. We 

provide consulting services in the areas of compliance with 

HIPAA and the implementation of privacy and security programs 

for healthcare organizations ranging from small providers to global 

healthcare organizations. 

3. I have spent over 19 years working in the healthcare and infonnation 

security fields. This experience has provided me with first-hand knowledge about 

the chaJlenges and practical realities faced by healthcare organizations in securing 

Protected Health Inf01mation (PHI). 

4 . The 1996 HIPAA Statute states that in promulgating information 

security regulations, the Secretary must take into account "the needs and 

capabilities of small health care providers and rural health care providers (as such 

providers are defined by the Secretary)," and the preamble to the HIP AA Security 
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Rule (p. 8335) states accordingly that one of the foundations of the rule is that "it 

should be scalable, so that it can be effectively implemented by covered entities of 

all types and sizes.', 

5. The process by which HHS promulgated the initial final HIPAA 

Security Rule involved reviewing and responding to approximately 2,350 timely 

public comments, balancing the interests of health care professionals and firms 

with patient-related interests. Based on these public comments, HHS crafted a 

unique information security regulatory scheme that separated "implementation 

specifications"- the types of very specific security requirements emphasized by 

the FTC's expert - into two classes: "required" and "addressable". HHS stayed 

consistent with this structure in its most recent updates to the HIPAA Privacy and 

Security rules in 2013. This structure reflects HHS' challenge in complying with 

Congressional intent in establishing a security rule to address reasonabJe and 

appropriate security requirements for the range of organizations in healthcare that 

differ greatly in operations, size, complexity, and resources. For example, a single 

physician practice may differ significantly from the way in which it addresses 

security as compared to a multi-national health plan. The physician practice will 

probably not employ dedicated technology or security personnel and will rely 

heavily on guidance from HHS. The practice will also rely predominantly on 
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security that is provided by default settings and software vendor recommendations 

and will implement mostly manual procedures to manage and monitor access to 

patient information and associated Information Technology (IT) systems. On the 

other end of the spectrum, a national health system will likely hire a team of 

experienced security professionals that may even exceed the total number of 

employees in these small practices. These larger organizations will buy and build 

the most advanced and sophisticated solutions available in their efforts to protect 

sensitive patient data. 

6. HIPAA demands that a covered entity perform a risk assessment in 

good faith and take actions to secure Electronic Protected Health Information 

(EPHI) based on the findings of that risk assessment. HIP AA' s security 

requirements are also explicitly "scalable" based on the size of the 

entity. Therefore, to assess IDPAA noncompliance, it is necessary to determine if 

a risk assessment was performed in good faith , and resulted in a process that 

included implementation of requirements and appropriate responses to 

"addressable" issues. These responses are all subject to different standards and 

scalable so that they could be implemented effectively by covered entities of all 

types and sizes. Given the limited knowledge of information technology by many 

small health care providers, especially during the early years ofHIPAA Security, 
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many of the security measures they were advised to adopt by HHS issued guidance 

related to physical and administrative security rather than specific technical 

security. 

7. The preamble to the Rule makes the balancing of interests and the 

assessment of feasibility for small providers by HHS, employing notice and 

comment rulemaking, quite transparent at many points. For example, in 

connection with encryption of data in transit, which corresponds to Section 

164.312(e)(l) of the Rule on Transmission Security, the preamble notes (FR V. 68, 

#34 at 8357): 

[W]e agree that encryption should not be a mandatory requirement for 
transmission over dial-up lines. We also agree with commenters who 
mentioned the fmancial and technical burdens associated with the 
employment of encryption tools. Particularly when considering situations 
faced by small and rural providers, it became clear that there is not yet 
available a simple and interoperable solution to encrypting email 
communications with patients. As a result, we decided to make the use of 
encryption in the transmission process an addressable implementation 
specification. 

8. This concept was reinforced by CMS in a seven-part series published 

to provide guidance to the industry for complying with HIPAA. In Volume 2 

Security Standards: Implementation for SmaiJ Provider of the HlP AA Security 

Series published in December 2007, CMS states: 
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All covered entities must comply with the applicable standards, 
implementation specifications, and requirements of the Security Rule with 
respect to EPHI (see 45 C.F.R § 164.302.). Small providers that are covered 
entities have unique business and technical environments that provide both 
opportunities and challenges related to compliance with the Security Rule. 
As such, this paper provides general guidance to providers such as 
physicians and dentists in solo or small group practices, small clinics, 
independent phrumacies, and others who may be less likely to have IT staff 
and whose approach to compliance would generally be very different from 
that of a large health care system. It is important to note however, that this 
paper does not define a small provider, nor does it prescribe specific actions 
that small providers must take to become compliant with the Security Rule. 

9. These comments reflect the challenges of small providers in the early 

years ofHIPAA, but even as more recently as 2013 and 2014, HHS is still 

publishing security guidance for small providers, and the guidance is still 

elementary in nature. This is reflected by the following list of recommendations 

published in the most recent version of the Guide to Privacy and Security of Health 

Information, published by the Office of the National Coordinator for Health 

Information Technology in 2013: 

Remember the Basics 

• Is your server in a room only accessible by authorized 

staff? Do ydu keep the door locked? 

• Are your passwords easily found (e.g., taped to a 

monitor)? Easy to guess? 
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• Do you have a fire extinguisher that works? 

• Where, when, and how often do you back~up? Is at least 

one back-up kept offsite? Can your data be recovered 

from the back-ups? 

• How often is your EHR server checked for viruses? 

• Who has keys to your building? Any former employees 

or contractors? 

• What is your plan for what to do if yow- server crashes 

and you cannot directly recover data? Do you have 

documentation about what kind of server it was, what 

software it used, etc.? 

10. These recommendations reflect HHS' understanding of the realities 

associated with implementing security for small providers in the healthcare 

industry. After almost ten years of complying with IDP AA security rules, the 

guidance has not changed substantively for small practices. In more recent years, 

HHS has focused on requiring security functionality to be built into applications 

for the healthcare industry, so providers wi11 have many security controls by 

default and not have to rely on expertise, additional tools and resow-ce intensive 

processes to protect information. 
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11. I have reviewed Dr. Hill's Report, and believe that the standards 

articulated by Dr. Hill are: 

a. Confusing by introducing additional security principles (i.e., 7 

security principles referenced by Dr. Hill) that are difficult to 

reconcile with the Administrative, Technical and Physical main 

structure of the HIP AA security rule. 

b. Not scalable in accordance with the Security Rule, and not taking 

account as required by the 1996 HIP AA Statute of "the needs and 

capabilities of small health care providers and rural health care 

providers (as such providers are defmed by the Secretary). For 

example, the recommendation for file integrity monitoring requires 

expertise to implement and configure these solutions and can be 

even more resource intensive to understand, investigate and 

resolve alerts produced by the solution. In my experience, I very 

rarely observe adoption of this technology by small providers in 

the industry. 

c. More prescriptive than HIPAA or inconsistent with HHS guidance, 

including encryption at rest (an addressable requirement of 

164.312(a)(l)), encryption in transit (an addressable requirement 
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of 1 64.312(eXI)), intrusion detection (not addressed specifically 

by the Security Rule), virus protection (an addressable requirement 

of 164.308(a)(5) (ii)(B)), firewalls (not addressed speci.ficalJy by 

the Security Rule), penetration testing (not addressed by the 

Security Rule), and file integrity monitoring (not addressed 

specifically by the Security Rule). While many of these standards 

are good security practices, controls such as broad scale encryption 

at rest are generally not adopted across the industry. The 

electronic health record certification requirements published for 

HHS for Meaningful Use Stage 2 in 2012 do not even require this 

level of encryption for all PHI stored by the system. In addition, 

tools such as intrusion detection and file integrity monitoring 

systems require experienced and committed technical resources to 

configure and manage. Dr. Hill's standards presume a level of 

knowledge of technical information security generally not 

available to small health care providers. 

d. Contradictory to the guidanc·e provided by HHS. For example, Dr. 

Hill almost exclusively focuses on technologies or technical 

processes for the risk assessment process (i.e., antivirus 
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applications, firewalls, various types of vulnerability scans, 

intrusion detection systems, penetration tests, file integrity 

monitoring, and other measures). This is inconsistent with HHS 

guidance that the risk assessment can be a qualitative and manual. 

process as outlined in the standard referenced by Dr. Hill: Special 

Publication NIST 800-30 Guide for Conducting Risk Assessments. 

12. If health care providers are going to be held to a compliance standard 

that is simply an expert's opinion of best practices in information security at any 

point in time, when that expert standard exceeds the published compliance 

standard developed under HIPAA and the historical guidance provided by HHS, 

then the standard developed under HIPAA is made effectively meaningless. This 

will create confusion for Health care providers that will not know what is required 

of them. 

13. I have not reviewed whether Lab MD is or was compliant with the 

HIP AA Security Rule; I suggest only that for HIP AA not to be contradicted and 

Congressional intent and constitutional process not to be undermined, the 

information security of HIP AA-covered health care providers must be regulated by 

an agency with jurisdiction under the properly promulgated HIP AA Security Rule, 
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which during the time period in question was only the Department of Health and 

Human Services. 
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I declare under penalt)' of perjury that the foregoing is true and cort·ect. 

Executed on this Jl_ day of April , ?.0 14. 



Case 1:14-cv-00810-WSD Document 19-6 Filed 04/11114 Page 14 of 14 

CERTIFICATE OF SERVICE 

This is to certify that, on Apri I 11 , 2014, I electronically filed the foregoing 

EXPERT OPINION DECLARATION OF CLIFF BAKER with the Clerk of 

Court using the CM/ECF system, and served the following by e-mail and U.S. 

Mail as foiJows: 

LAUREN E. FASCETT, Esq. 
Trial Attorney 
U.S. Department of Justice 
Civil Division 
Consumer Protection Branch 
450 5th Street, N.W. 
Washington, D.C. 20530 
Lauren.Fascett@usdoj .gov 

This 11th day of April, 2014. 

Is/ Burleigh L. Singleton 
Counsel for Plaintiff 




