




























































































































































































































































































































































































































































































































































































































































































ECONOMETRIC ISSUES 

it possible that statistical tests of significance show more 
coefficients to be significant than would be true if the data 
had been drawn from a sample designed differently. 

3. State-Level Correlated Errors 

Similarly, the many stores within a single state might share 
some characteristic not captured by the regression's indepen­
dent variables. For example, there may be differences in the 
training of pharmacists or physicians. If most pharmacists in 
a state are trained at a single school of pharmacy, they may 
all have learned a particular approach to certain decisions. 
If, for example, in one school certain drug entities are held 
up as examples of potential bioequivalence problems, pharmacist 
graduates of that school may decline to substitute in those 
entities more frequently than pharmacy graduates whose atten­
tion was drawn to a different set of entities. 

If there is some such omitted state-wide characteristic (or 
a complex of them), when substitutions are made frequently by 
one store (or when prices are high), then substitutions are 
more likely (or prices higher) in other stores of the same 
state. This would cause correlation among the error terms 
within each state with the attendant statistical problems. 

4. Types of Problems Present in Price and Brand-Choice 
Regressions 

Correlated error terms are a potential problem in both types 
of regressions. In the price regressions, while the possibil­
ity of within-store correlations is eliminated by using store 
averages, correlations seem likely between stores within a 
single state. In the logit regressions, both sources of 
possible error correlation exist since there may be several 
observations in a single store. 

5. Results Using Alternative Levels of Aggregation 

a. Price Regressions. To check the effects of different 
levels of aggregation in the price regressions, we ran a number 
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of models with individual prescription data, monthly store 
averages, and state averages by month and year. The results of 
regressions run with aggregated data were not much different 
from those for disaggregated data. As expected, fewer coeffi­
cients were significant when aggregated data were used. An 
occasional (insignificant) sign was switched but never when the 
coefficient was significant in either the aggregated or 
disaggregated regression. 

b. Brand-Choice Regressions. In order to see whether the 
results were very sensitive, we ran an alternative specifica­
tion of the brand-choice regressions for one drug and compared 
the results with those of the individual-prescription logit 
regression. We ran OLS regressions using state-level data, 
with the "log-odds" of substitution as the dependent variable, 
In [(P/(1-p)], where p is the proportion of prescriptions on 
which a substitution was made. 

In the regression for hydrochlorothiazide, the top-substitu­
tion drug, the signs on 7 of the 8 legal dummies were the same 
as in the individual-prescription logit regression; Ll AB became 
negative instead of positive. None of the coefficients were 
significant, while in the individual-prescription logit 
regression 6 of the 8 were significant. 

While this loss of statistical significance may have been 
due partly to the disappearance of false significance attribut­
able to the correlated error terms, aggregation to the state 
level also removes a great deal of valuable information which 
is useful in explaining variation and therefore in deter­
mining appropriately significant relationships. For example, 
no longer is a particular prescription identified as being a 
Medicaid prescription. "True" significance lies somewhere 
between the results of the individual-prescription logits and 
the state aggregate "log-odds" OLS regressions. 

We ran two other such experimental "log-odds" regressions, 
one for a weighted average of all 45 drugs where substitution 
was permitted on the specific drug and one for a weighted 
average of the 45 drugs disregarding formulary restrictions. 
Again, none of the coefficients were statistically signifi­
cant. The signs corresponded to the general sign patterns 
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reported across the individual logit regressions for 24 drugs 
(except for RXPRO, which showed no pattern.) 

6. Error Components Model 

For the price regressions, we used a generalized least 
squares (GLS) procedure, based on an error component model 
designed to capture the presence of state-by-state influences, 
~ince ordinary least squares (OLS) is inappropriate when error 
terms are correlated. Specifically, we assume that the error 
term is composed of two parts: 

ERROR.~ = m. + e.~ 
h 1 h 

where mi is the state component and eit is the random com­
ponent. We assume that the state component shifts the inter­
cept but not the slopes. We assume that mi is a random 
variable rather than being fixed. We therefore rule out 
using dummy variables for each state. In fact, use of state 
dummy variables would not have been feasible since the vari­
ables in which we are most interested also are state-level 
variables and the inclusion of both sets of dummies would have 
produced a singular matrix, making estimation mathemati­
cally impossible. 

The model we use is that described in Judge et al. 11 The 
resulting variance-covariance matrix is block-diagonal in form. 

The GLS procedure based on this model adjusts each observa­
tion for the fact that any observation (more accurately, the 
error term) is more similar to other observations in the same 
state than to observations in other states. (Whatever "average 
state component" exists is added into the CONSTANT term.) 
This reduces the importance, in the estimation procedure, of 
the extreme observations which a large state with an above­
average state error component would contribute to the pool of 
all observations. The GLS correction, then, improves the 
validity of the statistical tests on the coefficients. 

1!/ Judge et al. (1980). 
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The GLS procedure used in the price regressions is not 
applicable in the logit regressions because they use a maximum 
likelihood estimation technique, not ordinary least squares 
(OLS). 

V. ESTIMATION PROCEDURES 

A. Logit Estimation Procedures 

We use a logit model to explain or predict the pharmacy's 
choice of brand to use in filling a prescription, or rather the 
probability of a given brand choice. We cast the choice on 
brand-written prescriptions as binary: whether a substitution 
is made, or not. (For generically written prescriptions, the 
choice is also treated as binary: whether a generic is 
dispensed or not (i.e., a brand is dispensed), where generic 
and brand are defined as explained in Appendix 6.) The 
logistic function used in the logit model keeps the predicted 
probabilities between 0 and 1, as is appropriate; a linear 
probability model, for which OLS could be used, does not. 

One drawback of the logit model for our problem is that 
the model works best when the sample observations are split 
relatively evenly between the 0 and 1 choices, whereas substi­
tution rates tend to be quite low, so that for a number of the 
drugs the split is 90 percent/ 10 percent or even more extreme. 
To provide a better fit on the tails of the distribution it 
would be necessary to use a model based on a different distri­
bution of the error terms, such as the Poisson distribution. 
In the absence of computer software available for this alterna­
tive model, we used the logit. 

B. GLS Estimation Procedure 

The GLS estimation procedure was adapted by Gerard Butters 
from Fuller and Battese.12 Two alterations were needed. Our 
model has only one component instead of two, and instead of a 

W Fuller and Batteae (1974). 
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fixed number of observations for each state (component), the 
number was variable. Three regressions are run: first, a 
regression in which each observation is the difference from the 
respective state mean; second, the ordinary least squares 
regression with uncorrected data; and third, ·a regression in 
which each observation is adjusted by subtracting some fraction 
of the appropriate state mean, where the proportion depends on 
the amount of variation within a state. 

The procedure is as follows: 

1. Using ordinary least squares (OLS), regress the dependent 
variable on the k-1 (here, 6) independent variables plus a 
constant, using the original (untransformed) data. · Retain the 
sum of squared residuals (SSR) from this regression. Compute 
an adjusted mean square error: 

SSR • s•J(N - k) 

( 
V(X*'X•> ) 

N • tr SSRI(N • k) 

where V is the variance-covariance matrix from the OLS regres­
sion using original values, and tr is the trace of the matrix. 

2. Run a regression where the value of each variable, depen­
dent and independent, is the difference between the original 
value and the mean for that variable in the appropriate state. 
Independent variables which are state-level dummies (DPS) or 
state-level averages (GEN) fall out of this regression, since 
the difference from the state mean is zero for each observa­
tion. The constant term is also omitted. 

Let k* be the number of independent variables in this 
regression (4). This number k* is smaller than k in the 
original regression, by the number of state dummies plus one 
(the constant.) 

Compute the sum of squared residuals from this second 
regression, SSR*, and calculate an estimated mean square error: 
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where N t is the number of observations in the tth state and T 
is the number of states, here 49. 

Retain the (X'X)* matrix from this regression, to be used 
below. 

4. Transform each dependent variable by replacing the original 
value Pit with: 

Transform each independent variable similarly. 

5. Regress the transformed dependent variable on the trans­
formed independent variables. This regression provides the 
final results. 

In some regressions the calculations produced a negative 
estimate of the variance in step 2. In those instances, OLS 
was used in place of GLS. 

VI. INDEPENDENCE ACROSS REGRESSIONS 

An assumption underlying the running of separate regressions 
for each drug is that the error terms in each regressions are 
independent of those in all other regressions. We recognize 
that this assumption is probably over-strong for our analysis; 
there is in fact probably some interdependence. The same panel 
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of pharmacies is represented in each of the regressions, and 
even when most store-level influences are held constant by the 
inclusion of the SSINDEX and other variables, there may be 
idiosyncratic behavior consistent across a store's decisions on 
all multi-source drugs, not just across all prescriptions of a 
single drug. A pharmacy which prices high on one multi-source 
drug may well price high on another multi-source drug. To run 
each drug separately, as we have done, is to ignore some 
store-specific information that is available, that is, pricing 
(or brand-choice) decisions on other drugs. 

A. Seemingly Unrelated Regressions 

A procedure superior to ordinary least squares is the 
estimation of the system of seemingly unrelated regressions, 
using GLS with estimates of the components of the variance­
covariance matrix. The processing requirements for our price 
analysis, given a system of 45 equations (or rather 45 times 2., 
if both brand and generic prices are included), ruled this 
out. Also, it was unclear as to how -- or whether -- the GLS 
correction in the price regressions could be in corpora ted along 
with the seemingly unrelated system. 

Under certain conditions, OLS results are the same as those 
from the estimation of seemingly unrelated regressions. If all 
the independent variables are the same in all the equations, 
OLS is efficient. In our regressions, all regressions have the 
same set of named variables, of which only one (QUAN) varies by 
drug. If all regressions had observations from exactly the 
same set of stores, therefore, there would be only one variable 
which differed from equation to equation, and the gain from 
moving from OLS to GLS estimation of seemingly unrelated 
regressions would be slight. 

In fact, the subset of stores represented in one drug 
regression is not exactly the same as in all other drug 
regressions, since observations were missing for some stores in 
some drugs. The tables in Chapters 7 and 8 show the number of 
observations in each regression. For example, the average 
price regression for meclizine has 548 observations, while that 
for isosorbide dinitrate has 409. The total number of stores 
in the panel was much greater, as indicated by the fact that 
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the penicillin VK regression has 959 observations. This makes 
it quite likely that the stores represented in the meclizine 
and isosorbide dinitrate regressions do not wholly overlap. 

B. Binomial Tests of Sign Patterns Across Regressions 

Our ability to generalize across drugs by summarizing sign 
patterns in the regressions is also conditional on the indepen­
dence of the individual drug regressions. In the text we 
report, for example, that in the logit regressions on substitu­
tion 21 of 24 coefficients on RXANTI were negative and that 
by a binomial test (based on a .5 probability of a positive 
sign) this is a significant pattern. This test applies only if 
the observations counted up are independent. If instead all 24 
regressions represent essentially the same information, little 
is gained and a count of signs is meaningless. We believe that 
the problem of correlated error terms among regression equa­
tions is probably not extreme and that therefore the binomial 
signs test is useful in summarizing the regression results. 

VIII. TRANSFORMATION OF LOGIT COEFFICIENTS 
INTO ESTIMATED CHANGES IN PROBABILITY 

OF SUBSTITUTION 

The coefficients estimated by the logit regressions are 
not estimates of the changes in the probability of substitution 
associated with each independent variable since the dependent 
variable is the logarithm of the odds of choice, not the actual 
probability. To state the effects of the independent variables 
in terms of changes in the probability of substitution, the 
coefficients must be transformed. 

Our method of transforming the logit coefficients is as 
follows. 13 What we are seeking is the change in probability 
due to a move from the absence of a legal provision (dummy 
equal to zero) to the presence of the provision (dummy equal to 

ill See also Pindyck and Rubinfeld (1981, pp. 299-300). 
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one.) For each drug, we evaluated the estimated equation using 
the mean values of the independent variables; let us term the 
value obtained A. We computed an average probability of 
substitution 

p = 
1 + eA 

Since the estimated equation included all dummies equal to one, 
this probability corresponds to the presence of each provi­
sion (P 1). To find the probability of substitution when a 
particular provision was absent, it was necessary to subtract 
from A its contribution, which is its estimated coefficient, 
and calculate the resulting P (iP0 where i indexes the 
provisions). We then took the difference in the two probabi­
lities (P 1 - ipo) as the estimate of the provision's effect on 
the pro ba bili ty of su bsti tu tion. 14 

!if The computation of differences in probability associated with RXNEUT 
required removing the effects of both RXPRO and RXANTI from the equation, 
to find the probability of substitution when the prescription pad had a 
"neutral" format. The same was true for differencea involving no formulary. 
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