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PROCEEDINGS

DR. FARRELL: Good morning, everyone. Thank you
for coming. Welcome to the Federal Trade Commission and
the Second Annual, 1 think that makes i1t a tradition,
FTC/Northwestern Microeconomics Conference.

I*m told the Chairman will be arriving any
minute to give -- and here he is, Chairman Leibowtiz.

CHAIRMAN LEIBOWITZ: 1 thought 1 had really bad
timing. Were you introducing me, Joe?

DR. FARRELL: I was just introducing you so it"s
perfect. This is Jon Leibowitz, Chairman of the Federal
Trade Commission.

CHAIRMAN LEIBOWITZ: 1 work for Joe, as everyone
here at the FTC knows, and thank you all so much for
coming. I1"ve noticed that when we pair with
universities to do our conferences, the food is much
better. We inherently have hot coffee as opposed to
cold coffee.

So anyway, thank you all. Thank you all so much
for coming and welcome to the Second Annual FTC and
Northwestern Microeconomics Conference, which brings
together cutting edge academic economic research with
real world policy problems, and that®"s very much in line

with the Commission®s mission of protecting American
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consumers.

The conference began last year when my
colleague, Bill Kovacic, who was then Chairman, and is
now a Commissioner, and was the brain child of your
predecessor, former Bureau of Economics director,
Michael Baye, who teaches at Indiana, wanted to do
something focused around the Big Ten. 1 know it"s early
in the morning, but that was a joke. We hope this is
going to become a regular and important part of the
FTC"s fall schedule.

We"re grateful to Northwestern University and
the Searle Center on Law, Regulation and Economic
Growth, as well as the Center For Study of Industrial
Organization for cosponsoring the conference.

I*m delighted to note that Northwestern and the
Searle Center will also be hosting our third workshop on
the horizontal merger guidelines. That"s in Chicago on
December 10. 1"m going to try to make it because if
there®s one thing 1 love about Chicago, it"s being there
in December. It can only be topped of course by being
there in January.

For those of you who are here from other
institutions, and I*m sure there are some of you, just a
few words about us. As you know, the FTC is an

independent agency that enforces antitrust law,
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alongside the Department of Justice, and also enforces
Federal consumer protection law.

As Joe Farrell, our fabulous Director of the
Bureau of Economics likes to say, these missions
reinforce each other. Competition is sharper and better
aimed when consumers are making well informed decisions
and free choices, and consumer protection works best of
course when consumers have real alternatives. We think
of our consumer protection and our competition missions
as both trying to make the marketplace work better.

The Bureau of Economics is home to even more
Ph.D. microeconomists, including our visiting scholars,
we have about 75, which is more than our colleagues,
friends, neighbors at the Antitrust Division have. That
may make BE, as we call it, our Bureau of Economics, the
biggest institutional center for microeconomics in the
world, and of course we"re bigger today by virtue of all
of you coming.

I want to thank a number of people who have
helped to put this together. We have a really
distinguished scientific committee again this year, and
if you"re here this morning and 1 mention your name,
please stand up or at least raise your hand, including
Professor Kyle Bagwell from Stanford University. Thank

you.
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Professor Marianne Bertrand from Chicago®s Booth
School of Business. Not here yet.

Professor Aviv Nevo from Northwestern? Coming
here soon I™"m sure.

And Scott Stern from MIT Sloane School of
Business. Thank you, Scott, so much.

I understand all four of you -- or the two of
you here and the two of you who are not here yet --
worked very, very hard iIn creating this fantastic
program. 1 also want to thank Joe for putting this
conference together, and from the bureau as well, where
are Chris and Paul, Chris Adams and Paul Rothstein?
Thank you for organizing the conference and other bureau
staff members, including Viola Chen, Loren Smith, Maria
Villaflor, Alethea Fields and Laura Kmitch for their
hard work.

Let me highlight just a few topics of great
interest, 1 think for all of us at the conference and
for the Commission. This morning we have a very timely
panel discussion on mortgage delingquencies and loan
modifications. We have now brought more than two dozen
foreclosure rescue scams and mortgage modification
cases.

We have brought literally more than two dozen,

it will be two dozen by next week, cases on mortgage
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modification and foreclosure rescue scams alone this
year. We"re also in the process of writing two major
rules in this area and we"ve been given, for purposes of
doing that, APA rulemaking authority, which makes it
much easier for us to write rules. It is sort of a
medieval form of rulemaking, and we got this authority
in the Omnibus Appropriations Act earlier in the year.

I"m sure you"ve heard the old saying that laws
are sort of like sausages. You don"t want to know what
goes into it, but it comes out okay usually. 1 would
say that"s probably, at least with respect to our new
jurisdiction for rulemaking in the Omnibus Act,
certainly that"s the way we can think about it, and it
hopefully will do a good thing for consumers. We think
it will.

We have paper presentations this morning also
looking at the interaction between competition and
innovation. In the afternoon we have presentations
looking at the relationship between advertising and
consumer choice, which is, 1"m sure you know, a question
or an issue of perennial interest to the Commission.

Tomorrow morning, we have papers on some very
interesting topics, including online privacy, which is
also very timely, and discrimination in the nation"s

peer-to-peer lending market. We also have a panel
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discussing the very important topic of innovation
policy, and somewhere in between it, | think you guys
have dinner at Johnny®s Half Shell, which is a wonderful
restaurant nearby.

So welcome again, and enjoy the program. We
appreciate all of you coming. We think it will be
incredibly useful going forward. We hope again to do
this annually. And thank you so much. 1 will return it
back to you, Joe.

(Applause.)

DR. FARRELL: Thank you, Chairman. A couple of
logistical things. The rest rooms are across the
hallway. It is possible, but you have to be careful, to
get to the restroom and back without going through
security.

Speaking of security, the security briefing is
as follows: |If you go outside the building or get lost
on your way to the restroom without an FTC badge, you
have to go through the security check again. That"s why
you want to be careful.

IT there"s a fire, or for any other reason an
evacuation of the building, please leave the building iIn
an orderly fashion. 1"m not quite sure what that is,
but you can probably interpret it.

Once outside the building, you"re supposed to go
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across the street and to the right, or maybe just to the
right. 1It"s a little ambiguous, but anyway, go away
from the fire and try to meet up somewhere off to the
right.

In the event that it"s safer to remain inside,
you will not be asked to leave the building. And if you
spot suspicious activity, | think that means not taking
account of colinearity, please alert security.

We"re running a little bit late, that"s my
fault. |1 wasn"t quite sure what the timing of the
Chairman®s arrival was going to be, so let me just make
some very brief remarks, and 1 hope we can catch up
without too much trouble.

It"s amazing to me, and yet the calendar assures
me, that 1" ve been here at the FTC for almost six months
now. The time has whizzed by. There"s way too much
going on and 1 try my best to think about what 1™m
doing, but that"s a challenge. 1 encountered this
phenomena for the first time, this is my third time iIn
Washington, for the first time when I went to the
Federal Communications Commission in 1996.

At that time, foolishly, indeed insanely, | was
also trying to edit the Journal of Industrial Economics,
JIE, and one thing that made me realize was it"s stupid

to try to do too many things at once, but a deeper thing
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it made me realize is you know how in macro they teach
you or they used to teach you that you"re not going to
find any markets with rationing both on the supply side
and on the demand side -- well, that"s false.

So as JIE editor, 1 kept receiving these
articles that obviously talented economists had put
immense amounts of thought and work and energy and
intellect into, and they were about questions that
nobody cared about the answer to.

So that was disturbing, and it was even more
disturbing in the contemporaneous presence of the fact
that there at the FCC, and in fact throughout
Washington, there were important and urgent questions of
how to do microeconomic analysis or this or that policy
question that were languishing or being decided wrongly
because nobody was putting the energy, the intellect,
the time, and the thought into figuring them out.

So that"s what the entrepreneurship community
calls a profit opportunity. 1 tried to take that profit
opportunity, not in the form of money but in the form of
trying to make things work better, and so at JIE, we
tried to encourage people to write and submit papers
that were a little closer to real world policy or just
real world industrial organization questions. And it

didn®t necessarily reflect quite the obsessive attention

10
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to model building that"s traditional in the academic
journal world these days.

I can"t say that we had as much success as we
hoped for, but at least we tried, so this conference I
think is also along those lines iIn the sense that it"s
trying, as the Chairman mentioned, to bring together the
academic community and the Washington policy economics
community for mutual pleasure and profit.

So this happens in a number of ways. 1 think
journals are slowly but surely, at least some of them,
getting better about the kind of work that they
encourage and reward. We have, especially at the
Federal Trade Commission, part of whose statutory
mandate it is, a healthy program of research by staff
economists, and you will hear about some of that over
the course of the next two days.

And of course we have, what I think is in the
rest of the world regarded with envy, a tradition of
academic economists coming to Washington, both for
periods of months or years and also frequently for hours
and days. And all of those things 1 think help us to
bridge the gap that we"re talking about.

So enough of that. Let me turn to introducing
our first speaker who is Scott Stern. Scott is a

professor of management and strategy at the Kellogg



School. That"s at Northwestern for those of you who
don"t know. Scott is currently visiting professor at
the Sloan School, which i1s at MIT.

Among his many activities, Scott is co-organizer
of the NBER Innovation and Policy on the Economy Working

Group, which puts out a nice annual volume, and a senior
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fellow of the Searle Center on Law, Regulation and
Economic Growth. That"s back at Northwestern.

Scott also tries to make the journals work as
well as they can be made to work. He®"s an associate
editor of Management Science and of the aforementioned
Journal of Industrial Economics and the International
Journal of Industrial Organization and serves on the
board of management of the International Schumpeter
Society, so Scott obviously has not learned a lesson
about not trying to do too many things at once.

In addition, he has served on the editorial
boards of the Antitrust Law Journal and the Journal of
Business and Economic Statistics.

In 2005, Scott was awarded the Ffirst Ewing
Marion Kauffman Prize Medal for distinguished research
in entrepreneurship. His work explores how innovation,
that is the production and distribution of ideas,
differs from more traditional economic goods and the

implications for business and public policy. Often
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focusing on life science industries, this research is at
the intersection between 10 and the economics of
technical change.

Among Scott"s recent studies have been work
examining the determinants of R&D productivity, the role
of incentives and organizational design on the process
of iInnovation, and the drivers of commercialization
strategy for technology epidemiologies.

I1"ve known Scott for quite awhile. He"s always
fun to listen to and always provocative, so | look
forward to hearing what he has to say.

DR. STERN: The first thing that I"m going to
say is that there®s going to be some sort of -- thank
you, Joe, and 1"m hoping we can avoid the reverb. |
speak loud enough that if anyone is going to induce it,
it"s going to be me, so I"m a bit worried early in the
morning people kind of having the fingernails on the
chalkboard sound, as it"s always wonderful.

What do I want to talk about? This is
actually I want to call it a paper, but it"s not really.
It"s a set of slides that my coauthor, Joshua Gans and I
are trying to make into a paper. 1"m going to give you
some flavor of it, but it"s really drawing out some of
the implications of a body of research that we"ve done

for really thinking about the antitrust and innovation

13
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policy implications.

I should mention that Josh is traditionally at
the University of Melbourne at the Melbourne Business
School, but is actually going to be visiting in the U.S.
for all of calendar year 2010, which is academic year
2010 in Australia because they have different seasons,
and anyone who wants to have him come give a seminar or
whatever, he"s going to be in the U.S. and a little
easier to get ahold of so you can avoid seeing me give
these talks.

Basically what 1 want to talk about today is
essentially one piece of positive economics, which
really is an area that I"ve worked on quite a bit, which
is: How do formal intellectual property rights, most
notably patents, impact cooperative commercialization,
particularly between technology entrepreneurs, start-up
innovators and dominant incumbent Firms?

And then 1 want to do a bit of speculating about
the normative analysis; namely, what are the antitrust
policy implications of that? And then essentially what
I"m going to try to do there is actually draw a bit on
recent models, most notably the very nice work of Segal
and Whinston that essentially introduces a nice dynamic
framework for thinking of innovation and

commercialization.

14
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So some facts. There are a bunch of sectors as
were mentioned. |1 know a little bit, but 1 don®t know
much, but I know a little bit about life sciences. One
thing you see is that the dominant way these new biotech
drugs actually get into the market is not by some
start-up innovator outside of MIT attracting capital and
then doing all the regulatory trials themselves and then
marketing and pricing the drug. But is instead by
basically remaining mostly a research boutique,
occasionally trying to do one or two things downstream,
and ultimately, for a variety of reasons under different
conditions, achieving some cooperative agreement,
usually with a dominant incumbent player in the relevant
therapeutic market.

So Bristol Myers now, after many iterations,
continues to be the dominant marketing firm that"s
choosing pricing in most cancer markets, even though the
innovation in cancer markets is coming from many other
locations.

To be clear, that pattern of cooperative
commercialization between tech entrepreneurs and these
dominant firms is really not constrained to
biopharmaceuticals. Indeed, if you look over time, how
do venture capitalists actually make money to the extent

that they do? This is not going to be a great year for
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them this year, but to the extent that they make any
money, what do they do?

It turns out there"s really been a sea change
over the last 20 years, one that has not received that
much policy attention, and that is where the usual way
that firms made money was through IPOs. That was the
exit strategy, it is now the case that more than 75
percent of value and more than 80 percent of exit
transactions of venture capitalists are essentially
through acquisition. And the model form of those
acquisitions is by dominant downstream players in the
market. Think of companies like YouTube and Google.

Indeed, there are some companies, and we write
about these and teach them in business school with great
aplomb, essentially a company such as Cisco, that"s all
they do. They advertise themselves quite explicitly as
not really being in the research business but being iIn
the research buying business. And then they kind of let
a thousand flowers bloom and essentially over many
generations of the technology, Cisco maintains a
dominant position in the downstream market and relies on
different innovators over time for upstream innovation.

Now, the question is: Where is that coming
from? What are the institutions that have led to this

sea change? And Josh and I have investigated in a
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number of ways, along with some other coauthors and
other groups have also looked at this, what 1 call the
commercialization hypothesis. That is that effective
intellectual property protection; the rise in the use
and the sophistication around patenting has promoted
trade in the market for ideas, this upstream innovation
market. And that®"s enhanced cooperative
commercialization patterns between start-up innovators
and the people that can most efficiently get those
products into the market, namely these downstream
dominant firms. The welfare consequences of that of
course are ambiguous.

Just to kind of round out some evidence around
this, Ashish Arora and his colleagues down at Duke have
provided broad based evidence across many different
sectors that just show a tight correlation, really a
correlation in the data between all sorts of patenting
activity and all sorts of licensing receipt activity.
They“ve cooked that up as sort of saying, it seems like
these patents are facilitating the market for
technology.

Josh and I have gone a little bit deeper into
that in two very brief studies 1711 talk about. One was
a paper that we did a few years ago with David Hsu in

the RAND, where we surveyed a whole bunch of
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entrepreneurs and figured out how they ended up making
money from their innovation, which you might think is
kind of an obvious thing to do, but not a lot of people
have done that, so that was good for us.

Basically it turns out that if you can get a
patent and if there"s relatively reasonable size
barriers to entry in the industry, you end up with a
very high rate of cooperative commercialization. So
relative to the rate when there are no patents in the
industry and this low fixed cost where you get a very
few innovators, only 14 percent are earning money
through cooperative commercialization or more than 50
percent are earning money through partnering in the
patent high entry cost situation.

So then you might say, there®"s something about
patents that is pretty closely aligned with this
strategy, but is it really the patent system per se? Is
it patent policy that matters?

In a very recent study that we published in
Management Science, | think we provided some
interesting, pretty causal evidence for this. What we
did was look at the timing of licensing by a fairly
large sample of technology entrepreneurs and we looked
at exactly when the licensing occurred.

Now remember it takes almost forever to get

18



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

these patents and it"s very random. And so what we
looked at was: How does the hazard rate of licensing
change after you get your kind of envelope from the
Patent Office down the street -- | guess it"s across the
river, in Boston that means something else -- but how
does getting the grant notice from the Patent Office
change the hazard rate of licensing?

It turns out that a tremendous amount of all
licensing occurs essentially within about 12 to 18
months after the patent is actually granted, so there"s
a long delay where there"s not a lot of licensing. Then
you get the patent. We see this very dramatic rise in
licensing rates.

So what does that all mean? That"s a good
question. On the one hand there®s a piece of positive
economics here. There seems to be this different role
for intellectual property such as patents, not simply
the usual. It let us enhance the innovation incentives,
but it"s actually enhancing the ability to contract in
the market for ideas, facilitating cooperative
commercialization and potentially avoiding product
market competition between innovators and dominating
firms.

Let"s be clear. In most of this research, if

you read, it is not focused on the antitrust
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implications. Ashish Arora and his colleagues, and to a
certain extent our work, really have this kind of broad
sense that, hey, this is a pretty good thing because it
is somehow enhancing the division of innovative labor.
There are probably some R&D productivity benefits here
and there are very few attempts to really draw out the
implications of this sea change in commercialization
strategy in terms of its antitrust implications.

Few attempts are made within the licensing
guidelines, though there"s relatively little enforcement
of the idea, to evaluate a dominant firm, say a Google
or a Microsoft that picks up a true start-up innovator,
a YouTube or Twitter or something like that. There is
very little, usually relatively little evaluation of
those mergers in terms of really understanding that
maybe YouTube could have been the competitor. So what
we"re going to try to do here is analyze what are the
antitrust implications of the impact of formal IPR on
cooperative commercialization.

To do that, 1"m going to take one little side
detour. Do 1 still have 20 minutes to talk? 1711 try
to do it in all 18.

DR. ROTHSTEIN: You have another ten minutes.

DR. STERN: Perfect, thanks. So we"re going to

take a very short detour into what 1 think is one of the

20
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most interesting papers in this area over the last
pretty long while by Segal and Whinston that appeared in
the AAR many years ago. Many of you are probably
familiar with it in which they undertake an explicit
dynamic analysis of the impact of antitrust policy,
basically should we allow or disallow certain practices
on 1nnovation, incentives and welfare.

Essentially their idea is really to model an
environment, a kind of a dynamic environment that is a
step-by-step environment where ultimately a single firm
is the dominant firm at any moment in time. There"s a
firm competing for the market, but there®"s an outsider
who"s doing R&D to leapfrog over the current established
firm, and therefore earn some rent and promote this kind
of gale of creative destruction.

Very nicely the incentives for the outsider to
enhance the probability of innovation, called Pl, are
grounded in the expected nature and duration of product
market competition once a breakthrough has been
realized. So when 1"m a potential entrant, 1 think,
well, if 1 actually do this, if I"m successful, I™m
going to have some competition with the incumbent as |
displace him; then 1"m going to have a certain length of
time in which 1 earn monopoly profits with my new

leading technology and then ultimately 1°"m going to get

21
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displaced. Perhaps I"m going to get displaced, and I™m
going to have the duopoly profits during that time.

Key insight is that I, as the entrant, am
thinking about the fact that if right now 1 face high
barriers to entry, namely, there®s all sorts of
exclusionary practices against me, 1"m not so unhappy
about that because 1"m going to be able to do that when
I*m the innovator, when I1°m the established firm I*m in
the next period. So incumbent firm actions and
antitrust policy is then modeled as a parameter that
essentially terms how much of this detouring activity
the established firm can take on.

Basically what they"re able to do is very nicely
divide this into an innovation benefit curve. That"s
the kind of sloppy thing that goes down that looks
vaguely like a demand curve and then they have this
innovation supply curve. Most importantly, it is upward
slopping at every point and then the point is that if
the IS curve is upward sloping, essentially the dynamic
equilibrium impact of antitrust policy on innovation
incentives can be evaluated. Essentially you shift the
innovation supply curve when you change the antitrust
policy.

You just change the returns to innovation, and

so if you know how the alpha, the antitrust parameter,
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shifts around this IB curve, you"re going to get your
impact on welfare.

Key insights. The very practices that are seen
as barriers to entry by a traditional antitrust analysis
essentially also serve as innovation incentives since
the returns to being the monopolist become higher.

At the same time, the net impact of allowing
such policies can still often be detrimental, so sort of
if you cooked up this line, that allows for a pretty
permissive antitrust policy because, let"s face it, that
actually gives an incentive for the market. You
actually wanted pretty good antitrust policy because the
net effect, even after accounting for the fact it is
positive, and part of that is because the entrant faces
the costs of the deterring activity upfront while they
only realize the benefit way out in the future.

Now, I*m going to draw out the implications of
that type of model for a world in which we think about
the market for ideas. In particular, there are two very
important assumptions in the Segal Whinston framework.
The first is that the strategic impact of the monopolist
only impacts the returns to innovation, but they can"t
affect the innovative productivity of the potential
entrant. They can"t shift that innovation supply curve.

Moreover, the potential entrant always has

23



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

24

access to the incumbent®s technology and they can really
focus all their efforts on going that next step. So
that in some sense implies a background assumption that
the established firm, once they"re dominant, has to give
over a lot of technical information and proprietary
knowledge to potential entrants to allow them to
innovate.

At the same time, once the entrant has developed
a breakthrough, the only strategic action available is
to enter the product market. In the interest of time,
let me just note that both of those assumptions are
really almost counterfactual. On the one hand, the one
thing established firms can do through their strategic
actions is really limit the ability of entrants to even
do R&D iIn their industry.

At the heart of the Microsoft case, for example,
were lots of claims about the ability of potential
innovators to get access to certain code that would
allow them to develop competing products. At the same
time, if you develop and develop your breakthrough
innovation as the entrant, now you know you®re going to
enter and you face a prospect of competition with the
current established firm, you have pretty good
incentives to collude, which in the business schools we

call cooperative commercialization.
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So what we"re going to do in our last few
minutes is say: What"s the impact of these alternative
policies on allowing or disallowing different types of
transactions in the market for ideas? 1°m just going to
highlight two things that we®re looking at, one of which
is an extension of a point that Segal and Whinston bring
out and one of which is a bit more explicitly novel.

The first point is to note that any strategic
action by the current incumbent to reduce the R&D
productivity of potential entrants turns out to reduce
total innovation incentives. To be clear, there are two
effects and so this is where we go a little beyond Segal
and Whinston. On the one hand, you would be shifting
down that innovation supply curve; that"s bad. But that
very fact also means that there®s a higher innovation
benefit.

The innovation benefit curve is going up so that
might actually enhance R&D incentives. It turns out
that the net impact when you do an equilibrium analysis
turns out to be negative, so anything that reduces the
R&D productivity of potential entrants actually has a
negative consequence on welfare in one of these kind of
cumulative innovation markets.

At the same time, the ability of potential

entrants to access the technologies of current
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incumbents is severely limited as an empirical fact.
Trade secrecy, proprietary systems, exclusionary
standards all serve to reduce the ability of innovators
to leapfrog current technologies, and this is
particularly true in my evaluation iIn these markets iIn
which people are competing for the market.

The last insight is, and this is just drawing
out the logic of it, if you have competing for the
market antitrust policies, so kind of the Evans and
Schmalensee kind of policies, which might have something
to them, and you separately advocate for a
strong intellectual property regime, namely giving
people tons of patents, that®s not going to imply
competing for the market where you have serial
monopolists, but is basically going to imply the
persistence of dominant firms.

Schumpeterian analyses emphasize that innovators
compete for the market. They often say, oh, we don"t
really need a lot of antitrust because someone iIs going
to come in and be the next big thing. Many of these
same animals actually also are very big on, let"s also
give everybody patents for everything, but if an
enhanced IPR facilitates the market for ideas, a loose
antitrust policy includes limited review of mergers or

licensing between dominant firms and start-up



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

27

innovators. The equilibrium prediction is not serial
monopolists but serial innovators commercializing with a
persistently dominant firm.

As some concluding thoughts, 1 hope that from an
empirical perspective, we have some evidence that®"s been
accumulating that formal intellectual property serves to
enhance the rate and extent of cooperative
commercialization, particularly between these
entrepreneurs and established firms. But there®s been
very little policy analysis of really what"s been a sea
change in technology entrepreneurship strategy on
antitrust policy.

And this preliminary analysis suggests that
allowing dominant firms to reduce innovator R&D
productivity likely reduces welfare and that practices
allowing free form licensing between start-up innovators
and dominant firms may indeed reduce the competitive
pressures associated with technology entrepreneurship.

Thanks.

(Applause.)

DR. FARRELL: Thank you, Scott.

DR. SCHNEIDER: Scott, can you point to what
changed in the patent system that would cause this
five-year change? What would cause a sea change?

DR. STERN: So there®"s a beautiful book by Jafee
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and Lerner and endless National Academy reports, and
they all basically say that there were a few different
things that mattered here. The first was that the
centralization of the Court of Appeals for the Federal
Circuit, which basically then became the Appeals Court
for patents in the early 1980s, initiated a process that
ultimately probably enhanced the incentives to get a
clarity of patent law.

There were substantive extensions of patent law,
a number of them, particularly over basically living
organisms, business practices, things like gene patents,
a whole bunch of different areas there. And then
finally the other institutional shifts that encourage
venture capital, for example, Prudent Man Rules and
things like that, the change in Prudent Man Rules
allowed for the financing of these technology
entrepreneurs.

Since they have no other assets but basically
what"s in their head and some designs, that separately
probably kind of concentrated on the patents. And then
there®s a bunch of hypotheses, more among dominant firms
themselves, say in the semiconductor industry, about
basically these kinds of arms races in patenting that
Byron Hall and others have talked about quite

extensively.
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DR. FARRELL:

Apparently you answered all the

questions. So what do we have next?

DR. ROTHSTEIN:
and foreclosure.
DR. FARRELL:

(Applause.)

We have the panel on mortgage

Thank you, Scott.
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PANEL SESSION ONE: Mortgage Delinquency and
Modification: Economic Research and Policy

PANEL MEMBERS:

PAUL ROTHSTEIN, FTC, Panel Chairman

PAUL WILLEN, Federal Reserve Bank of Boston

RICHARD BROWN, Federal Deposit Insurance Corporation
MARK MCARDLE, U.S. Department of Treasury

LAURA SULLIVAN, FTC

DR. ROTHSTEIN: Good morning, everyone. Thanks
for coming to the event, and especially for this panel
on a very timely topic, a topic that you will see
written about in the newspapers regularly: Mortgage
delinquency and modification. It"s also very timely for
the Commission, because as the Chairman said, we"re
involved in a very broad rulemaking on the loan
modification process.

So we"re going to get right to it. We have Paul
Willen to speak first. He"s a senior economist and
policy advisor in the research department at the Federal
Reserve Bank of Boston.

We have Richard Brown, who is the chief
economist at the FDIC, and he"s worked for many years on
housing finance issues. |If you"re wondering what the

FDIC has to do with loan modification, he"ll tell you
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about that. 1It"s a bit of a surprise.

Mark McArdle is a senior policy analyst at the
U.S. Treasury working with the Making Home Affordable
Program which deals directly with foreclosure issues.

And Laura Sullivan, who is an attorney here at
the Federal Trade Commission, in the Bureau of Consumer
Protection, and in the Division of Financial Practices.
She"s working directly on the rulemaking issues and
litigation involving scams associated with foreclosure
and loan modification.

So we have the range of experts here from the
academic side who have been writing about mortgages, the
decision to default, the decision to foreclose on loans,
down to the consumer protection issues that are very
much a part this entire process.

I will not take up any more time. Thank you.

DR. WILLEN: 1 would like to thank Paul for
giving me the chance to talk today, and it looks like
I*"m presenting a paper. | guess maybe 1 am, but I™m
really telling you about our research on understanding
loan renegotiation. So first let me say 1°m speaking
today as a researcher and as a concerned citizen and not
as a representative of Boston Fed or the Federal Reserve
System and that"s important right now.

Let me start by saying, and 1 may get fired for
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this, when we first started in 2005 really worrying
about the mortgage crisis, the incipient problems in the
mortgage industry, the first response of the Federal
Reserve in any consumer protection issue is to put
together a brochure.

So we did, and it"s called "Interest Only
Mortgage Payments and Payment Option Arms: Are They For
You?" The answer was, no, so it could have been a much
shorter brochure, but anyway, the thing is once we
realized the brochure wasn"t going to be enough, we then
started thinking about loan renegotiation, so this was a
long time ago.

The thing about loan renegotiation is that it"s
very hard to talk about. You know how if someone asks
you what a goatee is, it"s very hard for people to
explain it without touching their chin. It"s very
difficult to talk about loan renegotiation without at
some point saying, it"s a win/win proposition, so 1
actually googled it.

I found this example basically of the
conventional wisdom on why loan renegotiation is such a
good idea, and this is a quote, 'the problem is that
foreclosure is costly for both the borrower and the
lender. The mortgage holder gains only half of what is

lost by the homeowners.”™ The solution, according to
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this author, was that in the old days, when the mortgage
was granted by your local bank, there was a simple
solution to this tremendous inefficiency, and the bank
forgave part of your mortgage.

The problem s unfortunately this win/win
solution is not possible today. Your mortgage has been
sold and repackaged in an asset backed security pool and
sold in tranches with different parties. This comes
from an article from the Economist"s Voice by Luigi
Zingales but you can see versions of this quote, this
argument all over the place.

There are three things we did in our research on
this: The first thing was just to go to the data and
measure the number of modifications lenders were
actually doing and basically how common was it for
lenders to forgive part of your mortgage effectively.

The answer is -- and the conventional wisdom was
that it was not very common, and in fact that"s exactly
what we found iIn the data, and this is the number for
private label, which are securitized mortgages. These
are loans that are not securitized by the GSCs but
securitized by someone else.

So what we found was that of loans that became
seriously delinquent in the year subsequent to the first

serious delinquency, less than 3 percent of private
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label loans received modifications. So that part of the
conventional wisdom is right.

What turned out to be wrong was that
securitization didn"t seem to matter much. If we looked
at portfolio loans, which were loans that were held iIn
the portfolio of a bank, the difference was miniscule,
and in fact it"s insignificant statistically. And this
is for modifications which lowered borrower®s payments,
but In fact the results in a sense are even weaker; 1In
other words, securitization seems to matter less when
you look at broader definitions of renegotiations.

And the broadest possible definition of
renegotiation is to look at the cure rate, which is the
probability that a seriously delinguent borrower either
becomes current or pays off their mortgage. It captures
anything that the servicer might do to help the
borrower. Even with this broadest definition, the
difference between portfolio and private label loans is
small. 1t"s significant for all of the loans.

But for the sub samples of the data where we
think there"s less unobserved heterogeneity, that
difference actually goes the wrong way; in other words,
the portfolio loans are actually less likely to get any
form of renegotiation, and it"s important because 1711

come back to this, we think most of these cures in the
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data and the difference that we observe are due to self
cures.

In other words, they have nothing to do with any
action taken by the lender to help the borrower and the
reason we say that is because basically this is looking
at cure rates. This is the hazard of curing after you
first become seriously delinquent and what you see 1is,
this is for portfolio loans, most of the cures occur in
the first three months. And in fact the difference
between private label and portfolio appears entirely in
those first three months.

So then the question is: Why do we see so few
modifications? And of course there"s this logic, which
is quite compelling, the logic that Luigi laid out. The
logic is foreclosure costs lenders a lot. Lenders
typically recover less than half the balance on the loan
and wouldn®"t a concession to the borrower cost less?

And the answer is not necessarily and the reason is that
what people generally do is to compare renegotiating the
mortgage with foreclosing on the borrower, but there is
a third possibility, which is to do nothing.

It"s possible that the borrower will cure
without assistance before foreclosure occurs and this is
what we call self cure risk.

This is a timeline of foreclosure in California,
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and you can see here that from the moment that the
borrower defaults, which is 90 days after the borrower
has stopped making payments. |If everything goes
according to plan, I mean, there are no hiccups, the
foreclosure sale occurs 235 days later. So this means
between the First missed payment, between even serious
delinquency and foreclosure sale, typically in
California at least, there"s going to be a year.

And so the perception is that you®"re making a
decision, | immediately foreclose on you and cease the
property or 1 renegotiate, and that"s not the decision
you"re making. The decision is: Do | renegotiate right
now or do I wait and see what happens?

So what we show in the model, we have a simple
model, we find alpha nought to be the probability of
default without a modification and alpha one to be the
probability of default with a modification, and
basically what we show is you can divide up the sample
into three groups.

There®s the difference between the probability
of defaulting without a modification, that"s your
baseline, and then the amount that you reduce that
probability, that®s the difference between alpha nought
and alpha one. And those are the people for whom

renegotiation is effective, and that part of the
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distribution is where renegotiation is effective.

The problem is there are two other groups.

There is alpha one. That"s all the borrowers who are
not going to repay either way and there in general we
would say it"s a bad thing because basically you“re
delaying the foreclosure. The house prices are going to
fall. The property deteriorates. Right now arguably it
might not be so bad because house prices are going up.
On the left here, we have self cure risk, which is
basically all the borrowers who are going to pay back
either way.

That"s re-default risk. This is self cure risk.
Zingales®™ argument really is just focusing on that
center column there, and the problem is we really can"t
tell these people apart. Those are houses, 1 don"t know
if you recognize it, and they all look the same, so all
the borrowers come in, and they all say they want a
modification, and you can"t tell which one of these
types they are.

So what do firms actually do? Rich Brown is
here from the FDIC. This slide is actually from an Indy
Mac PowerPoint presentation about doing modifications
and it basically replicates what we have in the model.
Basically there®s cure rates. |If you don"t modify, then

you go along the foreclosure track. There"s a cure rate
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over here. That"s the possibility the borrower cures
without any assistance and then you have re-default over
there on the far right, so this is exactly what lenders
do or at least what they say they do.

The problem was this argument that was not new
to the FDIC, to Rich, but it was new to a lot of
reporters who had been covering the story since 2007,
people who 1 had been talking to for years. When we
wrote this paper, when this got out there, they thought
this was news. They had never had heard of self cure
risk.

The reason is the proponents of renegotiation
focused on the costs of foreclosure and the benefits of
renegotiation. They rarely discussed the cost of
renegotiation. The Congressional Oversight Panel
Report, which made a big push for mass loan
modifications, did not mention self cure in 187 pages of
detailed discussion of the issue.

Papers by Allen White, who"s a law professor at
Valparaiso University, who has gotten a lot of attention
for his papers, never mentioned self cure. And then
there®s this paper the economists paid attention to by
Piskorski, Seru, and Vig, again no discussion in there
of self cure risk. It never even occurred to them that

it was an issue.
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So the paper says that lenders don"t renegotiate
a lot of loans, but actually over the last two years, we
saw a huge increase in the number of modifications.

This is in logs. You"ll see why in just a second, but
you can see they went from modifying on a monthly basis
5/100ths of 1 percent of the loans up by the end to 1
percent. There was a huge increase in the frequency of
modifications.

What it parallels is a huge decline in the self
cure rate, so basically as borrowers became less and
less likely to fix their own problems, lenders became
more and more willing to assist them, which is exactly
what the model would say and in a sense exactly what
their own documentation says.

Let me just conclude. One of the criticisms of
our study is that if you put the numbers into that
model, you still get most loans being positive NPV. And
let me just illustrate that it is very difficult to
figure out what the true self cure probability and the
true re-default probability of the borrowers we"re
looking at are, basically because we aren®t doing
randomized trials.

IT modification was a medicine, we wouldn®t just
go to the data and say, let"s look at the people who

took the medication and the people who didn"t in non
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experimental data. And the way to see this just as an
example, one of the things that people point to all the
time is evidence for why modifications are good is they
point to different modifications. These are
modifications that increase the principle balance.

This is the re-default rate for those and they
compare it with loans in which the lender reduced the
interest rate, and what you see here is the re-default
probability. There®"s a huge difference in re-default
probabilities between the interest rate reductions and
principal increases.

What"s the problem with this picture? The
problem with this picture is it assumes that the
borrowers were all the same at the beginning. In fact,
in this very picture, 1"ve just imposed the assumption
that they were all delinquent at the time, at the
beginning. In fact, it"s not true. The guys who got
principal increases, 85 percent of them were delinquent,
so, in fact, the number who are delinquent a year later
is actually lower than before they got the
modifications.

But if you compare that with the people who got
interest rate reductions, in fact, less than 20 percent
of them were delinquent when they got the modifications.

So, in fact, the treatment effect, if you just took
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these reduced form estimates and you tried to plug them
into the model, what you would see is that the
probability that the borrower is delinquent a year after
getting a modification is higher than it was before.

Obviously there®"s a huge amount of selection
going on here. That means you cannot interpret these
numbers as estimated. You can®t just plug them into the
model which is what people have been doing.

Here®s the slide you®"ve all been waiting for.

DR. ROTHSTEIN: We"ll go straight to Rich.

DR. BROWN: Thanks. Good morning. 1 have seven
minutes this morning to talk to about what FDIC did at
Indy Mac Federal Bank to modify mortgages, so 1°Il1 give
you a little background. The problem as it first hit
was with sub prime mortgages in 2007. 1t was a problem
of affordability. These are people with low credit
scores, that"s what sub prime is, but a lot of these
loans were done at 40 and 50 percent ratios of debt
service to income on a monthly basis, and they were
usually done on a hybrid basis.

They would have a two-year introductory rate of
like 6 to 8 percent, not that low, but after the
two-year period was up, they would ratchet it up, it was
based on LIBOR, but it would frequently go to double

digits.
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So the point was these folks could marginally
afford these loans during the intro period, but after
the reset, they certainly couldn®t afford it. What
happened was they had prepayment penalties during the
first two-year period and after that prepayment penalty
was up and the loan ratcheted up to a higher interest
rate, they all scattered. They either repaid,
refinanced, got another loan or they defaulted on it.

So what we found is among the 2004 vintage of
sub prime hybrid loans, after four years, more than 95
percent had either defaulted or prepaid. Nobody stayed
around and paid the full rate for long.

What happened in 2007 is the sub prime market
went away. You couldn®"t get a sub prime loan. You
couldn®t qualify for any loan because your home was
declining in value and so the game was up. Instead of
pre paying, what were they doing? They were defaulting.

So our Chairman, Sheila Bair, advocated in a
series of speeches to freeze that introductory rate at
the starter rate. Maybe they could afford it if you
don"t ratchet it up because the game was up in terms of
new credit.

And that was the beginning of our forays into
interest rate modification. We ended up doing a lot

more work looking into some of the legalities, what
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could be done under these pooling and servicing
agreements. It"s a contractual basis where these
servicers control the loan after its securitized, what
is legally available, and what we found was that it was
legal under most, maybe 90 percent of the pooling and
servicing agreements, to do an interest rate
modification.

You can change the interest rate if you can show
that that"s raising the net present value of the pool
itself. You typically could not do principal reductions
on a loan that stays in the pool and so that"s a real
limitation there and especially in today"s world with
underwater mortgages.

But in any event, we had a chance to put this
into practice ourselves when we became conservator in
July 2008 at Indy Mac Federal Bank. It was a
$32-billion California thrift. At that time it was the
largest failure in the FDIC"s history, of course dwarfed
since then by the Washington Mutual failure, but we
became conservator. We ran Indy Mac from July 2008
until early this year when we sold it to OneWest; as
part of that, we inherited a $160 billion mortgage
servicing portfolio, about 650,000 loans. They were
serviced for Indy Mac, loans that were in their

portfolio, as well as under pooling and servicing
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agreements for third parties.

So we wanted to put this modification into
practice and we came up with something that was very
streamlined, a streamlined interest rate modification
that would work not just for the loans that Indy Mac
owned, but also for the third-party serviced loans.

We knew it would work under the pooling and
servicing agreements because it was an interest rate mod
and we had a pretty straightforward protocol. Basically
to qualify, you had to have a debt service ratio to
income ratio of more than 40 percent. It had to be
unaffordable and you would reduce that debt service, the
monthly payment, down to at first a target debt to
service income ratio of 38 percent. We eventually
reduced that to 31 percent.

We did it in three ways. The first thing that
you do is lower the interest rate for five years and the
floor was 3 percent. And in 70 percent of the cases,
that got you to the target debt service income ratio.

If that didn"t you get all the way there, the next thing
you did is extend the term out to 40 years and that got
us there for another 21 percent of the cases.

The third tool, the third arrow in the quiver
was to forebear principle, not forgive because you can"t

do that for the service loans, but to forebear principal
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until the loan was repaid, and that got us there in the
rest of the cases, to the 31 percent debt service to
income ratio.

What we found when we got there, of the 650,000
loans, about 10 percent were delinguent when we got
there. Of those, we found about 40,000 loans that were
candidates for modification. That means that the people
were still in the home. It was owner occupied. It
wasn"t in bankruptcy. It wasn®t in litigation and
hadn®"t already been modified.

So that was our pool to start from and the
benefit of what we were doing is you could get there
fast. You could automate the process. You could do the
analysis off site. So you could send them a letter, run
the numbers and send them a letter, we think your
payment could be X, and believe me, the response rates
on communicating with delinquent borrowers are very low.
We got a better response rate by sending these letters,
call us back, we want to reduce your payment to this.

Now, of course, it worked for the service loans
also, which is a big benefit. You didn"t need the
permission of second lienholders. That was a big
benefit and you could automate the documentation. You
could go get tax records if they signed a waiver and you

could document the income that you needed to make sure
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that the numbers actually, in fact, worked. But the
critical thing was we had to implement a net present
value test, as Paul mentioned.

We have a fiduciary responsibility to maximize
the returns to our receivership assets. We can"t just
do mods because we think it"s a good thing to do. Same
thing under the pooling and servicing agreements, we
have a legal obligation to maximize the net present
value, so our NPV test is just as Paul said. We analyze
two strategies: Either you mod or you don®"t mod. |IF
you don"t modify, you have to take into account the cure
rate. We assume 15 percent. You have to take into
account foreclosure costs, what the loan to value of the
loan is, what the discount rate is going to be.

Same thing with modification. You have to
assume a re-default rate, how many of them are going to
come back to you, and we assumed a 40 percent re-default
rate at Indy Mac and we assumed the re-default would
happen in three months. It would take six months to
sell the property. Home prices would fall at an annual
rate of 15 percent. That turned out to be about
accurate in California for that period.

So we did about 22,000 in all at Indy Mac
between August of 2008 and July of this year when the

last ones came through. How did we do in terms of
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Well, for the 2008 vintage modifications, the
re-defaults are pretty high. We"re looking at a 33
percent seriously delinquent rate now on the loans that
were modified in 2008. Look what®"s happened though
since 2008. California lost 750,000 jobs. Their
unemployment rate went from 7.3 to 12.2 during that
period, just about the worst economy you can imagine,
but we"re still under the 40 percent assumption. |
think we may get to 40 percent before that program is
done. Most of the re-defaults come early, but they"re
still building up.

For the 2009s, the re-default rate so far is 19
percent, but those are a newer vintage, and they“re also
all at the 31 percent debt to income ratio. They"re
stronger modifications, so we think those will be more
durable.

We made a proposal late last year to use part of
the TARP money when that came about to provide
incentives for servicers to do modifications; in other
words, could you pay them to do a thousand dollars
upfront to do the work? Could you pay them if the
borrower re-defaulted to take some of that loss? And we
do loss sharing all the time with our bank acquirers, so

we talked to the outgoing Bush Administration about it,
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talked to the incoming Treasury with the New
Administration, and eventually 1 think that idea of
using TARP funds to provide incentives to servicers to
do a pretty standard modification protocol is what is
going to be described to you in a moment about the HAMP
Program.

Again I think the benefits -- we showed it can
be done. It can be done on a pretty large scale. It"s
not a silver bullet; it doesn"t cure all the problems,
but by definition, if our assumptions hold, the math
works. It enhances the net present value of those
portfolios and if we hit the 40 percent re-default rate,
assuming the 15 percent cure rate and all the other
assumptions, out of the 22,000 mods we did, we kept an
extra 10,000 families in their homes, still paying their
mortgage every month and not in foreclosure, not as a
distress sell.

If you ramp up the numbers with HAMP, 1 think
they“ve done 650 trial mods so far. Again under the
same assumptions, you would be looking at keeping
300,000 people in their homes, so it can have
macroeconomic impact, but it really gets at the
affordability problem.

I think now we have an underwater problem, a

problem of strategic defaults being underwater. This is

48



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

not as effective in dealing with that problem, but 1
would say that the NPV test is actually enhanced for
underwater loans. You take such a bath in foreclosure
on an underwater home. |If you can get people to
reaffirm and keep paying, the benefits are all that much
greater.

So 1 look forward to the other comments on the
HAMP program.

DR. ROTHSTEIN: Just a quick question on the
Indy Mac. There was no taxpayer money or other subsidy
being paid to induce the modifications, was there?

DR. BROWN: That"s right.

DR. ROTHSTEIN: So why weren®t these people just
doing it anyway, if there was no subsidy? What"s your
explanation for why the market wasn"t just having these
modifications occur anyway?

DR. BROWN: Well again, when we talked about
freezing the interest rate on the sub primes at first,
there was a lot of resistance In the servicing community
in saying, no, that interest rate mark up is ours, we"re
going to collect that. And we had to convince them, no,
you"re not going to collect it, they“re all going to
default or prepay, you"re never going to get that reset
payment.

Again, 1 think there®s a lot of inertia in the
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servicing community from their main strategy of
collecting the checks and going to the contract to
trying to switch strategies In a very adverse housing
market. They"re not very eager to switch strategies.

DR. ROTHSTEIN: So it"s just some black box of
transactions cost at the moment.

DR. BROWN: 1It"s a hard to say.

DR. ROTHSTEIN: Here come the subsidies.

MR. MCARDLE: Yes, there are tax dollars
involved with my program, lots and lots and lots of tax
dollars.

FDIC was a model as we were designing our
program, and we were authorized by ESA, which had two
stated goals, including preserving home ownership and
protecting home values. It explicitly instructed the
Treasury Department to create a modification program in
Sections 109 and 110.

The model we used started with some FDIC work,
but we also agree with the NPV. It was the cornerstone
of our model, so we wanted to show what everybody sort
of knew, that some of these modifications were iIn the
best interest of all parties, and then we also had
incentives through the tax dollars to make sure all
people®s interests were aligned.

We use a similar waterfall. The steps are
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similar. The borrower comes in. We capitalize all the
outstanding debt, escrow advances, any out of pocket
servicing expenses, but no late fees. We reduce the
interest rate, all as low as 2 percent, and that"s the
first step in the waterfall.

We also have the same target rate payment, 31
percent, so to qualify for a program, you have to be
paying more than 31 percent for your mortgage, and then
our goal i1s to lower you down to 31 percent. We do it
through these steps, reducing the interest rate. Then
we can extend the term out to 40 years if necessary, and
then finally the last step would be deferring a portion
of the principal interest free until the loan is paid
off, and that would just be the last step in the thing.

You can also forgive principal. That"s an
option you can do at any point in the waterfall, but by
and large, that doesn®t happen as often as you can
imagine.

The other thing is this has created sort of a
standardized modification process, and we find a lot of
the banks are now actually imitating ours, even for the
loans that don"t qualify for our program, so this has
sort of become the new standard modification.

One thing also we do is we have a trial period,

so once the borrower qualifies, the NPV"s positive, they
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enter a three-month trial period where they see it these
new payments work for them. So that"s sort of another
way to see how this is going to work out and we mostly
have trials at this point. As it was mentioned, we have
650,000 trials at the current moment.

I wanted to talk a little bit about the
incentives and why they"re there and how they work. By
the way as he mentioned, most pooling agreements do not
prohibit modifications if you can show it"s in the best
financial interest to them, and that"s the point of the
NPV, but we have actual financial incentives as well.

IT the loan is above 38 percent, the investor
takes most of the eating to get it down to 38, but
between 38 and 31, we have a cost share payment that we
pay to the investors to lower it down to 31 percent.

And there also is a $1,500 up-front payment for a
successful modification, not a trial, once they go final
into a permanent modification.

For servicers, who you®ve probably read a lot
about, they sometimes have incentives to go either way,
there are other incentives. We have a thousand dollars
upfront for a successful modification, one that comes
from trial to official. There"s also a $500 bonus if
it"s a loan that isn"t yet delinquent because one

feature of our program is you can be in imminent
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default. You can be facing payment shock. You could
have lost your job. You can still qualify for this
program without going 60 days delinquent.

And so there®s an extra bonus, but obviously
that"s something new. We had to sort of sweeten the pot
for that, and also there"s pay for success for servers,
sort of an incentive to keep this borrower going
onwards. For three years they can get up to a thousand
dollars accruing monthly and paid annually.

Now, the borrowers also get a success payment,
so they can get up to a thousand dollars a year, which
is paid towards their principal balance to help lower
it, if they remain current for that year, so it"s their
incentive to keep this modification going and making it
sustainable.

So it"s sort of a balance. 1 mean, there®s a
lot of extra work with this program, with the servicers.
The investors obviously have to take a sacrifice, so do
all parties, we try to re-distribute the pain a little
bit. How much time do I have left?

DR. ROTHSTEIN: Take another three minutes, or
not. It"s up to you.

MR. MCARDLE: One of the denial reasons that can
happen in our program is the pooling agreement still

prohibits the modification. We don"t abrogate those
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contracts, so if there"s an outright ban, they are not
obligated to take the modification.

They are obligated to approach the pooling
agreement and try to seek an exception and we"re also
tracking data, so everyone knows about the Berkeley
study. We"ll have a pretty big pool of data about
exactly which investors prohibit modifications and under
what circumstances and we"re collecting that now.

I guess those are my major points, but 1711
leave the rest for questions.

DR. ROTHSTEIN: The only thing you didn"t say
was 1t"s 50 billion.

MR. MCARDLE: Yes, we have $50 billion to help,
so there"s a lot of taxpayer subsidies involved here, |
should mention that.

DR. ROTHSTEIN: An additional 25 --

MR. MCARDLE: 25 goes to the GSCs for their
program, which is HARP.

DR. ROTHSTEIN: So a total of?

MR. MCARDLE: 75 billion. A lot of the HARP
money, the 25 billion is for refinancing, and 1 should
also say that our program, it"s not the solution for
everything. We targeted mostly to sub prime borrowers
with higher rates, and that"s the population that was

originally focused on.
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Unemployed borrowers with no income, our program
doesn"t work so well for as the COP report rightly
pointed out. Also there are some types of loans that
are just impossible to modify and can change into a sort
of a standard amortizing project. |If you have a pay
option ARM where you"re paying only a tiny bit of the
payment each month, it"s very hard to restructure those
loans into something sustainable, which is our goal.

Our goal is two things: To get people in these
modifications, but also to keep them there, and we have
made some progress. 1711 cite the COP report that said
on average our interest rates have dropped from over 7
percent to 2 percent for the trials we"ve made.

The front end ratios have dropped from 47
percent to 31 percent, so they were paying on average --
actually that"s the median, 47 percent for their debt
ratio, and there were drops to 31 percent. And their
average payment dropped by a third, so from $1,500
dropped $600 each month, so that®"s the one thing they
cited, that we have created affordable payments for
these borrowers and giving them a chance to maintain
their homes.

This program is targeted toward the borrower who
wants to stay in their home. This is a long-term

commitment on both parts, so it"s not targeted to
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underwater mortgages; it"s not primarily designed to
address that. It"s primarily designed to keep the
borrower who wants to stay there and make a commitment
to their home.

And 1 should also mention one more feature about
our program, so the rate goes down to 2 percent, and
after the five-year program ends, it goes up, but it
goes up only to market rate. So you had a 9 percent sub
prime loan, your loan is now a permanently fixed rate
mortgage at whatever the market rate is at the time of
the official modification, and it goes up only 1 percent
a year after the five-year period, so you have a chance
to adjust to the new rate, and then it"s capped.

So this is a long-term sustainable product,
especially if you had a higher interest rate loan to
come in.

DR. ROTHSTEIN: A lot of these modifications
that are being drawn under HAMP though will certainly be
for people whose loans are underwater?

MR. MCARDLE: Yes, and there®s nothing about the
program that discourages it. It"s just when youT"re
deeply underwater, your incentives change. There might
be a point where you decide this isn®"t working for you.

DR. ROTHSTEIN: Right, but this is an important

point in Paul®s work though, which is that economists
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might tend to say, well, if you"re underwater at all,
there®s some strong incentive to walk away, but the data
say that that"s not what people do.

MR. MCARDLE: No.

DR. ROTHSTEIN: There are some other reasons you
might expect some of these underwater people to stay in
their homes when you really look at the accounting.

MR. MCARDLE: There are a lot of people
underwater who are staying put.

DR. ROTHSTEIN: That"s right.

MS. SULLIVAN: Good morning, everyone. It"s
very nice to be here today to talk to you about the
consumer protection angle.

As you can probably anticipate, much of the
perspective we come at this issue of dealing with a
secondary market that has a -- a fairly robust secondary
market that has developed in response to the
introduction of government programs as well as the
mortgage crisis itself.

From the consumer®s perspective, there"s been an
increased awareness of the ability to potentially modify
the loan. Consumers are facing difficulty in making
their payments and it"s been introduced into the public
consciousness that there may be an ability to approach

your lender and to obtain a loan modification. And that
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has created some issues, from the consumer protection
standpoint.

We"ve seen a secondary market of companies that
offer services to deal with the lender on behalf of the
consumer. Here is a general timeline.

The government programs have been introduced and
we have seen a corresponding increased awareness in
consumers about the ability to seek relief. First in
August 2008 there was the Hope For Homeowners Program,
and that was primarily a refinancing program. | think
it only had marginal success and very few, if any,
borrowers derived benefit from that.

In October 2008, in California, in one of the
hot spots of activity for the foreclosure crisis, the
California AD reached a multi state predatory lending
settlement with Countrywide, which as you can imagine, a
large number of the sub prime loans and the pay option
ARMs and ARMs generally were Countrywide loans, now
acquired by Bank of America. Basically as part of
settling their predatory lending case, Countrywide
agreed to modify certain qualifying loans.

Finally, more recently in March 2008, as we"re
all aware, the Making Home Affordable Program was
announced. And we"ve seen an uptake In activity

corresponding with this timeline.
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This is a very basic graph, but essentially from
a consumer protection standpoint the ideal line of
communication is you have your incentive programs,
Making Home Affordable and others, the lender, the
servicer and then the home owner. We would like to
encourage communication along this line.

There are also nonprofit borrower assistance
programs free of charge available to consumers to
facilitate communications with the lender, but the
problem area that we"ve seen is this for profit mortgage
assistance and they are diverting consumers away from
these programs. They"re paying money that they would
otherwise not need to pay and more importantly and what
our law enforcement addresses is the promises that these
companies are making often have no basis. They"re
making guarantees to consumers essentially that they can
obtain a loan modification and stay in their homes and
that"s not always the case.

We"ve brought many law enforcement actions which
indicate how important a problem this is. We"ve brought
22 cases since early 2008. It"s a larger number of
cases than normal and there will be more by the end of
the year.

In April 2009, we sent warning letters to 70

companies that were advertising mortgage loan
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modification services. We"ve also engaged in consumer
education; we are in the midst of a rulemaking process
and we"ve partnered with Treasury, HUD, the states and
other agencies to figure out the best way to address
this problem.

As far as our law enforcement cases, the trend
that we"ve seen is initially these intermediary
companies were marketing short-term, high cost loans to
homeowners facing foreclosure. The loans were supposed
to be a bridge to allow homeowners to get through a
tough spot. Later in that year, companies began making
promises that they would be able to obtain mortgage loan
workouts for consumers that would prevent foreclosure.

And this is the standard model. They would
require up-front payment of large fees. This trend has
continued in 2009. We"ve brought 17 cases just this
year. For-profit mortgage loan modification and other
mortgage assistance services have simply exploded.

Most of them ask large advanced fees and they
make guarantees that they"ll be able to obtain a
mortgage loan modification that will reduce the amount
of the monthly payment for consumers. Another trend
that we"re disturbed by is that attorney participation
to circumvent some state laws has increased greatly.

And many of our law enforcement actions involve
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attorneys.

Some of the techniques that relate to the Making
Home Affordable Program and other programs that are
available to consumers are we"ve found that many of
these companies are masquerading as being affiliated
with the government or are, in fact, the servicers or
lenders or even in some case nonprofit housing
counseling services.

Another issue with these for-profit mortgage
assistance counseling services is they tie up the home
owners for several months. They will often represent
that it will be several months before they"ll receive an
answer from the lender or servicers, SO consumers are
held in abeyance, and this is problematic because they
should be going directly to their lenders and taking
steps to address their situation.

Another unfortunate technique that is used is
they“"re specifically advising homeowners to stop making
mortgage payments. They represent to homeowners that
this will make it more likely that at the end of the day
they" 11 obtain a mortgage loan modification. They also
tell consumers to stop talking to their lenders and
interacting with their lenders, and as you can imagine,
this escalates to problems for consumers.

Another tactic that they use is they tout
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special skills and connections in the mortgage industry
to negotiate mortgage loan modifications. This is to
get around the fact that there are many services that
are available free of charge, and consumers can
negotiate with their lender directly.

DR. ROTHSTEIN: Is that it?

MS. SULLIVAN: 1 would just like to talk or to
touch upon the rulemaking. We"re engaged in it, and
there®s not much that 1 can say, but through a rule, we
would like to address the problem globally, and as
you®ve seen, some of the issues arise from the type of
representations and whether there®s certain information
that should be disclosed to consumers that would correct
the possibility that they would be deceived by these
types of for profit service companies.

One of the issues under consideration is whether
there would be a need to address the collection of fees
in advance of performing services. As | indicated,
deception is pervasive. Based on our law enforcement,
we"ve seen a large number of companies that are making
outright deceptive claims about the services.

And once the consumer agrees to purchase the
services and pays the upfront fees, again they are tied
up for a certain period of time, so the question arise

whether we need to prohibit the collection of advanced
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fees until the consumer actually receives the result
that they"re expecting. That"s one of the issues under
consideration.

DR. ROTHSTEIN: Thank you. Thank you very much.
So what we"ve had is we"ve gone from a completely
unstructured kind of negotiation, traditionally you go
in and you miss some payments and maybe you ask the
lender or services if they can do something for you.

IT you noticed on Paul®s charts, one of the
things that they might do for you is increase the
principal. They wouldn®t reduce the principal. You
would miss payments, the missed payments would be added
to the principal, and then you would have a higher new
payment. This is forbearance. If you could make those
payments, you were fine, and if not, you lose your home,
and that was the end of the story.

Now we have this much more structured
negotiation, going from the FDIC"s development of its
product which is called the Standard Waterfall in the
literature, to the adoption of it by the Treasury. What
the Treasury is adding are a number of financial
incentives into that negotiation process.

Regarding unintended consequences, one of the
major ones is whenever consumers are directly approached

by a policy that might be able to help them, scam
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artists come along and say, let us be your guide on this
journey to get your benefit. It seems to always happen,
and it certainly has happened in the loan modification
process.

We"ve got just a couple minutes. | had some
questions, but why don"t we see if anyone in the
audience wants to ask a question.

Yes?

DR. LEWIS: My name is Greg Lewis. 1 guess my
question is about the use of incentives. That seemed an
interesting twist on the program. 1 first wanted to
know why we thought it was important to add incentives
to the mix, and second, the trial periods that came
along with that, is that sort of a screening device? |
don"t want to handout bonuses, | want to first screen
someone FTirst.

MR. MCARDLE: Yeah, the second part is right.

No incentives are paid until after the trial, so the
trial period is a way to wean out those who are probably
going to fail, not just fail but just not be able

to make the payment, even the new payment.

And as to the first part, servicers get paid
regardless. They get paid even If the home goes to
foreclosure. So you had to change that incentive

structure somewhat to make this worthwhile for them and
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also give them an investment in making sure that the
borrower succeeds.

The investor obviously is taking a hit and needs
an investment, obviously a subsidy as well. And
finally, we wanted to really incentivize the borrower to
perform well. 1t"s not like this is cash that goes to
him. 1t goes toward his unpaid principal balance, which
might actually get larger, depending where he ends in
the waterfall.

So it creates a long-term incentive for him, at
least for five years, to make those payments regularly,
to stay on this program, to have a successful,
sustainable modification.

DR. BROWN: If 1 can just add: Our original
idea to use with the HAMP money to essentially tilt the
NPV test in favor of modification was based on the idea
that there are externalities. There are macroeconomic
consequences. The fundamental source of uncertainty in
our economy was Ffalling home prices, distressed sales.
IT we could just take a chunk out of that, we could
actually have some social benefits. That was the
original public policy rationale for tilting the NPV
test.

MR. MCARDLE: Especially the inventors

incentives go right into the NPV model and tilt it, make
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it more likely that a modification is going to occur.

We even have a special set of incentives for our areas
that are suffering severe price declines called home
price protection; if a property is located someplace
where the price is dropping rapidly, the investor is
going to say, cut my losses, | want out now. This gives
them some added incentive to make a modification in
those areas.

DR. ROTHSTEIN: All right. Yes? Joe?

DR. FARRELL: Joe Farrell with the Bureau of
Economics. So it seems as if there should be pretty
strong incentives to really negotiate if the lender has
reason to believe that the alternative is default or
certainly if it"s going down the path towards
foreclosure which is no fun for anyone.

But 1 would guess that a lot of resistance to
renegotiation might come from the fact that it"s still
true, 1 take it, that most loans don"t go into default.
So the inframarginal, non defaulters are iIn some sense a
disincentive to renegotiation for those loans that are
in trouble.

A natural way to try to address this would be to
try to predict which loans are at high risk and which
loans are not at high risk of going into default. Paul

mentioned in passing earlier that being underwater is
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perhaps surprisingly not a very good predictor. What
are the good predictors and how good or mediocre are
they?

DR. WILLEN: Let me take this one. The negative
equity thing is widely misinterpreted and misunderstood,
even by some very distinguished economists. Negative
equity is, in theory, a necessary condition for default.
Nobody defaults when they have positive equity.

I don"t need the microphone. 1°m really loud,
you may have noticed and literally, not just
figuratively.

So the negative equity is a necessary condition.
Very few people default when they have positive equity,
because they can sell the house. It"s a dominant
strategy to sell the house rather than to go into
foreclosure because you can sell it profitability.

So having negative equity is necessary. The
problem is that what has been wildly misinterpreted is
that it"s not sufficient. So nobody who has positive
equity defaults and most people who have negative equity
don"t default either, so the problem is that we have a
lot of things that can tell us which group is more
likely to default. But it"s the famous I know half of
the money is spent in advertising and is wasted.

I know 20 percent of the borrowers in a given
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pool are going to default. 1 just don®t know which 20
percent, and if I give assistance and | offer assistance
to those borrowers, all hundred percent of them are
going to come forward. That"s the problem, and that has
bedeviled loan modification all along right now.

People say, well, we know from that the
probability of self cure after 90 days is very small.
The problem is once you announce that, all right, 1™m
going to wait until 90 days before I modify loans, then
you get the scam -- they"re not scam artists. They come
along and they say, miss three payments and you"ll
qualify for a modification.

DR. BROWN: Yet there are two conditions. One
for the Indy Mac program was you need to be 60 days past
due, but also you had to have a debt service to income
ratio of at least 40 percent, so it was based on ability
to pay. It"s much easier to document than willingness
to repay, so that®"s another strength of the program.

DR. WILLEN: Let me just say one last thing.

The problem is there is no scientific evidence. The
difference between a 20 percent debt to income ratio and
a 15 percent debt to income ratio, when you model this,
has a tiny, tiny impact on default hazards. Just to
give an example of this, in the automated underwriting

programs that Fannie Mae and Freddie Mac use, the models
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said 90 percent debt to income was okay, and so they
just put in an arbitrary rule that they wouldn®"t approve
a loan above 50 percent.

DR. ROTHSTEIN: Thank you very much. We do need
to end. Maybe we"ll start again in ten minutes instead
of Fifteen, and we"ll get back a little closer to
schedule. Thank you very much, everyone.

(Applause.)

(Whereupon, a brief recess was taken.)
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PAPER SESSION ONE: Competition and Innovation

SCOTT STERN, Northwestern University-Kellogg, Chairman
CHRISTOS GENAKOS, University of Cambridge, 'Leveraging
Monopoly Power by Limiting Inter-Operability: Theory
and Evidence from Computer Markets,™ Presenter
PAI-LING YIN, Massachusetts Institute of Technology
Sloan, Discussant

JACOB GRAMLICH, Georgetown University, "Gas Prices, Fuel
Efficiency, and Endogenous Product Choice in the U.S.
Automobile Industry,' Presenter

MATTHEW CHESNES, FTC, Discussant

JOHANNES VAN BIESEBROECK, Katholieke Universiteit
Leuven, "'‘Market Structure and Innovation: A Dynamic
Analysis of the Global Automobile Industry,” Presenter
ADAM COPELAND, Federal Reserve Bank of New York,

Discussant

DR. STERN: Okay. So we are delighted to start
with our first paper session, which is kind of rough and
ready titled "Competition and Innovation,"™ though 1
think the topics here are pretty broad. What we"re
going to do is start off with a paper by Christos
Genakos from Cambridge and a variety of distinguished
other coauthors, and what did we say, how long do they

get, 20 minutes? Okay, 20 minutes, done, and then
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there®s going to be time for a discussant.

DR. GENAKOS: Thank you very much. This is
ongoing work, as you can see, and it"s still a work iIn
progress, so comments are more than welcome.

So what 1°"m going to be talking about is
leverage but of a different kind. So I"m going to be
talking about the basic question of: When will the
monopolist extend market power into a complementary
market by reducing compatibility? This is going to be
very interesting of course in the market that 1"m going
to be analyzing, which is the software market, but iIt"s
also obviously very interesting in many network
industries, like the telecommunication industry and so
on.

This is a big policy issue. The underlying case
that 1"m going to be talking about resulted in the
biggest fine in EU, the biggest fine for a user of
monopoly power, of the order of 500 million Euros. But
I think it"s also interesting from an academic
perspective in the sense that foreclosure theory has not
been merged with empirics, so what we"re going to try to
do is to merge a theory of foreclosure together and take
this field to the data.

OF course you always have to answer the Chicago

critic, which is: 1Is there a problem to begin with? So
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let me give you the basic idea in a very basic slide.
So assume you have two markets. Assume you have the
monopoly market. 1°m going to be talking about
Microsoft in the PC operating system market as the
monopoly market and you have also the complementary
market that is competitive so my example is going to be
the servicer operating system market.

So Chicago economists in the early "50s and "60s
made the following very basic argument: |If you have a
monopolist here competing in a complementary market,
this monopolist has no incentive whatsoever to try to
mess with a competitive market. Why is that? Because
he can extract all the surplus through his monopoly
market, so he can extract the full surplus by just being
a monopolist in its monopoly market.

So following this argument, in fact this
argument can be made even stronger. So if you have
product differentiation here, the monopolist welcomes
this product differentiation because it"s only going to
increase the profits that he"s making in this market.

So following this argument, there was a lot of
literature trying to come up with efficiency reasons for
these sort of behavior, foreclosure behavior. On the
other hand, much more recently there®s a large stream of

theoretical research, again let me quote a couple of
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names, Whinston and Bernheim and Whinston in "98,
Farrell and Katz in 2000 and Carlton and Waldman in 2002
in very well specified models show that foreclosure
indeed can arise as an equilibrium behavior.

In other words, if you look at the long run, and
if you look at a very simple model, a two-period model,
it might be the case that a monopolist is doing
something that is unprofitable in the first period, but
then is doing that in order to monopolize that market,
or to exclude competitors in the second period, and that
arises through a dynamic mechanism like learning by
doing or like investment and so on.

We do something completely different. We
propose a foreclosure theory that is based on short run
incentives, so we see our approach as complementary to
the current literature, the theoretical literature. And
the reason why we emphasize the short run incentives is
both because we think that there are relevant short run
incentives iIn this market, and also because we want to
take our model to the data, so the crux of our model is
as follows.

The basic Chicago argument assumes that the
monopolist can extract everything from the monopoly
market. As soon as you have an inability of the

monopolist to extract a full surplus because they"re
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heterogeneous consumers and he cannot perfectly price
discriminate, for example, all due to arbitrage, due to
many reasons, then this leaves surplus on the table.

Leaving surplus on the table means that it
creates incentives for the monopolist to try to enter,
to try to mess with the complementary market in order to
link these two products and extract a biggest surplus,
so that"s the core of what we are doing.

Is there a truth or a little bit of truth in the
real case? This is an email by Bill Gates that was
presented in court, so: "What we"re trying to do is to
use our server control to do new protocols and lock out
Sun and Oracle specifically . . . the symmetry that we
have between the client operating system and the server
operating system is a huge advantage for us."

Obviously this can be just cheap talk, right?
But what"s amazing is the market outcome. So what you
can see here is the Microsoft market in the server
operating system, and it started around 20 percent at
the beginning of "96, and by 2001, it had risen to
something like 60 percent, so a really huge increase in
the market share.

So what we"re going to do in this paper is
analyze theoretically and empirically the incentives of

the monopolist to leverage a complementary market by
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degrading interoperability. And we do that in three
simple steps. So in the First step we just present the
basic mechanism with a simple model.

In the second step we make the model a little
bit more complicated by adding differentiated products
and heterogeneous consumers and then we take this to the
data by having a structural model of differentiated
goods and complementary markets. Again we do that in
order to emphasize the short run incentives. There are
always going to be also long run incentives.
Particularly in this market, there are very strong
longer incentives, but we want to take our model to the
data.

Why do we care? Well, it"s kind of the first
attempt to merge the theory with the empirics, so 1
think it"s interesting for public policy but also for
research. Also 1 think inherently the two markets, the
PC and the server markets, are very interesting markets
because they form the backbone of what we call the new
economy, or they are essentially inputs for many other
industries.

And the results that we get, the kind of
incentives that we have, are also relevant for other
complementary methods. So Microsoft has been accused of

all sorts of things, for these sort of behaviors in
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other markets like the web based application or PDAs and
so on, so forth.

Finally I think there is some added value
academically in the sense that what we saw empirically
is that we have a model, I can sell it as BLP, Berry,
Levinsohn and Pakes model, a structural demonstrative
model, but for complementary markets, so | think there
is some added value to that in the sense that this sort
of structure can be used in other industries as well.

All right. Let me give you briefly the idea
behind the simple model. So the simple model assumes
that there®s a monopolist. The monopolist is always
going to be the PC operating system firm facing two
customer segments with different elasticities, so think
of the two customer segments as large businesses and
small businesses, and we"re going to assume that these
two different customer segments have different
elasticities. So the large businesses are more
inelastic in terms of their demand for PCs.

We"re also going to assume that the large
businesses are more likely to buy servers, so they have
a more inelastic demand for PCs, but they"re also more
likely to buy servers.

These two components give us that if the

monopolist can perfectly price discriminate, then we are
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back in the Chicago world in the sense that we are back
in the real world where there are no incentives to mess
up the complementary market. But as soon as

this perfect price discrimination argument breaks, due
to arbitrage, due to any reason, then the monopolist can
restore this price discrimination ability by trying to
monopolize the complementary market.

So in the simplest case where, for example,
Microsoft®"s quality of the operating system is better
than all the rivals, this just restores the price
discrimination ability of Microsoft. So the welfare
effects of that are not clear apparently.

On the other hand, if the rivals are better,
then our little model shows that Microsoft can have all
the incentives in the world to exclude arbitrarily
better rivals, and that has very clear welfare
implications. So this is a simple model in the sense
that there is not product differentiation, so the more
general model has product differentiation and we"re
going to assume that each buyer decides either on the
bundle, which in this market is called a work group, so
a server with W PCs, a PC or nothing. And we"re going
to allow W to be heterogeneous in the population of the
world, so we"re also going to allow for heterogeneous

preference for all the other groups.
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So let me just give you a sense of the utility
that we"re using. It looks very complicated, but 1
think it"s very simple. It follows all the recent
literature in differentiated goods. So the consumer has
a preference for the bundle, JK, J denotes the PCs, K
denotes the servers.

So the consumer "I has a preference for the
bundle, and that is a function of the PC characteristics
and some parameters. OF the server characteristics on
some parameters, the prices of the two and some
unobserved brand specific characteristics, as well as
idiosyncratic error, so you buy the bundle of the
characteristics. That"s the idea.

The only different thing is that we are adding
this alpha parameter, which you can think of It as a
matrix or as just this color that denotes how well the
rival server operating systems interoperate with the PC.
So for the case of Microsoft, we"re going to assume that
this color is one, so it"s perfect interoperability.

For everyone else, it"s going to be something less than
one.

We are interested in the profits for the
monopolist, so this is the monopolist of the software.
There are some choices that we had to make at this

point. Here is the profit margin from the PC, so this
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is price and this is marginal cost times the quantity of
PCs, and this is the margin on the server side.

So we do not observe the margins, which is the
usual problem in structural 10. What we do observe is
prices of PCs and servers, so we"re going to infer the
margins through our demand estimation. The way we model
the monopolist is as if the price of software is just
added to the price of hardware. In other words, the
software producers and the hardware producers set price
simultaneously. If that wasn®"t the case, we would need
to model the strategic interaction.

It becomes very complicated we think with no
added value because we"re going to assume that the
software producers and the hardware producers act
simultaneously. In that world, we can focus on our
monopolist in the software market, so the monopolists
are recognizing the joint profits from the PC and the
server.

The incentive is to degrade, so when you
differentiate these profit functions with respect to
alpha, which is the interoperability parameters, it
comes from a trade off. It is a very basic trade off iIn
the sense that the more market share you shift from the
PC side, the higher is going to be your server profits,

but on the other hand, you are losing PC sales, so let
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me make this more clear.

So when you take the derivative, you arrive at
this basic inequality, so this is the server margin
denominator, and this is the PC margin. We call this
the relative margin effect and this is the effect on
sales of PCs of degrading interoperability and this is
the effect on servers by degrading interoperability. So
this is the relative outward effect, how much demand
changes as you change the interoperability.

So the i1dea behind this is very simple, right?
The higher your margin in the server, the more you"re
going to gain by shifting sales from your competitors to
your own server operating system market. On the other
hand, by degrading the interoperability of your rivals,
some of the consumers that were buying your rival®s
servers, are not going to buy your PCs anymore. So that
costs you because you®re going to lose some PC sales.
The fewer the PC sales, the smaller is going to be the
relative output effect.

So our paper is about to test this basic
inequality, the inequality that says that you®"re going
to gain more by shifting sales to your servers, and
you®re going to lose by losing sales from the PC side.

This is just repeating what 1 just said, so the

third step is to take this to the data. Because of our
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structure, we can estimate the relative margin basically
by estimating demands elasticities for the PCs and
servers. So we formulate the model where it"s a
structural model differentiated oligoplastic market for
complementary robust, and we can estimate the relative
output in one goal in a sense through our model.

So that"s how we do it. Again very quickly, the
structure of the model is very similar to the basic BLP
model, so this is the mean utility for PCs, and this is
the difference, the individual differences from the mean
utility for PCs. This is the mean utility for servers,
and this is the individual differences from this mean
utility, which depends on the characteristics and an
unobserved product characteristic as well as the random
coefficients.

So what is different is that our consumer has a
preference for the bundle, so that"s what we model here.
Consumers choose the highest utility because our theory
dictates that these two products are compliments, right?
Somebody might say, do you need to impose that? In
fact, we"re going to estimate two alternative models,
one in which what we call strong complementarity where
we assume that everybody thinks of PCs and servers as
strong compliments, and another that we call frequent

complementarity that we allow the data to determine the
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complementarity or the substitutability. This is in
line with recent work by Genakos and Song and
Chintagunta.

So data that uses PC and ID PC and server data,
and we go through the painful process of matching this
with the characteristics from all sorts of sources, so
we have a relatively large cross-section of PCs and
servers. We don"t have that much of a time series. We
have about 21 quarters.

The estimation algorithm looks very much like
the BLP algorithm that says given some starting values
of non-linear parameters and the calculated brand market
shares, do the contractual mapping. Now, the only
unique thing is because of the complementarity, we need
to compute this mean utility for each product category
and then do the same for the other category, conditional
on the mean utility of the other®s complementarity.
Otherwise it"s exactly like the BLP estimation
algorithm.

Results, let me not show you any coefficients.
Let me show you the results. We tried to quantify you
remember the relative margin and the relative output so
this is a plot of the two models for our sample period.
What do we observe?

First of all, the red line is the relative
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margin, so the fact that it"s positive means that the
server margin is higher than the PC margin, which
confirms our prior thoughts about this market. Server
margins are way larger than PC margins.

On the other hand, the relative output is also
positive, which means of course there is a real cost of
Microsoft degrading the interoperability of everybody
else because it loses PC sales. So if you look at the
graph, what you see is that at the beginning of the
period, there®s a clear dominance of the relative output
to relative margin.

That means Microsoft has no incentives
whatsoever to degrade interoperability, but these two
lines follow opposite trends. So the relative margin
steadily iIncreases and the relative output steadily
decreases. By the end of the period, there is the
reverse order, so the relative margin is much higher
than the relative output, which indicates that Microsoft
really had strong incentives to degrade interoperability
by the end of the period.

What"s also very interesting is that the key
point of divergence in these two lines is around the
beginning of 2000, which coincides with the release of
Windows 2000, which we know from the court case, had the

most difficulties. Rival server operating systems had
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the most difficulties connecting this with a PC
operating system.

This is from our baseline model. We do it in
terms of robustness, in terms of the samples of
consumers, different assumptions, potential market size,
blah, blah, blah.

Is this model driven? That is our last
question. So we estimate two alternative models, right,
so we want to see how model specific is this result, so
we estimate both a more restrictive model, where we
assume that consumers buy only the bundle or nothing or
another one is what we call the frequent
complementarity, where it allows the data to estimate
the complementarity or the substitutability between the
two segments.

What we find: This is the result from the
strong complementarity case, so the button is almost the
same as before in the sense that relative
output dominates relative margin. So there are no
incentives at the beginning of the period, very clear
incentives at the end of the period, and now the 2000
event plays an even bigger role.

With the frequent complementarity, results are
much more mixed. Let me just say, because I"m not

showing you these here, that the estimate of the
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parameter that controls the complementarity is positive,
meaning that the data tells us that the two markets are
indeed complementarity, so that"s a verification of our
intuition.

On the other hand, the two results are a little
bit more mixed at the beginning, but again there®"s a
clear positive outcome at the beginning meaning again
that Microsoft had these incentives at the end.

So we model these monopolist behavior to try to
leverage a complementary market. We have explicit
conditions and we test these predictions. That"s the
whole point of the paper and we think that we find
robust evidence that these incentives were there, and
they go stronger over time.

Thank you very much for your time.

DR. STERN: And our discussant is Pai-Ling from
MIT.

DR. YIN: Thank you. Yes, here I am. So thank
you very much for inviting me to discuss this paper. |1
think it"s a really nice paper and it fits in with what
I1"ve seen this morning. | found the conference already
to be very interesting and relevant to a lot of issues
that we have to deal with today. | think this paper
fits right in with that in the sense that Christos and

his coauthors come up with a very robust and show a very
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robust incentive for monopoly firms who leverage their
power into a complementary product via interoperability
degradation.

One thing they don"t emphasize in this paper,
but hopefully they will in future papers, is that
there®s also part of their theoretical model that shows
that if the possibility of this complementarity between
the monopoly Firm and their complementary market and
this ability to degrade it so interoperability is not
taken into account, then you might actually overestimate
margins on monopoly products. So that might be a more
general statement about how we think about defining
markets when we"re trying to estimate markups.

Now, if this was a theoretical paper and it just
stopped there, then my discussion would be over because
I"m not a theorist, so | would just say you"ve convinced
me of this model and that this result would occur and
that would be the end of it. But I really applaud the
authors because they go beyond just making a theoretical
contribution, and they say, okay, well, does this
actually matter in a market that we care about, and I
think this really brings us to the fact that this is a
very relevant paper.

So they estimate in a real life, timely setting

the competition between Microsoft and the server market,
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and 1 would say that no good deed goes unpunished. And
so it"s along the empirical implementation that I™m
going to give a few comments about where 1 think they
might be able to make some improvements. And more
importantly, where us as readers might be able to make
some improvements, as well because 1 think the
exposition is so easy to follow in this paper that it"s
really something 1 encourage people to read. It
actually could be implemented, plus Chris generously
answered all my questions before this discussion, and he
shared his data before this discussion so he might be
willing to also answer any questions that you had after
your paper if you want to try to implement the result.

One thing 1 will say right now is along the
lines of emphasizing this extra contribution, since they
do actually bring the model to the data, you might be
able to actually give some estimates about what would be
the error we would be making if we didn"t take this into
account versus you"ve already got the results where we
do take this idea of interoperability degradation into
account, so that might be an interesting counterfactual
to create.

So why did I ask Chris for the extra data?
Well, one of the things that I"m always careful about is

that when we look at market shares, | always wonder: Is
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the shift in market shares due to market share stealing
or is it due to an increase in market share? And, in
fact, for all of my comments, I really am convinced of
the result, and 1 think that the interoperability
degradation issue still goes through in this market.

I think one of the interesting things that you
have to think about is notice that the market share of
Microsoft, which is not being shown, but it"s the big
dark blue at the bottom, it"s actually increasing, in
part because they"re stealing market share from netware,
but also in part because clearly there®s just an
explosion in demand in the server market over this time.

So one thing we just want to be careful of is:
Is this all just market share being taken away because
of diminishing interoperability, or are there also some
other factors about demand that might be driving a
specific preference for Microsoft? And in that case,
maybe there®"s some flexibility on the parameters that
you estimate, not just over heterogeneous consumers over
the whole time period, but could you split between the
heterogeneity of consumers in the early period versus
something about the consumers and their heterogeneity
and their preferences that is changing later on in that
period that also explains why there"s just a huge

increase in demand, period, for servers?



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

89

The second area that 1 would want to make some
comments on is about this interoperability coefficient
alpha. This is the key thing that we want to deal with
and we want to estimate iIn this model. Let me say, In
full disclosure, that Christos and his authors have
actually addressed a lot of the things that 1°m going to
suggest in this slide. And the problem is it"s just
really hard to estimate these coefficients in general,
and especially given that they have a limited time
period.

But if you"re out there thinking about a
different data set, maybe you can take some of these
suggestions and think about. |If you could do things
with a little more Flexibility, you might actually get
some precise estimates. So just to remind you we"re
going to specify the coefficients that are actually
going to estimate this alpha, this interoperability
parameter in the actual paper as a coefficient on RAM
and on RAM times Windows.

So one of the things is that we"re just in the
paper going to let random coefficients exist on the RAM
variable, and not on RAM and Windows. And I think that
may be a little inconsistent because, Tirst of all, our
coefficient on both of these is going to be determined

by the same underlying variables so it seems strange to
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allow one to be a random coefficient and one not to be.

More importantly, given that these coefficients
are so close together because the Windows is just dummy
that turns on when the RAM measured for that server is a
Microsoft server. It seems like maybe by imposing that
restriction that one is a random coefficient and one is
not, you"re actually forcing the random coefficient to
predict less heterogeneity than you would if you allowed
random coefficients on both.

Again 1t"s hard to allow more than a few random
coefficients on this and still get precise estimates,
but again thinking about another data set, that would be
something you would want to do. Again It"s going to
effect PC demand, but probably the larger incentive
results go through.

Something that concerns me a bit more is that in
this model, we"re going to estimate incentives and
alpha, assuming that the alpha, this interoperability
effect i1s constant and not optimally chosen. So the
concern | have is that anecdotally, we feel like
Microsoft was allowing more interoperability early in
the period and then allowing less so later in the
period.

So what 1 would like to do is let alpha vary

over time, so that the estimates of incentives would
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change, and 1 think the result of this would be that you
would have a less stark difference in the results graph
between the relative margins and the relative outputs.

I still don"t think this rules out the same result, but
I just think that we"re going to have maybe less stark
results if we allowed that flexibility.

Now, as for the alpha not being optimally
chosen, 1 think the authors present some great arguments
why we might think that would be true, right? There are
a lot of reasons why Microsoft can"t choose the optimal
level of interoperability because there are a lot of
costs in terms of trying to make things less or more
interoperable, but what 1 would say is again in the
caveats to the application is that interoperability,
they show how it could be more optimal.

Interoperability could also be less optimal,
right? So there®s not a one-sided effect in the sense
that 1 think you®"re giving a little too much credit to
the Microsoft workers if you say that they“"re able to
structure everything to some optimal level. So a more
gentle interpretation of what®s going on here is even if
Microsoft is not explicitly degrading, maybe the
monopolist has no incentive to exert extra effort to be
more or less interoperable than however they turn out

from their software engineering side.
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And finally a small point is just for the
instruments that they use. In this market you have
prices falling at the same time that product
characteristics are improving over the whole time
period. So just if you think about using the same
instruments that he does in another data set, if you“re
implementing their paper, then you just want to check
that you have a consistent pattern as opposed to maybe
prices rising and then falling with product
characteristics improving over time.

But otherwise I think it"s a really interesting
paper, very clear to read. 1 highly encourage you to
look at it, and ask Chris for any help if you need it in
implementation. Thanks.

DR. STERN: Should we do maybe just one or two
questions before we move to the next paper?

DR. O"BRIEN: Yes, Dan O"Brien, Bureau of
Economics. | just wanted to ask Christos: What can we
say about the welfare effects of what 1 think of as
really tying going on in your model? 1 mean, we have
complements, and you made an assumption that you can"t
completely extract. We know that when you sell
complements and you®"re a firm with market power and you
can"t completely extract surplus with fixed fees or

whatever, that tying is a way to extract more surplus.
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You mentioned that the price discrimination
effects are ambiguous and I"m just wondering if you
thought about measuring what the ultimate welfare
effects were or if you had any results in that?

DR. GENAKOS: Should 1 answer?

DR. STERN: Go ahead.

DR. GENAKOS: The quick answer would be we
haven"t done full-blown welfare calculation, but my
comment from the very simple model that we had at the
beginning was that if the monopolist has this incentive
to exclude arbitrary rivals, there"s a clear welfare
effect there in terms of the sign.

In terms of the magnitude, we haven®t done the
exercise yet, so this iIs something to be done, but the
incentives are there to exclude an arbitrarily better
rival, so that will be my quick comment on that.

DR. STERN: Great. To keep ourselves, if not on
time at least equally far behind, I think we"re going to
start with Jacob Gramlich from Georgetown, and we"re
moving from the industry of the second half of the 20th
Century or maybe the 21st Century to the automobiles,
which @s 1 guess an industry from the early 20s. Okay.

DR. GRAMLICH: But still an industry.

DR. STERN: And an important one. We all own a

little share. 1°"m a shareholder in many of these

93



10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

94

companies now. Okay. So we"ll hear a little bit about
gas prices, fuel efficiency and endogenous product
selection in the U.S. automobiles. 1 wonder when this
project was started.

DR. GRAMLICH: When this project was started?
You will see that when we get to the counterfactual:
That one of the things we will talk about is when gas
prices are high, but there are still other implications
because there®s still a lot going on with fuel
efficiency, so thanks for having me.

So as Scott pointed out, this paper is about gas
prices and their effect on fuel efficiency. The
endogenous product selection basically means: How do
gas prices affect the choice of fuel efficiency?

So the goals of the paper are very simple: One,
to model the auto manufacturers® choice of fuel
efficiency. And when I say fuel efficiency, | mean
miles per gallon. For the rest of this talk, it"s
expressed a little bit differently in Europe, as you
might know, but basically it"s an expression of how much
fuel a car uses to move some certain amount of distance,
okay.

So we want to model auto manufacturers® choice
of this variable and then use the model to predict the

market equilibrium in various counterfactual scenarios.
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When 1 say market equilibrium, what 1 mean is supposedly
we have a gas price increase or a gas tax. Would that
affect the miles per gallon that we see in the
marketplaces?

By miles per gallon, 1 mean both what is offered
by firms and what is purchased by consumers. So why do
we want to do this? There are sort of general reasons
that aren"t specific to the auto industry and then there
are specific reasons in the auto industry. Generally I
think it"s fair to say that understanding the
determination of product characteristics is an important
exercise.

So there are a lot of characteristics besides
price that we actually care about in a lot of
industries, so variety, quality, efficiency, location.

I mean, this is not new, but there®s not a lot of
modeling on how these characteristics are set, so the
only reason they"re limited endogenous modeling, there
are plenty of models where there are characteristics in
there, but models where the characteristics are chosen
are few.

I mean, the literature goes back far. 1In 1929,
I guess was Hoteling, so that is what I"m thinking of as
a model of endogenous characteristic determination,

right, but already once that model goes to sort of two
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dimensions of characteristic choice, i1t"s already a very
unsatisfying model, both because there®s no nice
analytic solutions and also because there"s multiple
equilibrium.

So there"s an empirical literature, which this
is a part of, that is addressing this, and that"s to say
sometimes the models are more interesting in an
empirical setting when they"re not in a theoretical
setting. And that is because the fact that you have no
analytical solution will not be a constraint. There are
still going to be some multiple equilibria issues,
although less so in this paper, and 1711 talk about why.

So that"s to say the question of product
characteristics is a real one, and I would say in
particular in the auto industry. So the auto industry
itself is just very big and uses a ton of our carbon,
did 1 say a ton of carbon? | shouldn"t have said that
because 1 didn"t literally mean that. It uses a lot of
our carbon, okay? It has a big energy footprint, both
in terms of energy usage and pollution, and milles per
gallon itself is one way to think of or one way to
summarize what is a car"s impact on the environment.
It"s not the only way, but it"s a pretty good measure.
It"s such a good measure that there®s a whole set of

Federal regulations called the CAFE standards, which
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actually target this particular product characteristic
in this particular industry.

And we"ve heard about this a lot recently
because the CAFE standards, which sort of mandate sales
weighted fuel efficiency, basically say, if you want to
sell cars in this country, you have to sell firm by
firm. You have to sell sales weighted fuel efficiency
of fill in the blank and that number has been about 27
miles per gallon for a long time. Recently their
regulations pushed up to 35 miles to the gallon. There
are literatures on each, but 1"m not going to go into
that in a presentation of this amount of time.

So let me give you an overview of basically how
the model works. So if you sort of know Berry,
Levinsohn, Pakes 1995, you can kind of update that into
your RAM and then we"ll build on that. That"s what"s
going on downstream, so we“re going to have a two stage
game basically.

In the first stage firms are going to choose
characteristics of their automobiles knowing that then
there®s going to be some innovation in the gas price,
and we"re going to play a down stage Nash Bertrand
pricing game over the top of the fixed characteristics.
So in the first stage you get to the choose the

characteristics and then in the second stage the
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characteristics become fixed and all you have control of
is price.

So down here we"re in sort of this
differentiated products Nash Bertrand pricing game,
which is very familiar to the literature. And up here
we"re adding this characteristic setting game.

So the most interesting thing or sort of the
summary of this upstage game that 1"m adding is that the
gas price is stochastic. I"m not going to go any
further than that, but there®s some element of
randomness to gas prices. They move around, and that is
going to shift consumers®™ preferences for fuel
efficiency. So if we were paying attention in the
summer of 2008, gas prices were very, very high and
everyone wanted very fuel efficient cars, no one wanted
the gas guzzlers.

So at times of high gas price, consumers are
very sensitive to fuel efficiency. They want it. At
times of low gas price, consumers don"t care about fuel
efficiency. Think of the late "90s, early 2000s, when
the SUV industry was big, a segment of the market was
sort of born during these low gas prices. Firms can
provide fuel efficiency to consumers, but they can"t do
it for free, okay.

So there is a technology frontier between
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providing fuel efficiency and then providing other
stuff, so a lot of the other things we really like about
cars. We like it when they"re fast; we like It when
they“"re big; we like it when they"re roomy and powerful
and all those things are sort of negatively related to
fuel efficiency, okay.

So basically there"s going to be a gas price
that"s bouncing around. Firms are going to face this
technology frontier and they"re essentially going to
slide along this frontier in response to the gas price,
knowing that their profit maximizing fuel efficiencies
are going to be higher under high gas price and lower
under low. That"s all 1 want to say about that.

Let me preview the results. On the modeling
side, 1 do model product selection and that"s a way of
saying there are some endogenous shifters that will
actually shift around what 1 want to endogenize. We"lIl
talk about that in a second. The other is I"m going to
use less restrictive identifying assumptions than what
we"ve tended to use in this industry, so we often assume
that unobserved quality is uncorrelated with observed
quality. There"s a way to relax that, not fully but
some here.

These two points are a little more general.

This third point is just about cars, so you"ll care
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about this third point if you care about cars. Previous
empirical demand estimation on cars has not found much
consumer sensitivity to fuel efficiency. Even if you go
back to BLP in "95, you can look at consumers®
willingness to pay for fuel efficiency and it just
doesn"t look like they"re willing to pay.

And the reason is because there is actually this
exact technology frontier that 1 just showed in the
slide before, so by sort of explicitly accounting for
that here, my results would definitely say that firms do
care about fuel efficiency and the willingness to pay
numbers will show that.

Then the counterfactuals, I"m going to use the
model and sort of run two counterfactuals. So the
counterfactuals, just to say what they do, basically
say, plug in some new after tax gas price. SO suppose
we want to say what would happen in the car market it we
had $4 gas, $5 gas or $3 gas. You stick in an after gas
price.

You let all the firms re optimize, knowing that
the consumers will repurchase on top of that, and you
have new sales weighted fuel efficiencies. 1 look at
two sort of counterfactuals. One is the summer of 2008
because as Scott pointed out, that was really

interesting. At the time 1 thought that"s interesting,
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gas prices are high, where will this market go.

So the market didn"t necessarily head in the
direction it was heading in the summer of 2008 because
gas prices didn"t stay there, but we can sort of look at
the sales patterns that the model would predict for the
summer of 2008 and compare that to the actuals, and it"s
a decent fit. I"m not going to editorialize. 1711 show
it to you.

Then this is sort of the punch line. Recently
the new CAFE standards, which you have to keep track of
week to week almost or you forget where we are, but
essentially we"re going to achieve 35 miles per gallon,
sales weighted for the entire domestic fleet, by 2016,
2020. Anyway, we"re going to do that with CAFE
standards, so there®s just a mandate that we"re going to
do this with CAFE standard.

Some people don"t like CAFE standards and would
prefer a carbon tax or would prefer for gas prices to
simply be higher and have that get us to this elevated
fuel efficiency. If you wanted to do it that way and
you asked my model, what should we make after tax gas
prices to get to us to 35 miles per gallon, okay, the
model would say we need $4.55 gasoline so that"s sort of
the punch line.

DR. STERN: You®ve got seven minutes.
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DR. GRAMLICH: That"s fine. That"s why 1 put
everything that"s important upfront, so 1"m going to dip
into this a little bit, but of course this quickly, you
can"t dip too far. 1 think if there"s one sort of way
to drill into the model and see what®"s going on, I think
this sort of tells you a lot of what"s going on.

This is the utility specification. These are
consumers that care about price, fuel economy, quality,
and then our unobserved quality so this is observed
quality. This is unobserved quality. These are
characteristics related to the nesting structure and
then this is a nested logit error. These preferences
for fuel economy vary by nest, by subsegment.

Now, the thing 1 want to say is that the
trade-off that I showed you before was essentially
saying you can deliver consumers fuel economy or you can
deliver them quality, but not necessarily both at the
same time, so | want to capture both of these terms iIn
the utility function but you need proxies for them.

There®s a natural one for fuel economy, and
that®"s just dollars per mile. 1It"s an interaction of
the gas price itself with fuel efficiency, and this is
kind of what delivers you, in that in the summer of 2008
when gas prices are high, people are paying a lot more

attention to fuel efficiency.
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Now, this is the thing that seems backwards I
think when you Ffirst look at it. At least it still
seems backwards to me when 1 Ffirst look at i1t, but I
think it actually is consistent with that technology
frontier that we showed. If you want some proxy for
quality, and I"ve sort of drilled into this, empirically
the best proxy is actually miles per gallon itself,
assuming that you®ve controlled for full economy. This
is what sort of the earlier empirical papers missed.

They didn"t include both controls. They only
included one and so it basically didn"t pick up the
effect. But when you include this interaction with the
gas price, you actually do pick up these negative
quality trade-offs.

The reason 1 don"t use some sort of hedonic
quality index based on all of the other characteristics
is because even if you do, this piece comes In negative.
You can"t get the negative and statistically significant
sign on miles per gallon to disappear, so 1"m just going
to take advantage of that and parameterize this
technology frontier that way, okay.

So I think in the interest of time, 1"m going to
skip over this. Here"s the supply game, so we have sort
of a downstream or Nash Bertrand pricing game. Again

there®s a characteristic setting game earlier. 1°m not
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going to talk about what earlier means. | do a bunch of
robustness checks.

Here®s the business about relaxing the
identifying restrictions. Usually we assume that all
characteristics are set before these shocks are
observed. |1"m going to relax that at least for the
characteristic of miles per gallon. 1 think in reality
we have always believed that firms know what these are
when they choose the characteristics, at least to some
extent.

So it was never the most plausible assumption
but it provides a lot of identifying power. But | think
in this context when you®re explicitly modeling firms*®
choices of miles per gallon, it becomes even more
egregious to assume that these things are going to pop
out and surprise everyone afterwards, so that"s relaxed.
And that"s what 1 mean about the less restrictive
identifying assumption.

So profits are maximized. We do GMM. There are
some interesting things about how to control for the
first order of conditions, and Hanson and Singleton are
very useful here. |If you think back to
optimization environments, but 1 don*t want to go into
that.

What 1 want to say is soO you can get some
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estimation results, estimate results in these sort of
these logit models don®"t mean much when you just look at
the parameters. If you look at willingness to pay
though, you can sort of come up with willingness to pay
for fuel efficiency increases in the industry, and It"s
actually pretty sizeable.

The reason this is a chart is because
willingness to pay varies with a lot of things. So it
varies by the subsegment of the car that you®"re in, so
small, middle, large specialties, SUV. It varies by gas
price, so that"s sort of what you see, and 1 don"t want
to belabor too much of these, but a lot of them are
pretty significantly different than zero. These
willingnesses to pay are what shape the incentives in
the counterfactual to actually scale up your MPG when
there are high gas prices.

Let"s jump over to the counterfactual. Again
what the counterfactual does is it essentially maps an
after tax gas price into a new equilibrium in the
industry. You can sort of think of that in a couple
stages, and what 1 do First is you say: Let"s insert an
after tax gas price, make fuel efficiency stay where it
is, do what consumers do, so that"s what the firms
haven"t had a chance to respond yet.

But then a year out or two years out or however
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long you think it exactly takes for firms to actually
adjust these charact