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The practice of regulating privacy, largely based on theories of privacy as control or secrecy, has come under scrutiny. The notice and 

consent paradigm has proven inefective in the face of opaque technologies and managerialist reactions by the market. We propose an 

alternative regulatory model for privacy pivoted around the defnition of privacy as Contextual Integrity (CI). Regulating according to 

CI involves operationalizing the social goods at stake and modeling how appropriate information fow promotes those goods. The 

social scientifc modeling process is informed, deployed, and evaluated through agile regulatory processes – adaptive regulation – in 

three learning cycles: (a) the assessment of new risks, (b) real-time monitoring of existing threat actors, and (c) validity assessment 
of existing regulatory instruments. At the core of our proposal is Regulatory CI, a formalization of Contextual Integrity in which 

information fows are modeled and audited using Bayesian networks and causal game theory. We use the Cambridge Analytica scandal 
to demonstrate existing gaps in current regulatory paradigms and the novelty of our proposal. 

1 INTRODUCTION 

There are many well-documented problems and blind spots in privacy regulation today. Many regulators still hold to 

the paradigm of privacy as individual control over personal information [69], putting impossible burden on individuals 
through notice and consent requirements [4, 40, 57, 60]. Complex and opaque information fows make assessing the 

costs and consequences of privacy violations unclear. Regulated industries employ managerialist tactics to determine the 

nature and scope of their own compliance [17, 48, 66]. This paper proposes an alternative model of privacy regulation 

that addresses these known shortcomings. 
Our proposal is centered on the theory of privacy as Contextual Integrity (CI), which defnes privacy as the appropriate 

fow of information, placing front and center the social values that privacy promotes [45, 60]. We outline how regulators 
can design and employ rigorous models of information fows and their consequences for social outcomes. Learning and 

updating these models in an environment in which market actors are rapidly innovating in their collection and use 

of data [42, 71] involves agile regulatory processes. We imagine close and adaptive engagement between regulators, 
industry, and civil society in understanding the goals and needs of privacy. 

We map out three main challenges for a CI-based regulatory model: (1) The struggle to operationalize the desired 

social ends and goals for social contexts in which information fows. This makes it difcult to systematically evaluate 

the legitimacy of information fows from new technological developments; (2) The challenge of monitoring commonly 

obscure and opaque information fows and dynamically assess their social validity; (3) We are also lacking learning 

processes to temporally assess the validity of regulatory instruments, which unfortunately, are often abused and fail to 

achieve their original intention [17]. 
To address these regulatory challenges, we adopt the novel conceptualization recently ofered for adaptive regulation 

in previous work [61], taking into account agile regulatory principles discussed by various scholars [6, 13, 39, 68]. Three 

parallel learning cycles update the regulatory process when necessary through structured close engagement between 

regulators and regulated industries. These regulatory processes can enable near real-time questioning of information 

fow practices when social values are at stake and data inferences strikingly shift from agreed-upon norms. 
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At the heart of this proposal is Regulatory CI, a formal framework for modeling information fows and the 

social goods at stake. This framework serves to structure what is learned through the adaptive regulation process. 
This framework explicitly models the actors, incentives, and information fows in the sociotechnical context of the 

information systems involved. It is an application of multi-agent infuence diagrams, a form of causal game theoretic 
modeling used in computer science [22, 31]. We motivate this framework as a crystallization of CI that addresses some 

known gaps in the theory and afords some useful analysis of the privacy implications of information fows based on 

graphical criteria. 
The frst learning-cycle (LC #1) aims to cope with the challenge of assessing newly introduced information fows. 

We urge social scientists, privacy risk professionals, civil society organizations, and community leaders to build 

measurements and models for the social purposes that diferent informational contexts aim to promote. The information-
gathering process for this learning cycle can fag and model new market practices that are currently unregulated and 

highlight new avenues for information fows that tilt socially desirable goals. 
The second learning-cycle (LC #2) tackles the challenge of monitoring difcult-to-capture information fows in 

the market. We call regulators to team up with industry, researchers, and civil society actors and engage in real-time 

monitoring instruments of known privacy thresholds, empirically calibrating the model from the frst learning cycle 

to check whether desired norms are actually followed. These tools can include, for example, the independent tracing 

of data collected by third parties in popular websites and mobile apps, or a computational comparison of changes in 

privacy policies of main digital service providers over time. 
The third proposed learning-cycle (LC #3) verifes the validity of existing regulatory instruments and checks whether 

the instruments (e.g., notice and consent, end-to-end encryption, diferential privacy techniques) serve the norms. Can 

markets meaningfully comply with privacy requirements? Do consumers really comprehend notices on data usage? 
Do regulated companies show meaningful compliance, or mostly engage in ’Regulatory Managerialism’ - normalizing 

business interests and procedural compliance over public values [17]. In contrast to the previous two learning cycles 
that model and monitor new and existing privacy risks, this cycle assesses the relevancy and efectiveness of regulatory 

instruments over time. In case regulatory goals and requirements turned out to be too difcult to follow, regulatory 

re-design may be triggered. 
We will use the Cambridge Analytica data scandal as an example of how regulators could adaptively regulate the 

social goods at stake through proper modeling of the associated information fows and learning cycles that could 

proactively prevent the next scandal. The afair was exposed in 2018 by whistleblower Christopher Wylie. He shared 

how despite privacy regulations, data belonging to 87 million Facebook users was collected without consent by the 

British consulting frm Cambridge Analytica [14]. The data were predominantly used for political advertising to assist 
the 2016 presidential campaigns of Ted Cruz and Donald Trump. Facebook allowed a third party app to collect personal 
information from survey respondents and their Facebook friends, which the Trump campaign then used to build 

psychographic profles, determining users’ personality traits based on their Facebook activity [53]. Those profles 
enabled campaign managers to conduct micro-targeting techniques and display custom-made messages to diferent 
voters, covertly manipulating voters’ political behavior and undermining their autonomy [62]. 

The paper is organized as follows. Section 2 addresses the problems of existing privacy regulation and motivates our 
proposed approach, which marries Contextual Integrity with Adaptive Regulation. Section 3 introduces Regulatory 

CI, a formalization of Contextual Integrity tailored to the purposes of regulation. Sections 4, 5, and 6 consider the three 

learning cycles of adaptive regulation, and discuss how hypothetcally Regulatory CI would have been employed in 
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the Cambridge Analytica scandal under such a regime. Section 7 discusses the limitations of our proposal and directions 
for future work. 

2 REGULATING PRIVACY: FROM TRADITIONAL DATA REGULATION TO ADAPTIVE OVERSIGHT OF 

INFORMATION FLOWS 

2.1 Contextual Integrity 

Contextual Integrity (CI) [45] is an interdisciplinary theory of socially meaningful privacy. According to CI, privacy is 
appropriate information fow. An information fow is the transfer of information about an attribute of a data subject 
from a sender to receiver. Appropriateness is defned in terms of contextually grounded information norms. Contextual 
Integrity is concerned with the normative appropriateness of both positive information fows (such as the fow of 
information from a patient to a doctor) and negative restrictions on information fows (such as the confdentiality of 
that information with respect to third parties). 

CI difers from, and complements, other theories of privacy. CI explicitly contradicts the notion of privacy as control 
over personal data [69], which has been the target of many critiques [16]. Whereas the former is perhaps best exemplifed 

legally through the notice and consent regime of consumer privacy protection, CI is best represented legally by sectoral 
privacy laws such as HIPAA, GLBA, and FERPA. Contrary to approaches to privacy that emphasis its particularism 

and political contestedness [44], CI presents a unifying theory of how privacy expectations manifest in diferent 
contexts, and emphasized the shared social and political understandings that emerge in mature felds or spheres of 
society. CI is also diferent from cryptographic notions of privacy such as diferential privacy [20] that focus entirely 

on the prevention or limiting of information fows, as opposed to the conditions under which information fows are 

appropriate.1 

The theory of Contextual Integrity is inspired by Walzer [67]’s conceptualization of a just society. According to 

Walzer, society is composed of diferent spheres - market, political, healthcare, and military spheres for instance - and 

advantages accrued in one sphere, should not be translated to advantages in another, lest some members of society 

come to dominate over others. Extreme wealth from the market sphere, for example, should not be translated into 

access to better healthcare or greater political power. Nissenbaum [45] expands this view of justice to a theory about 
the legitimacy of information fows. In her work, spheres are elaborated into a specifc view of a social context. 2 

Contexts are defned in terms of their purpose in society, or why the context exists in society. For example, the context 
of health care has the purpose of preserving the health of people. Contexts are also defned in terms of the roles of 
agents operating in the context, and in terms of the kinds of relevant personal information that fow within the context. 
Each context forms norms about the fow of personal information which promote the purposes of the context, while 

balancing the ends of the actors. CI therefore argues that privacy is not so much an end in itself but rather a pattern of 
social behavior and expectations which supports the promotion of other social goods. 

CI is a theory with both descriptive and normative components. To its credit, many of its descriptive claims, especially 

those about the way privacy expectations vary with context and can be parameterized into socially meaningful norms, 

1Arguably, CI is a theory of data protection in its broad scope beyond privacy. Data protection is identifed as a fundamental human right in the European 
Union, and this right is the basis of the General Data Protection Regulation among other laws. In the European context, privacy is narrower than data 
protection. In the United States, in scholarly discourse ‘privacy’ has expanded beyond its narrow defnitions. See also the distinction between privacy 
enhancing technologeis (PETs) and protection optimizing technologies (POTs)[33].
2Crucially, a context is not defned as a spatial location or the vicinity of some technical system. Indeed, Benthall et al. [10] note two divergent ways of 
conceptualizing “context” in computer science: (1) the descriptive situation of the system, including its users and their location; and (2) the normative 
social sphere of social expectations in which norms are embedded. CI is primarily concerned with the latter spheres; Nissenbaum [46] clarifes that 
“Respective roles, activities, purposes, information types do not exist in a context; rather, these factors constitute a context.” 
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have been supported by empirical fndings [2, 38]. We also acknowledge that there are several known theoretical gaps 
in CI which are open problems to be addressed in future research and elaboration of the theory [10]. However, this 
paper takes as an assumption that CI as a theory of privacy is valid, and an improvement to prevailing theories of 
privacy as control and privacy as secrecy. One contribution of this paper, presented in Section 3, is a novel formalization 

of CI that addresses some of the known weaknesses in the original theory, aimed to support regulating privacy as CI. 

2.2 Regulating privacy using CI 

We frst recognize various regulatory challenges for promoting the CI approach. Scholarship on regulation and gover-
nance defnes regulation as the “design, monitoring, and enforcement of rules” [32, 34]. Applying the CI approach to 

privacy regulations includes challenges in each of those regulatory phases. The frst challenge is to understand the object 
that needs to be regulated. Instead of regulating data or personal information, a CI-based approach regulates information 

fows, in which data is just one element. To do so, we need to properly model information fows, operationalize the 

social goods at stake, and enable or constrain the information fow accordingly. We use the Cambridge Analytica case 

to illustrate each of these facets. 
Operationalizing social goods. For CI, information fows are legitimized by the contextual purposes, societal 

values, and the ends of actors. One obstacle for regulators interested in applying CI is the design of rules based on 

measurements of the social purposes and values that the framework aims to safeguard. We struggle to measure or 
quantify these social goods, which are emergent properties of each context and its information fows. Efective CI-based 

regulatory design depends on clearly operationalizing these social goods so that new technologies and privacy policies 
can be evaluated for the social purposes that privacy promotes. 

In the Cambridge Analytica scandal, the ability of third-parties working with Facebook to gain personality insights 
from users’ data and covertly impact their future behavior is a breach of users’ autonomy and should be classifed as 
a manipulative practice that regulators ought to prevent [62]. A successful operationalization of the threat to users’ 
autonomy in this case would be enabled by a model that traces the information fows that might lead to such autonomy 

breach. Here, the political autonomy of voters is the social good at stake in social media settings. 
Complex, opaque, and dynamic information fows. Second, complex and opaque information fow settings 

challenge the detection of privacy violations and the understanding of the impact of information fows. Even after 
careful regulatory design of CI rules based on modelled information fows and the social purposes they aim to promote, 
privacy regulators operate in complex and constantly changing technological environments. Regulators often lack the 

expertise and resources to comprehend information fows and detect privacy violations on the spot. 3 

In the Cambridge Analytica scandal, information fowed inappropriately between users, social media platforms, and 

political advertisers. Modeling and continuous monitoring of the relevant information fows would have kept regulators 
at pace with what is at stake. 

Abused privacy regulatory instruments Third, the validity of regulatory instruments that are applied to tackle 

CI violations is under a constant threat. Past industry practices show how regulatory interventions such as notice 

and consent requirements are quickly turning to meaningless privacy measures [36, 57]. For properly regulating the 

3Politically, by adopting a political economy view on data and inspecting the relations that our data materialize in society, it is hard to imagine a tilt 
in the balance of power between powerful tech companies, regulators, and consumers. Still, the recent Digital Markets Act in the EU that requires 
signifcant transparency from big tech platforms is an important step towards the ability of regulators to understand and model information fows of 
main data-driven market services. This might shift the business model and information fows suggested by companies, as recently seen in Facebook’s 
decision to create a subscription-based, ad-free option, for EU citizens [54]. 
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dynamic consumers’ privacy environment, where business interests and policy intentions are often in confict [17, 41], 
the validity of regulatory instruments needs to be constantly tested. 

In the Cambridge Analytica scandal, notice and consent was the regulatory tool used to safeguard users’ privacy 

upon social media usage. Facebook - the regulated company - was able to only partly notify its users on how it uses 
their data, while its users could not comprehend the risks associated with their consent decision. The consent provided 

could never anticipate risks such as illicit data access and use, or the type of inferences that Facebook’s third party 

will extract from users’ data. Given previous observations by researchers on how privacy policies are tricky and far 
from clear with regards to actual information practices [57], regulators should constantly ensure, through surveys and 

reviews, that their selected measures are efectively serving their purpose. 

2.3 Adaptive regulation 

The notion of adaptive regulation has been discussed by various scholars who have tried to cope with the challenge of 
slow and ’sticky’ regulatory systems that cannot respond to the pace and uncertainty of domains like climate change, 
healthcare, and Internet of Things [13, 39]. In general, when policy change does occur, it tends to be crisis-driven, 
inspired by ‘focusing events’ [11] that successfully capture the limited attention of policymakers in boundedly rational 
policy arenas [35]. The occurrence of a crisis, however, usually indicates that change is already overdue. Regulations 
formulated in times of crisis, without preparation or sufcient analysis, may be excessive or inefectually designed [6]. 
Importantly, adaptive regulatory processes are not strictly proactive or reactive, they aspire on-going engagements 
between regulators and industries to protect social goods. The goal of adaptive regulatory processes is to increase the 

responsiveness of the regulator to societal needs and industrial conditions. Regulators also commonly lack industry 

knowledge or may be captured by the industry, producing regulatory measures that are hard to follow or meaningfully 

comply with [39]. Adaptive regulatory processes then, should enable constant validity checks of regulatory instruments 
as well. 

In the dynamic privacy regulatory arena, advances in technology change how personal information is collected, stored, 
shared, analyzed, and disseminated. Expectations and understandings of privacy are rapidly shifting in response to a 

wide spectrum of privacy-invasive technologies underlying applications in everyday use [49]. In addition, contemporary 

applications of data-driven technologies make it impossible for companies to decide and anticipate beforehand on the 

purpose of data processing, as the added value of data partly resides in the potential to uncover new purposes that may 

beneft the data collector [27]. Hence, any regulatory efort that is not adaptive runs the risk of obsolescence. 
There are various instruments and techniques, currently applied across the patchwork of privacy regulations 

around that world, that could jointly enable efective implementation of adaptive privacy regulation. Those regulatory 

instruments will be discussed per each learning cycle in sections 4, 5, and 6. All implementation recommendations are 

based on a legally capable data protection agency, empowered towards strict privacy enforcement actions. Such agency 

would enjoy the mandate of operationalizing social goods afected by information fows and will be vested with the 

authority to apply signifcant sanctions, such as information-fow bans, or the posing of signifcant administrative fnes. 
Data Protection Authorities in Europe post-GDPR already enjoy such a mandate. In the US context, the Federal Trade 

Commission (FTC) would need to be imbued with additional powers to supervise and sanction data processors and 

controllers. 
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3 MODELING APPROPRIATE FLOW WITH REGULATORY CI 

Adaptively regulating privacy as CI will require rigorous operationalization of social goods, incorporating known 

information, and acknowledgement of uncertainty about unknown fows. These are all complex and interrelated 

operations. To manage this complexity successfully, regulators will need a systematic way to model contextualized, 
appropriate information fow that is applied consistently across adaptive learning cycles. In this section, we describe a 

formalization of CI for modeling and regulating appropriate information fow, which we call Regulatory CI. 

3.1 Concerning formality 

Regulatory CI is a formal method of modeling contexts 
and information fows that draws on probabilistic graph-
ical modeling techniques from computer science. We are 

not the frst to recognize the need to responsibly con-
nect socially meaningful and computational defnitions 
of privacy [49]. We are also not the frst to formalize CI. 
Nissenbaum [45] did not provide a single formalism of 
CI, and instead chose to let computer scientists exper-
iment with how to operationalize the theory through 

specifc applications. For example, Barth et al. [5] formal-
ize “some aspects” of CI in a way that is well motivated by 

the use case of designing audit mechanisms [18]. Others 
have extended CI’s original framework to accommodate 

Notation 

� 

� 

�� 

� 

� 

� 

� 

� 

� 

�̂, �̂ , �̂ , �̂ , ... 

Meaning 

Contextual purposes 
Contextual roles 

Contextual ends, by role 

Contextual attributes 
Norms, of a context 
Information fows 

Legitimacy, a function of �, �,� , � 

Equilibrium outcomes, a function of �,� , � 

Appropriateness, a function of �,� 

Estimates of � , � , etc. based on empiricial proxies 
Table 1. Notation used in this paper. new applications [58]. Our formalization of CI is a novel 

contribution that is motivated by the concerns of data 

protection regulation. Namely, we contend that because 

the efects of an information fow can be the consequence of how that fow participates in a larger network of fows, a 

systematic technique is needed to map fows between multiple, strategically acting agents. 
We anticipate several objections to this formal technique. One objection is that we are ofering a formalization of 

privacy that, on its surface, does not look like cryptographic formulations of privacy, such diferential privacy [20]. 
However, these defnitions have been subject to the critique that they do not capture what is socially meaningful about 
privacy [3, 49]. This motivates a broader mathematical formulation. It is anticipated that CI and cryptographic privacy 

concepts will eventually be integrated [8]. 
Beyond privacy, there are many known critiques of the use of formal or computational modeling to address the 

complexity of norms in sociotechnical systems [55]. However, we see a role for computing [1] in efective regulation. 
What is needed is a way of modeling sociotechnical systems in their complexity, including the social actors in the 

system’s context, and their interests. Our approach uses causal modeling, which has been widely applied to problems in 

algorithmic fairness [15, 24, 37] and accountability [30, 50]. Rather than proposing regulators adopt one ‘true’ model, 
we are defning a space of models over which regulation can be negotiated and contested in an evidence-based and 

systematic way. 
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3.2 Context: spheres and norms 

We posit the following formal expression of a context as structure within Regulatory CI. 

Defnition 3.1 (Context (Sphere)). A context is a defned as a tuple (�, �,� , �, � ) where: � is a set of contextual 
purposes; � is a set of agent roles; � = {�� |� ∈ �}, the agents ends, are utility functions for each role in �; � is a set of 
information attributes; and � is a set of information norms (see below). 

Contexts are defned in terms of their purposes in society. The purpose is, at a high level, an explanation for why the 

context exists. An example of a context and its purpose is the context of health care, which exists to preserve the health 

of people. Contexts are also defned in terms of the roles of agents operating in the context, and in terms of the kinds of 
relevant personal information that fow within the context. The above defnition is a simple translation of the analytic 
description of a context into a parameterized form. 

The concept of information norm is connected to the concept of a context. Information norms are defned in terms of 
the properties of the context they adhere in. In Regulatory CI, a norm is defned as follows: 

Defnition 3.2 (Information norm). For a context (�, �,� , �, � ) and given a set of transmission principles �, an 

information norm � ∈ � is a tuple (�, �,�, �, �) : � ∈ � is the sender of the information; � ∈ � is the receiver of the 

information; � ∈ � is the subject of the information; � ∈ � is the information attribute; and � ∈ � is a transmission 

principle. 

Sender, receiver, and subject are all defned in terms of roles in a social context. For example, in the context of 
health care, agent roles include those of doctors, patients, and the guardians of patients. Attribute refers to the type 

of information being shared. Transmission principles are normative restrictions on information fows that ft the 

description of the other four parameters. We have introduced � to stand for a set of transmission principles that exists 
outside of any particular context. Example transmission principles include confdentially, reciprocity, notice and consent, 
“with for a warrant”, and use restrictions. 

3.3 Information flows 

A key tension within CI is that while it endeavors to illuminate norms of information fows in socially meaningful 
terms, the true mechanics of information fow may elude social comprehension. This has become especially challenging 

as more and more statistical techniques and digital instrumentation have enabled higher-level inferences about people 

to be drawn from lower-level data that can be collected relatively innocuously [46]. An analyst or auditor determining 

if information fows are appropriate may need to have a thorough understanding of the fow than is broadly socially 

understood. 
In particular, the so-called “social” understanding of information fows in CI sufers from what Reddy [51] calls the 

conduit metaphor : the information fow is one that transfers content, the specifc attribute � about a data subject �, from 

sender to receiver. There are principled reasons to reject this notion of information fow. Prior work [47] has identifed 

the instability of the attribute parameter, because what can be inferred from a piece of information can vary based on 

context and is not limited to its explicit or syntactic type. Moreover, the notion of a singular data subject is challenged 

by notions of relational [65, 70] and group [63] privacy, which highlight how data about one individual can support 
inferences about others who share relevant characteristic, especially when machine learning and statistical techniques 
are employed. 
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One formal solution to this problem of modeling information fows is situated information fow theory (SIFT) [7], 
according to which information fows are causal fows with regular associations due to a larger context of causal fows. 
In practice, this involves modeling information fows as taking place within a network of variables. Each node in the 

network can represent a member of one of the sphere’s roles, or a technical device, or a variable of interest such as an 

information attribute. The nodes represent conditional probability distributions over possible states, as in a Bayesian 

network. 
A Bayesian Network (BN) is a graphical model of the joint probability distri-

bution of several random variables. Each variable is represented as a node in a 

directed acyclic graph (DAG). Each node has an associated probability distribu-
tion that is conditional on its parents. The joint probability distribution is the 

product of these conditional distributions. Bayesian network structure can then 

be used to identify possible inferences that can be made from data as it fows 
within the system by identifying active paths. 

� 

� 

�� 

� Defnition 3.3 (Active path). In a Bayesian network � = (� , �) with observed 

nodes � ⊂ � , an active path is any path � ⊂ � such that each node in � is 
Fig. 1. A Bayesian network representing connected, in sequence, by an edge, and for any v-structure (� → � ← �), either a social media based advertising strat-

� or one of its descendants is in � , and no other nodes on the path are in �. egy. The social media user has a person-
ality � which influences both her social 

A well known result is that in a Bayesian network, variables that do not have an media activity � and her responsiveness 
to diferent kinds of advertising � . Andactive path between them must be probabilistically independent. An active path 
advertiser with access to the social me-

between � and � indicates that � and � may carry information about each other. dia activity is able to make a decision 
�� . Because of the structural properties Figure 1 illustrates how the structural properties of a network of information 
of this network, �� decision is informed, 

fows can reveal what inferences are possible from data. An advertiser can make via �, about � . �� can use this informa-
a decision �� based on the observed social media activity � of a user. This social tion to control � . 

media activity conveys information about the user’s personality, which is a factor 
in how she responds to advertising. In this diagram, � and � are connected by an 

active path, and so may not be independent from each other.4 

Regulatory CI builds on and adopts SIFT. This allows adaptive regulators to employ the powerful principles and 

tools of graphical modeling in all of the regulatory learning cycles. Bayesian networks can be calibrated to empirical 
data and analyzed using known algorithms that are well understood in computational statistics and machine learning. 
Specifcally, given a context (�, �,� , �, � ) and a model of information fows � , represented as a Bayesian network, an 

auditor can begin to audit if the information fows are in compliance with contextual norms. 

3.4 Modeling situations 

While CI treats contexts as normatively understood spheres of activity, these are not the object of regulation. Rather, 
regulators are concerned with the real activities and outcomes within their jurisdictions. In this section, we introduce a 

method for modeling situations in Regulatory CI. This method combines the teleological elements of CI’s understanding 

of contexts, with their purposes, roles, and ends, through the use of Bayesian networks to model information fows. 

4Bayesian networks may include edges between nodes that are conditionally independent from each other, but this is not preferred. A Bayesian network 
in which only nodes that are conditionally dependent on each other are connected by edges is called a faithful network with respect to the represented 
probability distribution. 
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Formally, these elements are both present in Causal Infuence Diagrams [19, 22, 23, 56] and Multi-Agent Causal 
Infuence Diagrams [25, 31]. Multi-Agent Infuence Diagrams build on Bayesian networks by introducing agents, their 
decisions, and their payofs. They retain many of the useful properties of Bayesian networks (BN), and these properties 
can be used to better understand game-theoretic equilibrium outcomes of the model. 

Defnition 3.4 (Multi-Agent Infuence Diagram). [25, 31] A multi-agent infuence diagram (MAID) is a triple (�,� , �), 
where: � = 1, 2, ..., � is a set of agents; and (� , �) is a directed acyclic graph (DAG) with a set of vertices � connected 

by directed edges � ⊆ � × � . These vertices are partitioned into: X, chance nodes; U� , utility nodes for each agent, Ð Ð
such that U = � U� ; and D� , decision nodes for each agent, such that D = � D� . 

When a MAID is developed into a Multi-Agent Infuence Model, the chance nodes are given conditional probability 

distributions governing their realization. Given a strategy profle � which assigns a decision rule (conditional probability 

distribution) to each decision node D, the MAID is induced into a BN. From this BN, it is straightforward to compute 

expected payofs for each agent. The question then becomes what decision rules constitute the strategy profle, and are 

these in game-theoretic equilibrium with respect to each other and the expected payofs. 
The graphical structure of a MAID can be used to identify which decisions strategically rely on each other. Informally, 

a decision �1 strategically relies on another �2 if the optimal decision rule for �1 depends on the rule chosen for �2. 
These strategic reliance relations can then potentially be used to decompose the problem of computing equilibrium 

strategies into simpler subgames. 
More formally: 

Defnition 3.5 (Strategic reliance). [31] Let � be a decision node in a MAID M , � be a decision rule for � , and � 

be a strategy profle such that � is optimal for � . � strategically relies on a decision node � ′ in M if there is another 
′ ′strategy profle � such that � ′ difers from � only at � ′, but � is not optimal for � ′, and neither is any decision rule � 

that agrees with � on all parent instantiations pa ∈ dom(��(�)) where �M[� ] (pa) > 0. 

The graphical criterion that is strongly associated with strategic reliance is s-reachability. For decision node � 

belonging to agent �, let U� be the set of utility nodes in U� that are descendants of � . 

Defnition 3.6 (S-reachability). [31] A node � ′ is s-reachable from a node � in a MAID M if there is some utility 

node � ∈ U� such that if a new parent �̂′ were added to � ′ , there would be an active path in M from �̂′ to � given 

��(�) ∪ � , where a path is active in a MAID if it is active in the same graph, viewed as a BN. 

Koller and Milch [31] prove soundness and completeness results that show that given a graph structure, there is a 

MAID with that structure in which � strategically relies on � ′ if and only if � ′ is s-reachable from � . 

3.5 Key questions for adaptive regulation of privacy 

CI raises several key normative questions for privacy regulation. Using Regulatory CI, we will frame each of these 

questions using the constructs of the theory, including the sphere model (�, �,� , �, � ) and the information fows � , 
and their empirically estimated values, �̂ , �̂ , �̂ and �̂ . 

Are the norms legitimate with respect to the contextual purposes? This is answered through an analysis of the situation 

model. The norms � are legitimized when equilibrium outcomes of agents following the norms � (�,� , � ) achieve the 

contextual purposes � ; � (�, �,� , �, � ) = � (� (�,� , � )). This is a focus of the frst learning cycle, analyzing new risks 
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from information fows, discussed in section 4. The cycle is responsible for verifying what the norms should be given 

the purposes, the context, and the situation. 
Are the information fows consistent with the norms? This is a function of norms and information fows, �(� ,�̂ ). This 

is a focus of the second learning cycle, real-time monitoring, discussed in section 5: checking to see if the norms are 

actually followed. 
Are the observed social outcomes consistent with the model? If the model is making predictions that do not hold out 

in practice, that suggests the model must be correct. �̂ ≃ � (� (�, � ,ˆ �̂ )). This is a focus of the third learning cycle, 
discussed in Section 6: do regulatory instruments serve the norms or should the model be corrected? 

In the following sections we detail how the three learning cycles in the adaptive regulation process enable (1) 
modeling or re-modeling of appropriate information fows; (2) monitoring of compliance by policy targets; and (3) 
assessing the validity of regulatory instruments. The cycles revolve around the continuous improving and updating of a 

model of the context and its appropriate fows. 

4 LEARNING CYCLE #1 - ANALYZING NEW RISKS FROM INFORMATION FLOWS 

The identifcation and analysis of new risks is crucial for designing regulations for new applications of technology in 

society. Forward-looking identifcation of new risks should involve inputs from a range of stakeholders - including 

industry, academics, civil society, privacy experts - for the purpose of ensuring the modelled information fows still hold 

and realize the social goods at stake. The established models are assessing the social risks following the introduction of 
new technologies or the expansion of existing ones. The cycle can be triggered by regulators, investigative journalists, or 
technology companies themselves when they start to operate or change their existing services in the market. Regulators 
are engaged with a domain of massive scale and pervasive digital instrumentation, and information gathering can 

involve data collection from on-line sources. The CI research community, and the privacy research community more 

broadly, has already developed many techniques for gathering and analyzing information from the wild [2, 21, 57]. 
A number of policy techniques adapted from other domains would facilitate this learning cycle. Data processors 

could register themselves, just like data brokers in the state of Vermont in the US, in a dedicated repository, and provide 

regular updates on pertinent information. The registered data-driven market companies could become subjects for 
’privacy hackathons,’ where diferent privacy stakeholders from industry, academia, and government come together 
and aim to model information fows of popular digital services.5 Once an information fow model has been established, 
it could be subject to comments from various stakeholders through a dedicated public comment period. 

4.1 Example: Modeling social media and political manipulation 

Imagine a committee of stakeholders gathered to determine regulations and procedures surrounding the relationship 

between social media and political advertising, using MAIDS as depicted in Figure 2. The committee frst determines 
that the context of the problem is elections, which have the purpose of legitimately determining public representatives. 
Voter autonomy is essential to electoral legitimacy, and this means preventing voter manipulation. 

Some amount of political advertising is normatively allowed in elections. But specifc targeting of advertising based 

on psychographic profling that may bypass rational decision-making is determined to be going too far. Advertisers can 

post ads �� without knowledge of the specifc personality � of the users it targets, and so must advertise in a more 

5The White House recently engaged ’white-hat hackers’ to hack commercial Large Language Models such as ChatGPT. The overarching tradition of 
government’s reliance on ’white-hat hackers’ could be difused to the privacy landscape as well [43]. 
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(a) The user’s perspective in the Cambridge Analytica scan- (b) The advertiser’s perspective in the Cambridge Analytica 
dal, represented as a MAID. When the information flows scandal, represented as a MAID. Because of covert flows 
from � to � and � to �� are hidden, neither �� nor �� is � → � and � → �� . 
s-reachable from the other. 

Fig. 2. Two MAIDs representing the Cambridge Analytica scandal. Figure 2a depicts the point of view of the user, in which their 
decision to use social media does not strategically rely on the presence of the advertiser. Figure 2b shows how covert information 
flows allow the advertiser to influence outcomes for the user. Arguably, the social good of autonomy, which is important in the 
context of democratic voting, can be operationalized as the absence of the manipulation depicted here. 

general way. Advertisers attempt to get a certain reaction � from the user, such as voting for a particular candidate. 
This reaction � is consequential for both the advertiser � � and the user �2 

� . 
Now the committee considers the introduction of social media. The user (�) can make decisions about whether and 

how to use social media �� . This infuences their social media activity �, and this activity afords them some utility �� 
1 . 

When the social media usage is independnet from the political advertising, the situation can be modeled as in Figure 2a. 
In this world, the user’s social media activity does not open up the possibility of manipulation. Formally, neither �� 

nor �� is s-reachable from each other, implying they do not strategically rely on each other. In this depicted game, the 

user at �� will seek to maximize �1 
� without downstream consequences for �� 

2 . 
The regulators choose to operationalize the autonomy of voters as the absence of manipulation with respect to their 

participation in elections. Cambridge Analytica was scandalous because this autonomy was violated, and this was 
possible, in our analysis, because of covert information fows. The committee considers how, unbeknownst to the user, 
her social media activity � is also infuenced by some unconscious aspects of her personality � , which also infuence 

her reaction to advertising. Moreover, the social media activity � may be observable by the advertiser, because the 

advertiser can violate social media’s terms of service to illegally access it. This situation corresponds to a diferent 
diagram, Figure 2b. 

In this diagram, �� and �� are s-reachable from each other, and hence the two decisions strategically rely on each 

other. This means that the decision rules chosen ex ante by the agents would, in strategic equilibrium, be dependent on 

each other. If both the user and the advertiser are aware of all of the information fows depicted in the graph, then 

the user will choose to participate in social media not only in pursuit of utility �1 
� , but also in anticipation of how 

the advertiser will react �� to their social media activity �, and the consequences of this reaction for their utility �2 
� . 

The advertiser may, in turn, anticipate the user’s concerns and adopt a policy �� that incentivizes the user to be more 

revealing at �� . 
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When the information fows � → � and � → �� are covert, this puts the user at a strategic disadvantage, as they 

are unable to anticipate the strategic response of the advertiser that will have infuence over their outcomes. Hidden 

information fows, due to privacy policy violations or data “up and down the food chain” [46], can undermine consumer 
autonomy. Without visibility into these fows, consumers cannot be expected to make fully autonomous, strategic 
decisions on the market [9]. 

The diagrams used in the above scenario are simple and unrealistic, used here for presenting Regulatory CI within 

the limits of a scholarly paper. In practice, these models would be worked out by the regulator and stakeholders from 

the private sector and civil society during the frst learning cycle. Stakeholders might each create their own models, 
representing their concerns, and these models can be merged into a model or set of models used for regulation. The 

modeling framework sensitizes the regulator to which information fows are threatening to these social goods, and 

suggests ways to monitor the market for problems. For example, if misuse of social media data can undermine voter 
autonomy, regulators might require social media companies to register their APIs as potential information leaks, and 

require political advertisers to disclose their information sources. Political advertising revenues can be disclosed as a 

proxy for their rewards. Automated surveys of consumer expectations can be established to verify that these are not 
out of step with situational information fows. The model is used to instrument the problem, and these instruments can 

be constantly updated during the following real-time monitoring and validity of instruments learning cycles. 

5 LEARNING CYCLE #2 - REAL-TIME MONITORING OF VIOLATIONS. 

Adaptive regulation calls for on-going and real-time monitoring to track performance indicators. When regulating 

privacy by CI, real-time monitoring is important for preventing harm and inspecting privacy behavior based on 

information fow models constructed in the frst learning cycle. Because of the weakness of consumer consent with 

respect to protecting privacy [4], there is no reason to expect market forces to naturally correct for a systemic privacy 

violation. By inspecting data fows and privacy policies in the wild, regulators will be able to assess whether norms are 

actually followed and how modeled information fows behave in practice. 
To facilitate the implementation of the second-learning cycle, dedicated research funding could be secured for 

sponsoring academics and privacy experts work among privacy regulatory agencies, creating non-residential fellowship 

programs within regulatory authorities. This could help bridge expertise gaps and create important connections for 
regulators with the greater community of privacy experts which would help design and apply monitoring tools of 
opaque information fows across diferent technologies. 

5.1 Detecting and assessing noncompliance 

Building on research into automated systems that detect inappropriate information fows in big data systems [18], 
regulators may turn to technology to monitor for noncompliance. Regulators may observe information fows �̂ and 

use their model of norms to detect violations of appropriateness conditions �(� ,�̂ ). They might alternatively observe 

norms �̂ as expressed in privacy policies and compare them to the legitimate norms � . 
Regulators may have access to additional information once a company has come under regulatory scrutiny. Auditors 

with access to the company’s internal records can reconstruct what might otherwise be a ‘black box’ in norms 
assessment models. In addition to providing new information to assess compliance, these information sources can be 

(in an anonymized way) reintegrated into the frst learning cycle in order to improve regulation. 
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5.2 Using data in Regulatory CI 

The models in Regulatory CI provide a rigorous basis for statistically integrating empirical data and testing for 
compliance. Recall that a MAID defnes a dependency structure between variables, and that this structure is shared by a 

wide range of underlying probability distributes. We follow Everitt et al. [22]’s defnition of a Multi-Agent Infuence 

Model (MAIM) as a MAID that is also fully parameterized with a probability distribution. Combined with a strategy 

profle � , the MAIM determines a BN. There is a large and well-established literature on estimating the parameters of a 

Bayesian Network from empirical data about variables represented within it. [26, 64] We guide the adaptive regulator 
to draw on these standard machine learning techniques when integrating real-time monitoring into privacy regulation. 

Researchers have devised ways of tracking information fows directly, using computational methodologies. For 
example by logging the information fows conducted by browser cookies [21], or conducting dynamic analysis of how 

mobile apps handle personal data [52]. But for other fows, such as business to business fow, it can be harder to collect 
relevant data without participation from the private sector. There have been many studies guided by CI that use surveys 
to measure consumer expectations of privacy. These measurements may or may not agree with the fows indicated 

by privacy policies. These privacy policies are arguably more descriptive than normative, because consumers have 

poor comprehension of these policies, but they are written to prevent liability of corporations concerning their use of 
collected personal data. 

In addition to tuning the parameters of the BN (and MAIM) to data, the fully specifed BN can also be used to 

determine the likelihood of observed data. In some cases, the data may invalidate the model. For example, if two 

variables that are according to the model independent are in fact highly correlated, then that suggests that there is an 

information fow that is missing from the analysis. 

5.2.1 Example: Cambridge Analytica Monitoring. In LC #1, the regulators determined that to preserve voter autonomy, 
there should be no information fow of social media activity to political advertisers. Social media companies register 
their APIs, and political advertisers report that they are not using any prohibited data. However, real-time monitoring 

detects a problem. Some select advertisers show signifcantly higher revenues � � for segments of the population that 
are known to have much higher social media use �. Under the normative model, these variables should be independent, 
and so this triggers further scrutiny. Investigators learn that indeed the choice of advertising campaign �� is also 

correlated with specifc social media behavior. A formal investigation of noncompliance is initiated. 

6 LEARNING CYCLE #3 - THE VALIDITY OF REGULATORY INSTRUMENTS 

The validity of CI-based regulations should be regularly tested for as well [66]. On top of identifying new risks and 

monitoring for privacy violations, regulators should test for the validity of their own regulations and ensure that they 

serve their purpose. With constantly changing usages and applications of data, and a controversial history of tech 

companies tweaking the impact of existing privacy policies, regulators should be on top of understanding whether their 
designed rules promote meaningful compliance in dynamic information environments. To assist in the implementation 

of the third-learning cycle, the validity and compliance behavior of regulated industries could be evaluated through 

dedicated whistleblowers. Brought up in previous work, additional protections for whistleblowers could help regulators 
address corporate secrecy [12], learning how well-intentioned regulatory instruments turn into procedural checkboxes, 
far from promoting social purposes in the respective information context. 

To test for the validity of existing regulatory instruments, regulators should assess to what extent the chosen 

transmission principle advances the purposes of a given context. For instance, they should run surveys among consumers 
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to check whether notice and consent is a valid transmission principle that respects the desired norms for the usage of 
social media and contribute to the social purpose for which the context exists. In the Cambridge Analytica Afair, such 

validity assessment of regulatory instruments was missing, as users who chose to participate in the personality survey 

were in fact very far from understanding the manipulation that their consent might allow. Moreover, in the wake of 
this scandal, important questions about automated and targeted political communications around elections have raised 

many empirical and normative questions [29]. In this cycle, the original operationalization of autonomy used by the 

regulators, as well as other model assumptions, would be assessed for validity based on ongoing scholarship and public 
debates. 

7 LIMITATIONS AND DISCUSSION 

Shifting the regulatory object from data to information fows requires modeling, empirical calibration, and consensus 
among stakeholders that are all hard to achieve in practice. Challenges include popularizing a CI-oriented mindset 
among regulators and empowering them legally to act accordingly. Regulating privacy as CI requires a will towards a 

positive, consensus view of what appropriate information fow means in each social sphere. Given the fraught political 
realities in many advanced democracies, we are conscious that what we are proposing is an ideal type of a regulatory 

model for privacy. Building context models with strategic equilibria and endogenous information fows, when these 

models are known to have large state spaces and high computational complexity, is something regulators are not used 

to doing. Such paradigm shift among privacy regulators will take time. The process of teaching regulator about CI may 

cause them to ask questions and recognize blind spots in their regulatory eforts. 
A second challenge is the low level of transparency and openness of technology companies, who often experience 

confict between their business interests and their willingness to meaningfully respect the privacy of their consumers [17]. 
Not all relevant data about active information fows can be easily detected. To properly monitor dynamic information 

fows, regulators will need to closely collaborate with researchers or adopt ‘civic technologies’ to assess how information 

norms are followed. We do see sporadic examples of these [59], but a more coordinated efort to monitor tech in real-time, 
backed by public budgets and cooperation between diferent stakeholders is needed. Enabling this crucial information 

gathering process may be the frst substantive regulation to allow adaptive regulatory processes and signal the objects 
to be regulated. 

Importantly, to be consistent with CI, all information fows about data subjects between companies and regulators 
must be appropriate. While gathering information to inform regulation in the public interest is perhaps broadly speaking 

a legitimizing basis for processing personal data, CI-informed regulators may want to take special care that personal 
data, if collected, is transferred according to the correct transmission principles. In some cases, it may be best for the 

regulator to use anonymized or otherwise privacy-enhanced data. Likewise, there may be cases where the information 

fow models produced by regulators shall be exposed to public scrutiny, but in other cases this information may be kept 
confdential. We leave this aspect of the regulatory design as an open problem. 

Lastly, we have presented only a simple and speculative application of Regulatory CI that implicitly promotes a 

co-regulation model [28], but leaves much to the imagination. Our proposal raises many more technical questions than 

it answers. We leave further articulation of Regulatory CI and analysis of its feasibility to future work. 
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