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EQUILIBKRIA ACHIEVED WITH COMMUNICATION*

Up to this point the effects of communication on the
egullibrium behavior of the decisionmakers in a game have
not been analyzed with the rigor expected of most game the-
oretic results. Nevertheless, the supposed effects are
incorporated into the most fundamental solution concepts
used tor both the noncoopertive game and the cooperative
game. In each case a story 1s told describing the effect of
communication, and this story is used as the primary
justification for the equilibrium concept used. 1In these
storles we 1lmaglne an environment 1n which an agreement 1is
made between the decisionmakers 1n some pre-game negotiation
process and then each decisionmaker chooses a strategy which
1s actually played, a strategy which may or may not satisfy
the agreement. 1In addition, before any choices are made
this imagined environment specifies the sanctions which are
to be imposed for violating any agreements, sanctions which
determine the incentives for satisfying any agreements.
Given such an environment, the stories told are used to
demonstrate the reasonableness of using proposed solution
concepts, which specify what agreements are likely to be

made 1n such an environment,



More specitically, a noncooperative game is by defini-
tion a game which has no sanctions for violating any agree-
ment. Any agreements are non-binding. In this case, a
story is told that any equilibrium selection of strategies
is achievable with a self-enforcing agreement, or in other
words, 1t must be a Nash equilibrium. We expect that no
agreement will be made 1n which some decisionmaker has an
incentive to change his strategy unilaterally. With a
cooperative game, by definition, there are implicit sanc-
tions so severe for violating an agreement that no player
ever chooses to do so. All agreements are binding. In this
case, one story is told that in an equilibrium no agreement
will be made 1n which any individual can improve upon 1its
outcome regardless of the strategies chosen by others. This
story leads to the concept of individual rationality.
Another story 1is told that 1in an equilibrium no agreement
wlill be made in which any coalition can improve upon 1its
outcome regardless of the strategies chosen by others. This
story leads to the concept of the core. Our intent here is
to examine the conjecture that these stories can be
supported by explicitly including a pre-game negotiation
process and the applicable sanctions for violating any
agreements, and generating the proposed solution concepts
from the Nash equilibria and strong Nash equilibria of this
game with communication. Our approach is consistent with
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tne one suggested 1n Nash (1951) on tying the analysis of
noncooperative and cooperative games together. Thus, we
wlll construct this game with communication, examine its
Nash eqgulilieria and strong Nash equillibria, and determine
thne relationshlp between the equilibrium outcomes of this
game and those proposed for the elemental game where com-

munication 1s only 1mplicit,

THE GAME Wlvn COMMUNICATION

Consider an eiemental game given in strategic form,
Let 1 be the index set of players, Si be the set of
feasible strategies for each player 1€l and ﬂi(s) be the
payoff for player 1el given the selection of strategies
sas.l The game with communication, constructed from the
elemental game, has the same players as the elemental game,
has sets of feasible strategies which are modified to
incorporate a negotiation process, and has payoff functions
which are modified to incorporate the sanctions imposed by
the rules of the game for violating an agreement.

The strategies in the game with communication augment
the actions taxken in the negotiation process to the
strateglies in the elemental game. In the negotiation
process the players 1n the game communicate by sending mes-

sages to each other. Among these messages are ones which

' —3_



are capable of 1ndicatine whiether an agreement has been made
between the playeLs,‘and any agreement must specify the
allowable strategies tor each player to satisfy the agree-
ment. While we may describe these allowable strategies for
eacn player as a set, for the payoffs from an agreement to
be well-defined we may without loss of generality indicate
only one allowable strategy for each player 1in any agree-
ment. Thlis means an agreement 1is fully described by a
selection of strategies seS, which describes the actions
each player must take to fulfill the agreement. This means
that the messages sent in any negotiation process must
contain such an s 1f an agreement 1s to be made. As we will
see with our version of the noncooperative game, any part of
the communication process which is non-binding does not
affect equiliprium behavior, so that for describing equili-
brium behavior all that 1s essential in the negotiation
process 1is knowing what, 1f any, agreements are made. Given
this, we will formalize a message from each declisionmaker as
a choice of a selection of strategies, and an agreement 1is
made 1f all players choose the same selection of strategies.
After thils negotiation process, where a message 1s sent by
each player and these messages are known to all players,
each player chooses a strategy from the elemental game.
Thus, a strategy in the game with communication consists of
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a message and a choice of a strategy from the elemental game
which may depend upon all messages which have been sent.
This means for player 1e¢l a strategy 1n the game with com-
munication 1s a oi= (mi,fi) where the message
mie S and the choice of an elemental strategy 1is glven
by tne function fi: X s » si.z
iel

The payoffs for the game with communication depend upon
the sanctions 1mposed on the players for violating an agree-
ment. If the player honors an agreement or 1f there 1s no
agreement, the player receives just the payoff associated
with the selection of strategies which 1is actually played
from the elemental game. If the player violates an agree-
ment, he recelves this payoff minus a penalty, which descr-
ibes the effect of the sanctions imposed upon him. Form-

ally, the payoff for player i1elI in a game with communication

given a selection of strategies ¢ = (m,f) 1s

7 (f£(m)) if (Hst)mj=sAand si=fi(m),
or (J3,k) ml # mk

| ﬂi(f(m))—pi(o) if (Est)mj=s and si#fi(m)

\\
- i : : :
wnere p~(g) 1s the penalty imposed on 1 when an agree-
ment 1s violated. Specifically, we are interested in the
¢ mes with communication that correspond to the noncooper-

“ . e game and the cooperative game. We will compare a
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noncooperative elemental game to the correspondine game with
communication and no binding agreements, where pi(o) =0

s¢c that 7 (o) = ni(f(m)). we will compare a coopera-

tive elemental «ame to the corresponding game with com-

munication and binding agreements, where the sanctions

imposed yield the worst possible payoff so that

( ni(f(m)) if (BSVj)mj=s'and si=fi(m),
at(o) = q or (33j,k) ml # mK
L - if (3sY3) mi=s and si#fl(m)

Now we wWilsli to examline the Nash equilibria and the
strong Nash equilibria of these games with communication and
determine the relationship between the outcomes associated
with these equilibria and those suggested as likely outcomes
for the elemental games. A Nash equilibrium is a selection

of strategies ¢ where there 1s no player 1 with a strategy

?i such that ni(o/gi) > ﬁi(o).3 A strong Nash equilibrium 1is
a selection of strategles ¢ where there is no coalition C with
strategies ¢ such that ui (o/GC)> Hi(o) for all ieC.

The set of (strong) equilibrium outcomes 1is

{TT(G): ¢ 1s a (strong) Nash equilibrium}.



EQUILIB~1UY OUTCOMES IN GAMES WITH COMMUNICATION VS. THE
ELEMENTAL GAML

First, we will compare the equilibrium outcomes of the
game with communication and no binding agreements with those
of the noncooperative elemental game. The following theorem
implies that for a noncooperative game a negotiation process
1s not essential for determining the outcomes which occur 1in
equilibrium, demonstrating that the same outcomes occur in
equllibrium with or without a negotiation process. Equili-
brium behavior is not affected by any non-binding communica-
tion. This means the game with communication and no binding
agreements 1s essentially equivalent to the noncooperative
elemental game, supporting the story told about the effects
of a negotiation process on a noncooperative game. Also,
this result justifies our use of messages which only include

the potentially binding communication.

Theorem 1l: The set of (strong) equilibrium outcomes 1in the
game with communication and no binding agreements 1s iden-
tical to the set of (strong) equilibrium outcomes in the

. 4
noncooperative elemental game.

Now, we wlill compare the equilibrium outcomes of a game

with communication and binding agreements to those outcomes
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proposed as most likely for a cooperative elemental game,
those that are 1individually rational and those in the core.
A complilcation arises 1n defining these two equilibrium con-
cepts for a cooperative game, as there are two ways to
define when a coalition (or individual) can "improve upon"
an outcomc.5 We will say a coalition C can alpha-

improve upon 7n(s) 1f there ‘exists an :Ce SC for all
s & S such that ni(E/EC) > ni(s) for all ieC, and a

oalition C can beta-improve upon 7(s) if for all s € S
there exists s- e s such that ni(EyZC) > ni(s) for
all 1 ¢ C. Note that the only difference between the two
definitions 1s the order of the qualifiers. The alpha defi-
nition stresses what a coalition can guarantee for itself,
while the beta definition stresses what a coalition cannot
be prevented from achieving. It 1is as if for an alpha-
improvement the coalitién C announces 1ts strategies first
with the opposing coalition responding as it wishes, and

for a beta-improvement the opposing coalition announces its
strategies first with C responding.

We use these definitions of "improving upon" 1n our

definitions of individual rationality and the core. An out-
come 1s 1individually rational if no individual can improve

voon 1t, and an outcome 1s 1n the core 1f no coalition can
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improve upon it. Note that, i1f a coalition can alpha-
improve upon an outcome i1t can always beta-improve upon the
outcome, so that the set of beta-individually rational
outcomss 1s a subset of the set of alpha-individually
rational outcomes and the beta-core is a subset of the
alpha-core. Also, even while we are given a palr of
definitions for each concept, the literature does not pro-
vide a strong justification for using either one of these
definitions over the other.6 Relationships between

these solution concepts for the cooperative game and both
the Nash and strong Nash equilibrium outcomes from the
associated games with communication and binding agreements

are given 1in the theorems that follow.

Theorem 2: The set of equilibrium outcomes for the game
with communication and binding agreements 1is identical to
the set of beta-individually rational outcomes for the ele-

mental game.

The interesting part of this theorem is that the set of
equilibrium outcomes 1s big enough to be equal to the set of
beta-individually rational outcomes. We see directly from
the definitions that any equilibrium from any game with com-
munication must be beta-individually rational. This
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includes the game with communication and no binding agree-
ments, a game essentilially equivalent to the noncooperative
elemental game. The effect of adding penalties 1is to
decrease the incentive to change strategies once an agree-
ment is made, so that the set of equilibrium outcomes may
have some new members. The interest comes from knowing that
the severe penalties used in the game with communication and
binding agreements guarantee there are enough new members in
the set of equilibrium outcomes so that it must equal the
set of beta-individually rational outcomes.

Here we show the structure of the game with communica-
tion and binding agréements provides the same strategic
opportunities as those described by the story Jjustifying the
use of beta-individually rational outcomes. Since added
penalties only decrease the incentive to violate any agree-
ment, any equilibrium outcome 1s achievable with a Nash
equilibrium where an agreement has been reached. This means
we only need to determine when there is an incentive for an
individual decisionmaker to refuse to make an agreement, by
changing the message sent in the negotiation process and
choosing some other strategy from the elemental game to
play. Given any beta-individually rational outcome, for
each individual the opposing coalition can give strategy

-10-



choices (using the f functions) which block the individual
from raising his payoff, and these deterring threats can be
used etfectively in this game with communication since any
deviating individual must, in effect, announce his intention
to deviate 1n the negotiation process by announcing he will
not agree to this outcome. Given this beta-individually
rational outcome, an equilibrium results in the game with
commuhication and binding agreements if the decisionmakers
all send the same message of a selection yielding this
outcome, play the blocking choices for another player when-
ever he refuses to agree and everyone else does agree, and
play the strategy from the proposed agreement otherwise.
When any potentially deviating player considers changing his
message from a beta-individually rational outcome, he notes
that any response to the blocking choices made by the others
can not 1increase his payoff, so that there is no incentive
to change his strategy unilaterally in this game with
communication. This result supports the story told to
justify the beta-individually rational outcomes as a
cooperative solution concept, and it provides a rationale
for using the beta definition over the alpha definition for
the individually rational concept.

-11-



The analageus result wnen considering the power of
coalitions, instead of the power of individuals, 1is not true
for all games. That 1s the set of strong eguilibrium
outcomes in this game with communication is not necessarily
identical with the beta-core of the associated elemental
game. There 1s, however, a large class of games for which
this result 1s true. Basically, for this result to hold
there must be enough information revealed during the nego-
tiation process to reveal which coalition will attempt to
improve upon the outcome resulting from the agreement, so
that the opposing coalition can form and block it, or the
game has payoffs where the same blocking strategies are
effective against several coalitions.

As with the result for individuals, we see directly

from the definitions that:

Theorem 3: Any strong equilibrium outcome from any game
with communication must be in the beta-core of the

assocliated elemental game.

Of course, as with individuals, 1t 1s more 1lnteresting
to know when the set of strong equilibrium outcomes from the

game with communicatipn and binding agreements 1is big enough
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to equal the seta-core of the associated cooperative ele-
mental game.

When considering the power of coalitions, one important
coalition is the coalition of all players. Here, we say an
outcome 1s Pareto optimal 1f the coalition of all players
cannot improve upon the outcome. This coalition is import-
ant here because the opposing coalition is empty, so that no
information is needed from the negotiation process to cap-
ture the same strategic opportunities in the game with
communication as are described by our story. Here, we
immediately have from the definitions:

Lemma 4: An outcome 1is Pareto optimal in the elemental game
if and only if it is Pareto optimal in any associated game
wlth communication. | |

8

Combining this result with Theorem 2 we have

Theorem 5: For any two-person elemental game, the set of
strong equilibrium outcomes for the game with communication
and binding agreements 1s identical to the beta-core of the

cooperative elemental game.
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In games with more than two players, there may be some
beta-core outcomes in the elemental game which are not
strong equilibrium outcomes in the game with communication
and binding agreements. An example is the three-person game
where each player can choose either a zero or a one and the

payoffs are given by the following table:

#3 chooses 0 #3 chooses 1
#2 0 1 #2 1 0 1
#1l #1 il
0 2,0,0 0,0,0 0 % 1,1,2 0,0,0
1 1,0,2 0,0,1 1 i 0,0,0 0,0,0

In this game the beta-core is {(2,0,0), (1,0,2), (1,1,2)1}
and the set of strong equilibrium outcomes from the
associated game with communication and binding agreements 1is
{(1,0,2), (1,1,2)}. For us, the important outcome to
examine is (2,0,0).7 The outcome (2,0,0) is in the
beta-core, as no coalition can beta-improve upon it. #1 is
already attaining his highest payoff; #2 cannot change his
payoff with a unilateral change in his strategy; {#3!} is
blocked if #1 chooses a zero and #2 chooses a one; and
{#2, #3}) 1s blocked if #1 chooses a one. 1If the outcome
(2,0,0) were a strong equilibrium outcome in the game with
communication and binding agreements, then there would be
a strong Nash equilibrium where all agreed to this outcome,

-14-



each sending a message of (0,06,0). If player #1 specifies
with fl that he will play & one in any case where #3

changes his message and the others do not change their mess-
ages, #3 gains by just changing his message. If player #1
specifies he will play a zero in any of these cases, then
{#2, #3} gain by claiming the outcome (1,1,2). Thus, given
any selectien of strategles in this game with communication
which yields (2,0,0), player #3 has an incentive to change
his strategy (possibly with player #2), so that this outcome
cannot be a strong equilibrium outcome in the game with com-
munication and binding agreements.

In effect, when player #3 changes his message and the
others do not change their messages, player #1 does not know
whether to respond with his strategy to block {#3}, choosing
a zero, or with his strategy to block {#2, #3}, choosing a
one. With these messages the players know only that some
superset of {#3} 1s attempting to improve 1its payoff. 1In
this case, players #1 and #2 can block {#3}, but we argue #2
will not choose to do so as 1t 1s not in his self-interest.

By refusing to block {#3} he can increase his own payoff.
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we have a siltuation in this example where for some n(g)
ln tne meeta-core a selection s, €xists where C is a parti-
cular coalition, se that for all sC ¢ SC,
Tr‘l(sC/SC) < “1(5) for some 1 € C, that 1s sg
blocks the coalition C from improving upon 7©(s). However,
for any blocking s there is some K3 C and an sk ¢ sK
where ni(sC/SK) > T!i('sj) for all 1 € K. 1If some
members of the opposing coalition join the coalition C, then
the new coalition K can improve upon its payoff given that
those remaining 1in the opposing coalition are still trying
to block C. 1In this ,situation it is not rational for those
players 1n K but not in C to particilpate in an attempt to
block C, since refusing to block improves their payoff.

This notion may be used to modify the concept of the
core. Up until now we have been comparing the strong
equilibrium outcomes of this game with communication to the
peta-core, and by definition w(s) is in the beta-core if for
all coalitions C there is an Sc £ S, such that for all
sC ¢ SC, ni(sc/sc) < ﬂi(g) for some 1 € C. We
will modify the definition of the core and say m(s) is in

the hard-core 1f for all coalitions C there 1s an Sc € S,
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suchi that for all sf ¢ 6K where Koc,

iy ni(sc/sg) < ni(g) for some 1 ¢ K., Instead of

regquiring that all coalitions can be blocked from improving
upon their payofts, we are requiring that all coalitions can
be rationally blocked from improving upon their payoffs.

Wwith this modification we have:

Theorem 6: The set of strong equilibrium outcomes 1in the
same with communication and binding agreements 1is identical

to the hard-core of the cooperative elemental game.

Luckily for our applications, the beta-core and the
hard-core are often identical. For example, say that for
any “(g) in the beta-core there 1s a selection d € S
such that for all C and all
st ¢ sC, pleass Eﬁni(g) for some i ¢ C.

Since the same selection 1s used as a deterrent for all
coalitions, w(s) is also in the hard-core. In economic
applications, this deterrent may be using the competitive
strateglies in an oligopoly market, purchasing nothing 1in a

public goods market, or refusing to trade 1n an exchange

economy .
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CONCLUSION

The major goal of this paper was to construct a game
where the essential elements of the stories told about
pre-game communication are made explicit and to compare the
eguilibrium outcomes of this game with communication to the
different solutions proposed for the elemental game where
these elements are only implicit. We found that the equili-
brium outcomes of a noncooperative game are unaffected by
tiie negotiation process. No non-binding communication has
an effect on the equilibrium outcomes. This both supports
the story told about the effect of a pre-game negotiation
process on noncooperative equilibria and Jjustifies our use
of messages which only include the potentially binding
communication. We found that the equilibrium outcomes of
the game with communication and binding agreements are
identical to the beta-individually rational outcomes. We
also found that the strong equilibrium outcomes of this game
with communication are identical to the hard-core, a
modified version of the beta-core. These results largely
support the stories told about the effect of pre-game
communication on cooperative games and provideva rationale
for using the beta definitions over the alpha definitions

for individual rationality and the core.8 We also
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introduced the nafd-éore, a modifiea version of the beta-
core, that 1s necessary to use when the identity of the
coalitions which are attempting to improve their payoffs are
not fully revealed by the negotiation process. There 1s
some discussion on when the beta-core may differ from the
hard-core.

The structure of the game with communication seems to
lend itself to many future refinements. If the core concept
gives too many outcomes to be useful in a particular
application, the equilibrium concept can be refined using a
perfect equilibrium concept9 or using intermediate sized
penalties where the enforcement of agreements may not be
perfect. 1If the core concept gives too few outcomes to be
useful in a particular application, more outcomes can be
added by considering cqsts of decisionmaking using

£ - equilibrialO

or by adding costs of communicating
within a coalition. A major advantage of using the
structure provided by a game with communication 1s that it

eliminates the ad hoc nature of the solution concepts used

1n these extensions.
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APPCNDIX

Proof of Theorem 1: (1) Show that if o = (m,£f) is a

(strong) Nash e€quilibrium in the game with communication and
no binding agreements, then f(m) 1s a (strong) Nash equili-
brium 1n the elemental game. Using the contrapositive, if
there is & coalition C I with strategies sC such that
ni(f(m)/sc) > ni(f(m)) for all ieC, then for any

EC = (mC,fC) where

TC(m) = sC, 1t(o/C) > wl(f(m)) = nl(y) for all

ieC. Thus, any (strong) equilibrium outcome in the game
with communication and no binding agreements 1is a (strong)
equilibrium outcome in the elemental game. ‘

(11) Show that 1if ﬁg\fja (strong) Nash equilibrium in
the elemental game, thenxo = (m,f), where f(m) = s for all
m, is a (strong) Naéh équilibrium in the game with communi-
cation and no binding agreements. Using the contrapositive,
if ¢ = (m,f) where f(m) = s for all m and there is a coali-
tion Ccl with stragegies oC = (EC, fc) such that
nl(o/5%) > Ni(y) for all ieC, then
11 (FC(m/mC)) = ul(s/aC) > nl(o) = nl(s) for
all ieC. Thus, any (strong) equilibrium outcome in the
elemental game 1s a (strong) equilibrium outcome in the game

with communication and no binding agreements.
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Proof of Treorem 2: {1) Show that if o = (m,f) is a Nash

equilibrium in the game with communication and binding
agreements, then n(f(m)) 1s beta-individually rational for
the elemental game. Using the contrapositive, 1f there 1s
an 1ndividual 1e¢I where for all seS there is a strategy

sl.s! such that ni(s/st) > wl(f(m)), then

there 1s a o = (m},F!) where m! # ml and
Tl(m/m!) = 5! gsuch that
it(5/oty = wl(g(m/mly /Bl >al(E(m)) > ut(o).

Thus, any equilibrium outcome for the game with communi-
cation and no binding agreements 1s a beta-individually
rational outcome for the elemental game.

(ii) Show that if n(s) is beta-individually rational
for the elemental game, then there is a ¢ = (m,f) where
f(m) = s and which is a Nash equilibrium in the game with
communlcation and binding agreements. Given such an s, this
means for all individuals jel there 1s an s;eS where for

J

all Ejesj, nj(Sj/gj) < nj(s). Consider the

selection ¢ = (m,f) where for all ie€I, ml = s and

s? if ml#s and mK=s for all k#j (all iel)

. J
£l(m) =
)

sl otherwise.
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wWe will show that o ig a Nash eguilibrium in the game with
communication and binding agreements.
Showing tnis by contradiction, assume o 1s not a Nash

eguilibrium in the game with communication and binding

agreements. This means there 1s an individual 1€l with a
stragegy < = (m®,fl) such that

Ri(o/oi) > ﬂi(o) = ni(s). This implies ﬁi#s

and ul(g/ot) = nl(f(m/mty / Fl(m/miy)

= 2l(s; / Tl (n/mly)

> ni(S),
contradicting the statement that for any
fim/mlyest, ni(sy / fl(m/miy) < nl(s).
Thus, ¢ must be a Nash equilibrium in the game with
communlication and binding agreements, demonstrating that any
beta-individually fational outcome for the elemental game 1is
an eguillibrium outcome for the game with communication and

binding agreements.

Proof of Theorem 3: Show that if o = (m,f) 1s a strong Nash

equilibrium in a game with communication, then #(f(m)) is 1in
the beta-core of the elemental game. Using the contra-
positive, if there 1s a coalition C<I where for all seS
there are strategies sC ¢ SC such that

_22_



ﬂi(s/gc) > ni(f(m)) for all ieC, then for coalition C

there exist strategies o- = (EC, £C) where mC#mC
® o~ =
116/ = 1 (F(m/mC) / 5€) > wig(m)) > ul(o)

for all 1eC.
Thus, any strong equilibrium outcome 1n a game with

communication 1S 1n the beta-core of the elemental game.

Proof of Lemma 4: (1) Show that if m(s) 1is Pareto optimal

in the elemental game, then o = (m,f), where mi=s for all
i and f(m)=s, 1s Pareto optimal in any game with communica-
tion. If such a o is not Pareto optimal, there is a o=(m,f)

—

such that m# and Ii(9) = ni{Ef(m)) > ni(s)=il(o)for all

i, so that 7(s) is not Pareto optimal in the elemental game.
(ii) Where o=(m,f), show that if (o) is Pareto

optimal in a game with communication, then n(f(m)) is Pareto

optimal in the elemental game. If #n(f(m)) 1s not Pareto

optimal, there is an s such that ni(s)>ni(f(m)) for all

i and for ¢ = (m,f) where m#m and f(m)=s,

Hi(g) = s, ni(s) > ni(f(m)) > ni(o) for all i, so

that o is not Pareto optimal.
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Proof of Theorem 5: This follows immediately from the

proofs of Theorem 2 and Lemma 4.

Proof of Theorem 6: (1) If n(g) 1s 1in the hard-core, then

for all C there is an s_.e5 such that for all sKeSK

c

where K>C, ﬂi(SC/SK)ini(S) for some ieK. Con-
sider o=(m,f) where mli=s for all i and

f s} if (v 3eC) mI#s and (¥54C) mi=s
fi(m) =

S otherwise.
We will show that o is a strong Nash equilibrium. If
not there are coalitions C and K with of = (HK,fK)
such that (VjeC)mj#s and (V3jgC) mj=s, and
1o/ Ky = al(se/TK(m/mK)) > al(s)=ni(g)
for all ieK, yilelding a contradiction with the assumption

that 7n(3) is in the hard-core.

(ii) If =(s) is not in the hard-core, then for some C
K

it must be that for all seS there 1s an s

K2C and ni(s/sK) > ni(g)‘for all ieK, Say o=(m,f)

where f(m)=s. Consider o (mf, EX

eSK where

) where

(VieC) mI#Sand (Vj¢C) ml=s, and (choosing the
appropriate sX for :=f(m/ﬁk)) ¥ (m/nk) = sK. Then
it ( o/ oK)= Tri(;/SK)>ﬂi(§)_>_lli(o) for all ieK, so

that o 1s not a strong Nash equilibrium.
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FO®TNOTES

*Hfelptul discussions on this topic are acknowledged with
John Roberts and Jim Cox. Of course, I retain ultimate
responsibility for any errors.

1. 8% = x s' is the set of feasible strateglies for
1eC I
each coalition @I, and S = &

2. To simplify the notation let o s(oi)iEI,
N\E(mi) and fE(fi)iEI. Also, for any

coalition CclI let ocz(oi)i c’ mcs(mi)
€

iel’
ieC’

C. ¢l
and f-=z(f )ieC.

3. The slash (/) indicates a substitution of variables,

e.g. lil(g/ol) =

1-1 —j 1+1
,01,0 '.-.,On)

nt(ol, ..., 0 if T = {l,...,n}.

4. All proofs are in the Appendix. All of the proofs are a
relatively straightforward application of the definitions,
and are included primarily for completeness.

5. For a discussion of these two definitions see Shapley

and Shubik (1973) or Aumann (1967).
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FOOTNOTES (cont.)

6. "whether the alpha-notion or the beta-notion 1is
preferable 1s a matter of taste... The alpha-notion seems
to be intuitively more appealing, but as we shall see the
beta-notion has a certain technical advantage." Aumann
(1967), p. 20. See footnote 7 for a description of this
technical advnatage.

7. As for the other outcomes, (0,0,0) and (0,0,1) do not
belong to any of these solutions as they are not Pareto
optimal. (1,0,2) is a strong equilibrium outcome 1in this
game with communication as the players can agree on this
outcome, #3 can threaten to play a one if #1 or #2 change
their messages, and they can play the agreed upon strategies
otherwise; (1,0,2) 1s not a strong equilibrium outcome for
the elemental game as player #1 has an incentive to change
his strategy unilaterally to a zero. (1,1,2) is a strong
equilibrium outcome for any game with communication, and
thus belongs to the beta-core, as no coalition has an

incentive to change 1ts strategies unilaterally.
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FOOTNOTES (cont.)

8. These results are closely related to Theorem 13 in
Aumann (1967), that the beta-core of a game coincides with
the strong equilibrium outcomes of its supergame. As
constructed by Aumann, the supergame can be analyzed to
determine the effect of threats which can be used in a
dynamic environment with no discounting. We can then
compare the equilibria achieved with experience in a dynamic
environment to the equi}ibria achieved with communication in
a static setting.

9., See Selten (1975) and Aumann (1967).

10. See Alger (1979).
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