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ABSTRACT
Many smartphone users are uncomfortable with the permis-
sions requested by their mobile apps. The sheer number of
permissions can be so overwhelming that many users are
unable to adequately manage their permission settings. We
present a methodology for building personalized privacy as-
sistants to recommend permission settings to users. We con-
ducted two field studies with Android users: the first (n=84),
to collect privacy preferences and build a recommendation
system, the second (n=51), to evaluate the effectiveness of the
recommendations. Results show that 73.7% of recommen-
dations are accepted. Following interactions with the assis-
tant, participants were motivated to further review and modify
their settings with daily privacy nudges. Despite showing sig-
nificant engagement and modifying permissions not covered
in the recommendations, participants only modified 5.6% of
the recommendations they had accepted. We discuss impli-
cations of our results for the design of existing permission
managers and future privacy assistants.
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INTRODUCTION
Advanced mobile platforms such as iOS and Android, and
the millions of third party apps written for them, have driven
the rapid adoption of mobile devices such as smartphones and
tablets. However, this rapid growth has also led to significant
privacy concerns among users given the variety of privacy-
sensitive resources – e.g., location, identity, contacts – apps
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can request access to. Given these concerns, both iOS and
Android have introduced mechanisms to inform users about
data accessed by apps and give them some degree of control
of such access. The (in)effectiveness of these mobile privacy
management and permission tools has been focus of much
research (e.g., [12, 13, 16, 27, 28, 33, 36, 55, 57]), which has
resulted in practical improvements. For instance, in both iOS
and Android, users can now selectively restrict apps’ permis-
sions [15], and use just-in-time permission dialog [12,47] that
are shown when an app requests access to a resource. Just-
in-time dialog are typically complemented by a privacy or
permission manager that enables users to review and adjust
their settings. While these permission managers enable pri-
vacy control at a finer granularity, they also significantly in-
crease the number of decisions users have to make. Thus,
while privacy managers increase the level of control and are
perceived as useful [13], in their current incarnation they are
limited in their utility and effectiveness, and are becoming in-
creasingly unmanagable. Small interventions, such as privacy
nudges [8, 17], have been shown to help users reflect on their
privacy settings [16] and can be effective at getting users to
switch their attention from their primary task to privacy man-
agement [13]. However, mobile privacy nudges have also not
seen widespread implementation so far. And, they do not re-
duce user burden.

Contributions
In this paper, we propose a methodology to learn privacy pro-
files for permission settings and use these profiles in the form
of Personalized Privacy Assistants that actively support users
in configuring their permission settings. The personalized
privacy assistants leverage the apps a user has installed on
his or her mobile phone to elicit their privacy preferences and
offer recommendations on how to configure associated per-
mission settings, including options to automatically config-
ure multiple permission settings at once. To learn these pro-
files, we first conducted a field study in which we collected
permission settings from Android users who over a period of
a week had received daily nudges designed to increase their
awareness of the data collected by their apps and to motivate
them to revise their settings and align them with their pri-
vacy preferences. Having build profiles based on this data,
we conducted a second field study with new participants to
validate the effectiveness of our personalized privacy assis-
tant in a between-subjects study. The work reported herein



makes the following contributions to research on mobile pri-
vacy and privacy preference modeling:

• We describe a practical approach for generating privacy
profiles from app permission settings elicited from mobile
users. We build profiles based on users’ app permission
preferences aggregated along three dimensions: app cate-
gories, permissions and purposes of permission requests.
Using hierarchical clustering with real-world permission
settings collected in a field study (n=84), we identified a
diverse set of privacy profiles, which significantly boosted
prediction accuracy of users’ permission settings.

• To apply the privacy profiles, we developed a personalized
privacy assistant for Android. We designed interactive pro-
file assignment dialog that use dynamically-generated de-
cision trees to match users to the privacy profile that best
aligns with their preferences. Based on the matched pro-
file, our assistant provides users with recommendations on
how to adjust their app permission settings.

• We validated the effectiveness of our personalized privacy
assistant in a second field study (n=51). Our results show
73.7% accuracy of user acceptance of provided recommen-
dations, as well as more restrictive privacy settings and
higher comfort with these settings compared to a control
group.

• With our two field studies, we gained extensive insights
on the interaction design of personalized privacy assistants,
permission managers, mobile privacy nudges, and their in-
terplay. These insights are relevant for developers of mo-
bile platforms, privacy tools, and mobile apps. For in-
stance, we show that enhancing app permission managers
with apps’ permission access frequency and purposes, im-
proves the permission manager’s utility by providing cues
for privacy decision making. Enhanced permission man-
agers and periodic nudge messages help users monitor their
apps’ behavior and engage in app privacy management.

RELATED WORK
Our work relates to research on mobile privacy, mobile per-
missions, privacy awareness, and privacy preference profiles.

Mobile Privacy and App Permissions
Prior work has shown that mobile apps access users’ per-
sonal information for purposes users may not be comfortable
with [2, 3, 5, 12, 23, 39, 59]. In light of such perceived pri-
vacy violations, users show strong concerns over apps’ pri-
vacy practices [29, 37, 56], as well as a desire to control what
types of personal information apps can access [1, 4, 13, 30].

Some research has focused on helping users make better
privacy decisions when installing new apps. For instance,
install-time permission screens have been shown to be inef-
fective [27,35], and alternative notice designs have been pro-
posed to help users make more informed privacy decisions
when installing apps [19, 32, 33, 36, 39, 48]. In contrast, we
focus on assisting users in managing their privacy in relation
to apps already installed on their phone.

Previous research developed and enhanced permission man-
agers for app privacy management [12, 18, 34, 43]. In An-
droid 6.0, Google is replacing install-time permission screens
with just-in-time permission requests and a permission man-
ager [15], reminiscent of iOS’ permission management ap-
proach. Prior work has explored the utility and usability of
such permission managers showing how users employ them
to limit app access to personal information [12, 13, 30], but
also that permission managers alone are not sufficient for
users to reach satisfying levels of privacy protection [13].

We increase the effectiveness of permission managers by en-
riching them with purpose and access frequency information
for specific permissions. Both iOs and Android 6.0 encour-
age app developers to specify a purpose in permission request
dialog in order to enable users to make informed privacy de-
cisions. Tan et al. evaluated the prevalence of such developer-
specified explanations in iOS apps (only 19% of permission
requests had explanations) and observed that while users did
not really understand them they were still more likely to grant
requests if an explanation was provided [57]. Using experi-
ence sampling, Shih et al. find the opposite [55]. Participants
shared more when permission requests did not contain expla-
nations; vague explanations decreased users’ willingness to
grant permission requests. Instead of relying on developer-
specified explanations, we notify users about the likely pur-
pose of an app’s permission request, based on static code
analysis results from PrivacyGrade [6, 39].

Privacy Nudging and Awareness
Nudges are “soft-paternalistic” behavioral interventions that
aim to support user’s decisions by accounting for decision
making hurdles without restricting choices [8, 10, 58]. A
prominent decision making hurdle in the context of privacy
is asymmetric information: a gap between users’ and ser-
vice providers’ knowledge of data practices, potential conse-
quences, and available privacy protections [9, 10, 17]. Wang
et al. proposed a Facebook privacy nudge that helps users
consider the audience and content of their posts to avoid later
regrets [60]. Recently, Facebook introduced a similar nudge
to prevent accidentally posting publicly [24].

For mobile apps, nudging has been used to help users avoid
installing intrusive apps [33, 36, 39] and, in a few cases, to
support app privacy management [13, 16, 31]. Almuhimedi
et al. designed privacy nudges that inform users of how fre-
quently apps access personal information (e.g., location or
contacts), and enable them to adjust their app privacy set-
tings [13]. They find that nudges increase awareness of apps’
intrusive behaviors and motivate users to review and adjust
their app permissions. We utilize similar privacy nudges in
both our field studies to elicit privacy preferences and set-
tings from users. Whereas Almuhimedi et al. only showed
access frequency in their nudges, we enhanced, both, privacy
nudges and our permission manager, with access frequency
and purpose information for specific permissions. Prior work
indicated that purpose explanations play an important role in
making privacy decisions [13, 39, 55].



Privacy Profiles and Preference Modeling
Privacy controls, such as permission managers, enable users
to configure their privacy settings. However, the growing
number of configurable privacy settings makes it difficult for
users to align their privacy settings with their actual prefer-
ences [13, 45]. To help reduce user burden, researchers have
proposed using privacy profiles: clusters of related privacy
and sharing rules that correspond to privacy preferences of
similar-minded users [21, 26, 38, 40, 41, 51, 61, 62]. Lin et
al. [40] generated privacy profiles for app privacy settings,
taking into consideration purpose information and users’ self-
reported respective willingness to potentially grant access,
elicited in a scenario-based online study. However, the pri-
vacy paradox suggests that self-reported preferences may not
reflect actual privacy behavior [20, 44]. In contrast, Liu et al.
identified six privacy profiles based on 239K real users us-
ing only their app privacy settings [41]. However, prior work
shows that permission settings alone might not reflect users’
actual privacy preferences, because users may be unaware of
many apps’ data collection practices occurring in the back-
ground [13]. In contrast, we built privacy profiles from users’
real-world permission settings collected in a field study using
permission settings, purpose information as well as app cate-
gories to obtain a diverse set of profiles from a comparatively
smaller dataset. We further use privacy nudges to make users
aware of unexpected data practices and thus elicited privacy
settings likely better aligned with users’ privacy preferences.

In contrast to prior work, we evaluated the effectiveness of
our privacy profiles with actual users in a field study, thereby,
demonstrating the practical impact of privacy profiles on mo-
bile privacy configuration. As far as we are aware, few oth-
ers have evaluated privacy profiles in the field. Wilson et al.
studied privacy profiles in the context of a location-sharing
system [61]. They found that privacy profiles impacted users’
privacy decisions and satisfaction level. However, they eval-
uated their privacy profiles based on simulated location re-
quests, whereas we evaluated our privacy profiles based on
real permission requests on participants’ own smartphones.

FIELD STUDY: PRIVACY SETTINGS DATA COLLECTION
Our personalized privacy assistant uses privacy profiles to
recommend permission settings to users. Part of the novelty
of this paper is that we created profiles based on behavioral
data from actual users collected on their own devices. For this
purpose, we modified and extended the Android permission
manager App Ops [22] and designed an enhanced privacy
nudge compared to Almuhimedi et al. [13]. Privacy nudges
have been shown to increase privacy awareness and motivate
users to review and adjust privacy settings. By using nudges
in a two-week field study, we were able to elicit privacy be-
havior and capture privacy settings that are well-aligned with
users’ actual privacy preferences.

We enhanced the permission manager and nudges with infor-
mation about purposes of specific permission requests. Pur-
pose explanations have been shown to be a relevant factor in
privacy decision making [13, 39, 55], and developer-specified
explanations have been integrated into Android 6.0 and iOS’
just-in-time permission requests, but we are the first to inte-

Figure 1: Permission manager (left) and a privacy nudge (right) which in-
clude the access frequency and purpose information.

grate purpose information into an actual permission manager,
as well as nudge interventions. Further, we added access fre-
quency information to the permission manager, because it has
been shown to be a useful decision cue in nudges [13].

Enhanced Permission Manager and Privacy Nudges
Our permission manager, shown in Figure 1, is based on
Google’s App Ops [22]. We heavily modified App Ops to
simplify control options and enhance privacy awareness.

Simplified controls. In the permission manager, we organized
permission settings into 6 groups of privacy-related permis-
sions: Location, Contacts, Messaging, Call Log, Camera, and
Calendar. As a result, multiple permissions are represented
as a single permission. For example, READ CONTACTS
and WRITE CONTACTS is represented as “Contacts.” This
grouping is partially based on results by Lin et al. [39]
and Felt et al. [27]. Note, that Google announced simi-
larly grouped permissions for Android 6.0 shortly after we
launched our field study. In addition, we eliminated an extra
interaction step by enabling users to allow/deny permission
requests directly on the permission manager’s main screen.

Improved Awareness. We extended the permission man-
ager to show not only an app’s most recent access request,
but also how often the app requested access over the last 7
days. We further included purpose information from Privacy-
Grade [6, 40]. Using static analysis [39], PrivacyGrade iden-
tifies likely purposes of an app’s permission request, such as
app functionality, targeted advertising, consumer tracking &
profiling, and social network services.

Privacy Nudges. Almuhimedi et al. showed that nudges can
effectively increase users’ privacy awareness and motivate
them to review and adjust their permissions [13]. We adopted
a similar nudging strategy to get users to engage with the per-
mission manager and adjust their settings, in order to collect
rich permission settings from each user. Our privacy nudge,
shown in Figure 1, includes access frequency for the given



permission [13], examples of apps that accessed the permis-
sion, and why some of these apps likely accessed the per-
mission. Users can open the permission manager to change
their settings, keep the current settings and close the nudge,
or postpone privacy management.

Study Procedure
The main goal of this study, for which we received IRB ap-
proval, was to collect permission settings from real Android
users on their own smartphones. In addition, we were also
interested in evaluating how our enhanced permission man-
ager and privacy nudge designs affected participants’ privacy
decision making.

We first asked the participants to complete an initial screening
survey to check qualifications and collect demographics in-
formation. The participants who qualified were sent a down-
load link for our permission manager and a user name to ac-
tivate it. In the first week of the study, they could use the
permission manager to selectively deny or allow permissions.
Our app also collected frequencies of permission requests for
installed apps, which was shown in the permission manager.
In the second week, the participants received a privacy nudge
once a day, between 12pm and 8pm. The nudge contained in-
formation about one of six permissions: Location, Contacts,
Messaging, Call log, Camera, or Calendar. The selection was
randomized to counter order effects. If a particular permis-
sion had never been accessed by apps on the participant’s de-
vice (access frequency would be zero), another permission
would be selected instead. In Figure 1 right, an example of a
nudge showing Location access can be seen.

After completing the study, we asked participants to com-
plete an exit survey online, consisting of the 10-item IUIPC
scale on privacy concerns [42] and a 13-item scale on privacy-
protective behavior [49]. They received a $15 giftcard as
compensation. We further invited them to participate in an
optional interview, in which we explored (1) why participants
restricted or allowed different permissions, (2) their comfort
concerning their permission settings, and (3) the usability of
the enhanced permission manager and privacy nudges. Inter-
view participants received an additional $10 giftcard.

Recruitment and Demographics
We recruited participants who were 18 years or older, An-
droid phone users (>1 month), who used a rooted Android
phone (4.4.X or 5.X) with data plan. Considering that our tar-
get population was limited to users of rooted Android phones
by technical requirements, we recruited participants from
multiple online communities related to Android in general or
rooted Android in particular on Facebook Groups, Google+
communities, Reddit subreddits, and tech forums.

In total, 114 participants passed the screening survey and in-
stalled the study app on their phones; 84 completed the study.
The 84 participants originated from North America (66; 62
U.S.), Europe (10), Asia (7), and South America (1). Given
the target population of rooted phone users, we expected our
participants to skew male, young, and tech-savvy, which was
the case. The majority was male (78) and 6 female. They
were 18–54 years old (median 23). Among them, 8 had a

graduation degree, 22 a bachelors, 5 have associates, 30 at-
tended some college, and 19 have a high school degree or
lower. The most commonly reported occupations were stu-
dent (35), computer engineers or IT professionals (8), ser-
vice (5), and unemployed (5). Participants exhibited rela-
tively high privacy concern [42], scoring high for awareness
(mean M=6.45, SD=.65), control (M=6.02, SD=.89), and col-
lection (M=5.71, SD=1.17). They also took more measures
to protect their online privacy compared to the general pop-
ulation [49]. For instance, 64.71% participants reported to
disable cookies, compared to 44.16% of the general popula-
tion [49].

Results
In total, we obtained 4,197 permission settings from 84 par-
ticipants, reflecting their allow and deny settings at the end
of the study. We filter the dataset, to only analyze permission
settings for apps available in the Google Play Store. Android
permission requests are allowed by default. Thus, to extract
settings that reflect some level of user consent or awareness,
we analyzed only those permission settings for which the cor-
responding app had been launched in the foreground at least
once during the study, or if users explicitly denied or allowed
the requests. After filtering, our dataset consisted of 3,559
permission settings for 729 distinct apps.

Concerning participants’ reactions to nudges, We found
that participants were significantly more likely to follow to
nudges mentioning “Targeted Advertising” (23.91% of oc-
casions) compared to nudges without it (17.77%, McNemar
χ2=313.48, df=1, p < 0.0001). We also found that users
tend to review their settings more if the nudge is about Loca-
tion access (25%), compared to Messages (23.75%), Call Log
(18.75%), Camera (15.19%), Calendar (14.29%), and Con-
tacts (12.20%).

Denying app permissions
Of the 3,559 permission settings, 2,888 (81.15%) were al-
lowed and 671 (18.85%) were denied by participants. Call
Log requests were denied the most (41.33%), while Camera
access was allowed the most (95.07%). Participants largely
agreed on permission settings for certain app categories. For
example, “Books & Reference” apps were always denied ac-
cess to Contacts and Call Log, while “Photography” apps
were always allowed access to Camera. For 51.14% of the
(permission, category) pairs for which we have permission
settings from at least three participants, the agreement among
participants is at least 80%. For the remaining pairs, partic-
ipants’ settings are much more diverse. We calculated the
standard deviation for each app category, the average devia-
tion is 0.388.

The interviews provide insights on participants’ reasons for
denying apps’ permissions. Nine interviewees (out of 10)
confirmed the usefulness of access frequency information; 4
stated it as a reason to deny, 5 mentioned it was useful in the
nudge, and 2 stated it was useful in the permission manager.
For example, P1 stated: “Didn’t notice that the app had actu-
ally accessed the location that many times. It is pretty crazy.”



In our study, purpose information was shown for 8.6% of apps
requesting Location access, 35.1% for Contact, and 42.5% for
Camera requests. Of the nudges, 60.4% contained purpose
information, in 31.45% of nudges shown purposes are not
only app functionality. Participants generally tended to deny
less (13.53% compared to 19.95%) if purposes were shown,
which matches Tan et al.’s results [57]. However, partici-
pants’ decisions vary by purpose: they denied 25% of permis-
sions for Targeted Advertising, 17.65% for Consumer Track-
ing / Profiling, 12.68% for App Functionality, and 10% for
Social Network Services. Participants agreed on some spe-
cific cases. For instance, 100% allowed Contacts for Social
Network Services, 95.63% allowed Camera for App Func-
tionality, and 50% denied Contacts for Targeted Advertising.
Nine interviewees mentioned purpose information to be use-
ful; 3 as reason to deny, 7 as useful in the nudge, and 3 as
useful in the permission manager. This suggests that the addi-
tional purpose information is useful to participants. It seems
some purposes caused confusion. P3 had problems under-
standing the meaning of “Consumer Tracking / Profiling.”

In addition to denying permissions based on frequency and
purpose, 8 interviewees mentioned that they denied access
based on app functionality, e.g., when the use of the permis-
sion was not clear or when they thought that an app would not
need it. P4 stated: “I do not use Facebook for any calendar
function so I denied it access to my calendar.” Four intervie-
wees mentioned denying apps when they did not use them,
especially pre-installed apps they cannot uninstall. Battery
life was also mentioned by 4 interviewees as a reason to deny
a permission, especially location. These findings align with
Almuhimedi et al.’s results [13].

Not denying app permissions
Of participants’ explicit permission changes, 7.58% are re-
allows of permissions that they denied before. In the inter-
views, we asked participants why they did not deny certain
apps, in cases where they re-allowed or just never changed
an app’s permission. The main reason for re-allowing a per-
mission, as mentioned by 2 interviewees, was that denying
it broke or may break app functionality. P6 noted “The mo-
ment I turned it off I realized that it wasn’t gonna send me
any messages.”Nine interviewees reported not denying per-
missions, because they were required for the app to function.
This is the same rationale as denying permissions because the
app does not need the functionality. Two interviewees noted
that they trusted the app or the app provider. P2 stated “This
fitness app is made by Google and I trust it so I allowed it.”

Three interviewees mentioned a trade off when applications
had more than one purpose stated. They wanted the app’s
main functionality that needed a permission, but did not like
that it was being used for other purposes. P3 stated “Snapchat
is a tradeoff. Although I’m not happy they access my contacts
for tracking I think I will allow them to access my contacts
because of the function they provide.” However, participants’
choices were usually permissive in these cases.

DESIGNING A PERSONALIZED PRIVACY ASSISTANT
We designed and implemented a profile-based personalized
privacy assistant (PPA) that consists of an interactive profile
assignment dialog to (1) capture a user’s preferences of app
privacy settings and (2) provides personalized recommenda-
tions of app permission settings to users. In contrast to tradi-
tional recommender systems [11], which typically only pro-
vide recommendations once the system receives significant
feedback about a users’ preferences, we employ a profile-
based approach [40, 41] to provide personalized permission
recommendations with minimal interactive user input.

Our approach consists of multiple steps. First, we use the per-
mission data obtained in the first field study to identify mul-
tiple clusters, or “privacy profiles,” of like-minded users with
sufficiently similar privacy preferences. Based on these pro-
files, we then generate a set of interactive questions shown to
new users in order to assign them to a privacy profile. Finally,
based on the user’s installed apps and their privacy profile, we
provide personalized privacy recommendations. We describe
each step in further detail below.

Building profiles. First, we collect training data on real-
world permission settings as described in the previous sec-
tion. This training dataset includes users’ settings for dif-
ferent requested permissions, the likely purpose of these re-
quests, and the category of the requesting app. We use
app categories as features, rather than individual apps, to
reduce over-fitting. We quantify each users’ preference as
a 3-dimensional tensor of aggregated preferences (category,
permission, purpose). The value of each tensor cell is in
the range from -1 (100% deny) to 1 (100% allow). To esti-
mate similarities among participants’ feature tensors, we im-
pute missing values. In order to impute without biasing any
dimension, we apply weighted PARAFAC Tensor factoriza-
tion [7], so that we can optimize the error of the imputed ten-
sor in Frobenius norm only using the known values from the
data. Using this training data, we build user profiles by ap-
plying hierarchical clustering [54] on the transformed arrays
reshaped from these tensors. We choose hierarchical cluster-
ing since it is not sensitive to the size or density of clusters
and allows non-Euclidean distances.

Assigning new users to profiles. In order to assign new users
to the generated profiles, we ask them a few questions about
their privacy preferences. To generate these questions, we
first aggregate user preferences in the training data set by (a)
each permission; (b) each (permission, app category) pair;
and (c) each (permission, purpose) pair. Each dimension rep-
resents a potential question to ask a new user. However, we
first check whether users have apps installed that cover the
particular question. For example, to be asked a question about
preferences for (location, advertisement), the user must have
at least one app installed that accesses location for advertise-
ment purposes. We then train a C4.5 decision tree [50] on
the set of questions applicable to a particular user, and gener-
ate an ordered list of questions using the decision tree. Users
are asked 5 questions at most to be assigned to a profile. We
chose C4.5 because it enables us to ask questions with op-
timal conditional information gain, and it allows training on



Figure 2: Privacy profiles learned based on data from the first field study. For
example, Profile4 is most restrictive and Profile3 is most permissive.

sparse datasets. Note that with our method the set of ques-
tions is dynamically personalized for each user based on in-
stalled apps.

Generating recommendations. Next we train a scalable SVM
classifier (LibLinear [25]) to generate recommendations for
privacy settings from the training data. The features we in-
clude are the user’s assigned profile, app category, permis-
sion, and purposes. Even though our model can make recom-
mendations for each (category, permission, purpose) tuple,
Android’s permission model does not support granular con-
trol by purposes. Therefore, our personalized privacy assis-
tant provides privacy recommendations to deny access based
on permission and app categories, while we use purpose in-
formation to provide explanations for our recommendations.

Generated Privacy Preference Profiles
We apply a grid-search with 5-fold cross validation on the
training data to choose the model parameters for hierarchi-
cal clustering and our prediction classifier. We tried Man-
hattan, Euclidean and Cosine distances in the grid search of
parameters for hierarchical clustering. The optimized model
(hierarchical clustering: K=7, complete linkage, cosine dis-
tance; Classifier: C=1e3, hinge loss) has a cross-validated
training F-1 score of 90.02%, which is a substantial improve-
ment compared to 74.24% without profiles.

Figure 2 shows the permission preferences in each profile ag-
gregated by app categories. It provides an overview of the
diversity in privacy preferences among the different profiles.
Profile 3 contains 67 of the 84 participants (79.8%), who are
generally permissive. Profile 4 contains 2 participants (2.4%),
who denied most permission requests. The remaining pro-
files (15 participants, 17.8%) are not as polarized and express
variations in privacy preferences depending on the category
of the app and the purpose of access. Lin et al. [40] identi-
fied similar profiles, and labeled them similar characteristics:
“unconcerned” (profile 3), “conservative” (profile 4), as well
as “fence-sitter” and “advanced users” (profiles 1, 2, 5, 6, 7).

Given the relatively small number of 84 users in our dataset,
a potential concern is whether our profiles are expressive
enough to cover privacy preferences of a larger user popu-
lation. To explore the potential benefits of larger datasets, we
apply our approach for building profiles to Lin et al.’s con-
siderably larger dataset [40], which the authors kindly pro-
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Figure 3: Down-sampling simulation on Lin et.al’s dataset [40] (F-1 score).
With 5 profiles or more training on data from just 80 users provides reason-
able accuracy (> 70%). When training on 400 users, the accuracy improves
but only marginally.

vided. This dataset has 21,657 records in total, consisting
of 725 MTurkers’ self-reported preferences of 540 apps ac-
cessing permissions for specific purposes. We down-sample
their dataset by including only smaller number of randomly
selected users, ranging from 20 to 400, before applying our
method. Figure 3) shows F-1 scores for 1–10 profiles. The
results show that with as little as 80-100 users, which cor-
responds to our sample size, the difference of prediction F-
1 score becomes already less significant compared to larger
sample sizes. Obviously, with training data from more users
our recommendation accuracy is likely going to increase, but
this experiment suggests that learning profiles from 84 field
study users is still acceptable.

Interactive Profile Assignment Dialog
In order to evaluate our privacy profiles we have created an
Android app for the PPA, with two primary UI components:
(a) question screens to assign a user to a privacy profile and
(b) a screen to provide recommendations to users based on
their profile.

Question Screens to Assign Profiles: Our decision trees gen-
erate a series of personalized questions for each user to assign
them to a profile. These questions may pertain to a permission
only, permission/app-category pairs, or permission/purpose
pairs. Each question has a Yes/No response. To contextu-
alize the questions, apps that fit the particular question are list
in the dialog with their access frequency for the respective
permission. A representative example is shown in Figure 4.
As mentioned earlier, we ask a maximum of five questions
and a progress bar at the top shows how many questions have
been completed.

Recommendation Screen: Once a user has been assigned to a
profile, our PPA recommends restrictive permission changes
for some installed apps based on the respective profile. Rec-
ommendations are grouped by permission (e.g. calendar, lo-
cation); these groups can be expanded to view individual
apps, see Figure 4. A “?” next to an app name can be clicked
to reveal an explanation for the this specific recommenda-
tion. Based on interview feedback from the first study, we
enabled users to make decisions directly on the recommen-



Figure 4: Profile assignment dialog: after answering up to 5 questions (on
the left) users may receive personalized recommendations (on the right).

dation screen. With toggle buttons user can selectively “al-
low” specific recommendations, should they desire. The user
can either accept all shown recommendations, accept some of
them by making changes with the toggle buttons, or reject all
recommendations.

FIELD STUDY: PERSONALIZED PRIVACY ASSISTANT
We conducted a second field study with android users to eval-
uate the effectiveness of our privacy profiles and the PPA. We
also collected empirical data on how users interact with our
PPA app, as well as how they modify their app permission
settings. In contrast to the first field study, which primarily
served the collection of training data, we conducted the sec-
ond field study as a between-subjects experiment with two
conditions: (a) the treatment condition in which participants
interact with the PPA, including profile assignment and rec-
ommendations; and (b) a control condition without profile-
based support. Participants in both conditions had access to
our permission manager and received privacy nudges.

Study Procedure
We wanted to evaluate the effectiveness of the profile-based
PPA with participants from the same population the privacy
profiles were based on. Hence, we followed the same recruit-
ment approach as in the data collection study. We extended
the screening survey to exclude individuals with prior experi-
ence using other Android privacy managers. After qualifying
for the study, the newly-recruited participants received a user
id and instructions for installing the study client.

During day 1 and 2 of the study, the PPA silently collected
permission access frequency statistics for installed apps. Par-
ticipants did not have access to the permission manager. On
the third day, the PPA initiated a dialog with participants. In
the control condition, the app showed an introduction screen
explaining that users could now change their settings, fol-
lowed by opening the permission manager. In the treatment
condition, the app also showed an introduction screen, and

then initiated the profile assignment dialog, in which partici-
pants were asked up to five questions on privacy preferences,
see Figure 4. Users were assigned to a profile and personal-
ized recommendations were generated. If based on the as-
signed profile, no installed apps were recommended to be
denied, the PPA would recommend to keep the current set-
tings. If recommendations could be made, the recommen-
dation screen was shown. The user could then review the
list of permission recommendations and make adjustments
as needed. After accepting all, some, or none of the recom-
mendations, participants were asked to rate how comfortable
they were with the provide recommendations on a 7-point
Likert scale, followed by a question on why they accepted
all, some, or none of the recommendations. After that, the
PPA also opened the permission manager to retain consis-
tency with the control condition. Starting on day 4, partic-
ipants in both conditions started receiving one privacy nudge
per day for six days, following exactly the same approach as
in the first study. During this phase, we used probabilistic ex-
perience sampling (ESM) with single-question dialogs (prob-
ability 2/3) in order to better understand why they denied or
allowed permissions, or closed the permission manager with-
out making changes. ESM enabled us to elicit responses from
a wider range of participants than would typically agreed to
participate in exit interviews. At the end of the study, partic-
ipants were asked to complete an exit survey, which focused
on their experience with the profile assignment dialog, per-
ception of the received recommendations, utility of the addi-
tional nudges. After completing the survey, participants were
issued a $15 gift certificate as per our IRB approved protocol.

Results
Ninety-nine participants passed the initial screening survey.
We excluded 4 participants who had participated in the first
study and 3 participants who had prior experience with an-
other app privacy manager. Overall, 51 participants com-
pleted the study (29 treatment, 22 control). The sample pop-
ulation was quite similar to the first study, with no signifi-
cant differences in demographic variables, privacy concerns,
or privacy-protective behavior.

Effectiveness of privacy profile based recommendations
The 29 participants in the treatment group interacted with the
profile assignment dialog. They accepted 123 out of 167 pro-
vided deny recommendations (73.7%). They further denied
85 additional permissions on the same day, not covered by the
recommendations, resulting in a total of 208 denied permis-
sions. In contrast, the control group denied 101 permissions
on the day the permission manager was exposed to them.

For participants in the treatment group, the number of re-
ceived recommendations depended on their privacy profile
and their installed apps. Thirteen of 29 participants were not
shown any recommendations, either because they answered
“YES” to most of the profile assignment questions or did not
have any of the apps installed that were denied in their as-
signed privacy profile. The 16 participants who were shown
recommendations, reported high comfort with the provided
recommendations (Mdn.=6, M=6.21, SD=.98). This is the
first indication that the profiles were helpful to users. Of the
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Figure 5: The numbers of recommendations accepted or rejected by partici-
pants receiving them. Overall, users accept 73.7% of all recommendations.

16 participants, 7 accepted all recommendations, 7 accepted
some, and 2 accepted none. Figure 5 shows the number of
accepted and rejected recommendations for each of these par-
ticipants. A notable observation is that the 2 participants that
did not accept any of the recommendation, were only shown
a single recommendation.

The 7 participants that accepted all recommendations stated
that they trusted the PPA (5) and that the recommendations
matched their preferences (5). Note that participants could
provide multiple reasons. The 2 participants that accepted
no recommendations stated that it would have restricted app
features (2) and 1 stated that the recommendations did not
reflect their preferences. From the 7 participants that accepted
some recommendations also stated restricted (5) or broken
(4) app functionality as a reason for non-acceptance; 3 stated
the recommendations did not reflect their preference, while
only 1 responded that they did not like that the PPA wanted
to change so many settings automatically.

To assess the effectiveness of the recommendations, we fur-
ther analyzed the privacy behavior in the nudging phase:

Additional Denies. In the nudging phase, the treatment group
denied 36 additional permissions (M=1.24, SD=1.84) and the
control 39 (M=1.77, SD=2.49). We have 28 respective ESM
responses from the treatment group, and 23 from control. Par-
ticipants gave the following reasons for denying: “I don’t use
the apps features that require this permission” (treatment: 10,
control: 6), “I don’t want this app to use this permission” (13,
18), “The app doesn’t need permission to function” (9, 11),
and “Don’t know” (2, 0).

Re-Allows. The number of permissions that were changed
back to allow was low in both conditions (treatment: 18,
M=.62, SD=1.37; control: 8, M=.36, SD=.73). This indicates
that the privacy choices made on the day of recommenda-
tions, tended to be correct, and hence the recommendations
were effective (high precision). Participants gave the follow-
ing reasons for re-allowing : “I want to use a feature of the
app that requires this permission” (ESM treatment: 2, con-
trol: 1), “I am OK with this app using this permission” (4,
1), and “The app didn’t work as expected when access was
restricted” (2, 1), and “Don’t know” (0, 1).

The average numbers of permissions changed by participants
per day of the study are shown in Figure 6. As can be seen
from the figure, participants in the treatment denied more per-
missions on the day that they were exposed to the profile as-
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Figure 6: Number of permission changes made by the participants in the
control and treatment group. On Day 3, the treatment group gets recommen-
dations; and both groups are given access to the permission manager.

signment dialog than the control. By the end of the study,
participants in the treatment group had changed more per-
mission settings on average (M=8.62, SD=8.43) compared to
the control (M=6.72, SD=7.98). However, we found no sig-
nificant difference (MannWhitney U, n.s.). Given that 13 of
the 29 participants in the treatment did not see recommenda-
tions and, hence, had an experience similar to the control, we
further analyzed these two subgroups: T0 consisting of treat-
ment participants that did receive a recommendation and TR
consisting of those participants that received at least one rec-
ommendation. A Kruskal-Wallis test showed signficant dif-
ferences between T0, TR and the control (H(2)=9.71, p=.009).
Post-hoc tests (Mann-Whitney U) showed that participants in
TR had significantly more changes than T0 (U=38.5, p=.002)
and the control (U=102, p=.015). These results can be ex-
plained by the fact that TR consists of more privacy-protective
participants, who we would expect to deny more than the
more permissive group of T0. Comfort levels with privacy
settings at the end of the study, were however not statistically
significant between TR, T0 and control (K-W, n.s.).

Usability of personalized privacy assistant
To evaluate the PPA’s usability, we analyzed exit survey re-
sponses reported on a 7-point Likert scale or as open re-
sponses. When asked to state what they liked the most about
the PPA, participants from both conditions reported the abil-
ity to monitor apps (13 treatment, 11 control), the app’s gen-
eral usability (12 treatment, 11 control). That the PPA was
helpful in monitoring apps was also confirmed by treatment
group participants when asked about the additional nudges
(16). In terms of usability, control participants focused on
the permission manager’s layout and organization. Treat-
ment participants additionally talked about the profile as-
signment dialog and how it supported privacy configuration.
When asked about what they liked the least, participants from
both conditions identified timing of the nudge as an issue
(10 treatment, 13 control). One treatment participant (P5)
mentioned that he wanted to have more recommendations,
which supports the idea that the recommendations were use-
ful. Asked how we could improve the PPA, participants from
both groups suggested to turn the nudge into an Android no-
tification (6 each). Treatment participants would have liked
more configuration options (7), mainly to influence timing of
nudges. Note that for study purposes we displayed the nudge
as a modal dialog on purpose to elicit explicit interaction with
the nudge.



Recommendations were useful. Out of the 29 treatment par-
ticipants, 16 were shown recommendations, of whom 15
completed the exit survey. Participants found the recom-
mendations somewhat useful (Mdn.=5, M=5, SD=1.62). The
recommendations provided useful configuration support (10)
and decision support (2). P20 stated: “It made what would
have taken 10-20 clicks through menus looking to change
these settings done in one click.” and P10 stated: “It provides
you with recommendations using your preferences so you can
quickly change the settings without have to do much your-
self.” P4 found recommendation somewhat useful, but would
prefer to set permissions manually. 3 participants found rec-
ommendations somewhat useless, stating that some recom-
mendations would have impaired app functionality. Overall,
this indicates that recommendations were useful for most par-
ticipants, but better filtering of apps might improve usability.

Question dialogs were usable. Question dialogs were shown
to all treatment participants. We asked them to rate on a 7-
point Likert how easy or difficult the three question types
were to answer. All three types were reported to be easy (per-
mission only: Mdn=6, M=6.14, SD=.96; permission/purpose:
Mdn.=6, M=5.96, SD=1.02; permission/category: Mdn=6,
M=6, SD=.86). Participants also reported that the app list
(M=6.04, SD=.92) and access frequency (Mdn.=6, M=5.43,
SD=1.67) were useful. The app list helped create awareness
of how apps used permissions (17) and to identify apps with
undesired permissions (12). Access frequency also helped to
improving awareness (23) and was mentioned as an important
decision factor (5).

DISCUSSION
Our results show the effectiveness of our personalized pri-
vacy assistant and that our approach of learning privacy pro-
files from real-world permission data results in recommenda-
tions that are well accepted by different users. We first discuss
limitations of our work, followed by a discussion of insights
gained on the technical and interaction design aspects of per-
sonalized privacy assistants.

Limitations
In contrast to prior work, we learned privacy profiles from a
relatively small dataset. We overcame this potential limita-
tion by collecting rich, real-world permission data and ag-
gregating obtained permission settings along three dimen-
sions, namely app category, permissions, and purpose infor-
mation. Our second field study validates the effectiveness
of the learned profiles and recommendations. Three-quarters
(73.7%) of the recommendations made by our profile-based
assistants were accepted, with the vast majority of these rec-
ommendations (>94%) remaining unchanged during the fol-
lowing six days while participants were nudged to reconsider
their decisions. Participants also reported high comfort with
their privacy settings at the end of the study.

A potential limitation is the short time period of the studies.
Participants may not have fully converged to stable privacy
settings. We showed participants daily privacy nudges, sim-
ilar to Almuhimedi et al. [13], which increased their privacy
awareness and were effective at getting them to review and

adjust their permission settings. We are confident that this
approach enabled us to elicit permission settings for a large
number of apps and permissions in a relatively short time.
This data was used to learn privacy profiles and provide par-
ticipants in the second study with privacy recommendations
to support initial configuration. In future work, we plan to
explore longitudinal interaction with personalized privacy as-
sistants to also support continuous privacy decision making
processes [14, 45, 52].

Due to the technical requirement of root access to partic-
ipant’s phones in order to configure app permissions, our
target population for recruitment was limited. As a result,
our sample populations in both studies skew towards young,
male, tech-savvy, and privacy-conscious. Thus, our profiles
are likely not directly applicable to other populations, but pro-
vide interesting insights into the privacy preferences of rooted
phone users. We further show the validity of our approach
for obtaining real-world data to learn profiles and their effec-
tive integration into a personalized privacy assistant. This ap-
proach can be applied to other target populations. Developers
of apps, privacy tools, and even mobile platform providers,
such as Google or Apple, could integrate our approach to
learn profiles from their users’ settings and provide them with
personalized privacy decision support.

Insights: Privacy Profiles and Recommendations
Our results show the feasibility of learning privacy profiles
from a comparatively small number of users, and that these
profiles are effective at supporting users in configuring their
permission settings and helping them make privacy decisions.
In the second field study, participants reviewed and accepted
73.7% of our recommendations. And very few participants
later-on re-allowed permission settings that were previously
denied based on recommendations. However, participants of-
ten made additional denies based on information in the pri-
vacy nudges and the permission manager. This suggests that
our classifier could be tuned further to provide more aggres-
sive recommendations. At the same time, the ability to di-
rectly edit recommendations and the option to make addi-
tional changes in the permission manager, was perceived as
useful by most participants, as it helped them reflect on their
privacy settings and bootstrap the configuration. Our down-
sampling experiment showed that obtaining additional per-
mission settings data from a larger user population could fur-
ther improve the effectiveness of our approach, as it would
likely allow for the generation of even more comprehensive
profiles requiring less additional configurations.

Our recommendations could further be improved with en-
hanced filtering techniques to exclude core system apps and
services, as well as apps that crash when restricted. App
crashes were sometimes reported as a reason for re-allowing
permissions. The introduction of a selective permission
model in Android 6.0 suggests that most apps will likely con-
tinue to work properly with denied permissions in the future,
as is already the case on iOS, which would alleviate this is-
sue. A larger issue was tradeoffs between restrictive privacy
preferences and app functionality. Multiple participants re-
ported that they would have liked to deny certain permissions



(e.g. location) for specific purposes (e.g. tracking and pro-
filing), but that they could not, as it would have broken es-
sential features of the application. Thus, current permission
models need to be extended to take the purpose of permission
requests into account rather than denying permissions for the
whole app. While iOS and Android 6.0 support developer-
specified purposes in permission requests [55, 57], once ac-
cess is granted, apps can use it for any purpose. The cur-
rent permission model also fails for system services, such as
Google Play Services, that provide resource access (e.g., lo-
cation) to multiple apps. User cannot deny them, because it is
unclear which apps would be affected, yet they have no option
to control which app can use these system services. An es-
sential challenge in mobile computing will be to shift permis-
sion models from resource-centric fine-grained access control
(e.g., multiple permissions to read, write SMS) to purpose-
centric controls that better align with users’ privacy decision
making processes.

For future personalized privacy assistants, we envision to as-
sist users with privacy monitoring, configuration and decision
support beyond initial permission configuration. Settings rec-
ommendations could be provided when installing new apps
or as part of just-in-time permission requests. Ultimately pri-
vacy assistants should further adapt to users by learning their
privacy preferences over time, for instance by engaging with
them in a continuous, yet unobtrusive, dialog. We are cur-
rently investigating how micro-interactions initiated at oppor-
tune times and tailored to the user’s context [52, 53] could
provide similar utility to the privacy nudges used in our stud-
ies, while better integrating them into users’ interaction flow.
This also requires enhancing machine learning techniques to
appropriately account for the uncertainty, contextual nature,
and malleability of privacy preferences [9].

Insights: Designing Personalized Privacy Assistants
Our two field studies provided extensive insights on how
users interact with different mobile privacy tools: our en-
hanced permission manager, privacy nudge interventions, pri-
vacy profile assignment dialog, and profile-based recommen-
dations. Our results show that all these tools play important,
yet different, roles in supporting users with privacy configura-
tion and decision making, and should therefore be taken into
consideration when designing personalized privacy assistants
and their user experience. Next, we discuss insights for each
of these components.

Profile assignment is an integral part of our personalized pri-
vacy assistant, because we use a small number of privacy
preference questions to provide them with privacy recom-
mendations personalized to their installed apps. We found
that participants felt confident is answering all three types
of questions asked. Contextualizing the questions with apps
that would be affected by the user’s response was perceived
as useful, access frequency also helped most users. How-
ever, our results indicate that app lists were most helpful in
contextualizing profile assignment questions. In a real world
deployment of the personalized privacy assistant, an initial
training phase needed to collect access frequency statistics
would likely be an obstacle to adoption. One way to counter

this issue, that we plan to explore, is to create statistical mod-
els of how often specific apps access certain resources in or-
der to provide permission recommendations from day one.
This information could in addition be added to app store in-
formation about apps, enabling users to use frequency in de-
cision making even before installing an app.

Adding privacy recommendations introduced a level of au-
tomation to privacy configuration. Automation can impact
technology acceptance [46]. Our results indicate that we have
achieved a good balance as participants reviewed and edited
suggested permission while reporting a high level of comfort.
In future work, we plan to further investigate the impact of
different levels of automation on the acceptance of personal-
ized privacy assistants. The level of automation could also
become part of the personalization as well.

Our results show that enhancing the privacy manager with
information on permission access frequency and purpose in-
formation led to participants make better, more informed de-
cisions on whether or not to deny a specific permission. An
improvement motivated by participants’ responses, would be
to include more information about how privacy and app func-
tionality would be affected by changing the permission. It
would also be interesting to extend our permission manager
by adding more privacy options. This could be the possibility
to limited certain app-based features (e.g., giving a banking
app location access to show nearby branches but not record
user location) or purpose-based restrictions, e.g., granting
SnapChat access to contacts for showing contact names in-
stead of aliases, but restricting access to contacts for user
tracking and profiling, as mentioned by a participant in study
1. However, these additional features would need to be sup-
ported by the underlying permission system.

Our studies showed that adding the purpose information to a
privacy nudge was useful, and nudges were found to be use-
ful in general. Participants liked the utility of frequency and
purpose information to help them monitor what apps were do-
ing. However, many participants mentioned that the nudge’s
timing and modality was an issue. This was, however, a con-
scious choice as we wanted to ensure that participants saw,
and interacted with our privacy nudges. In a public release
version, this should be changed to a notification as suggested
by multiple participants in both field studies.

While the results obtained focused on mobile interaction, we
are confident that many of them can also be applied to sup-
port privacy decision making in other domains where privacy
configuration or awareness is an issue. This is also true in
the context of websites, where privacy policies are often diffi-
cult to understand, or the Internet of Things, where secondary
channels will usually have to be utilized for configuration due
to devices with very small or no screens.

CONCLUSION
In this paper, we demonstrate how users can benefit from a
personalized privacy assistant that provides them with recom-
mendations for privacy configuration. Our personalized pri-
vacy assistant is based on privacy profiles which we learned
from real-world permission settings where users were nudged



to align their settings with their privacy preferences. Our ap-
proach is practical and can learn representative privacy pro-
files even from a relatively small amount of users (n=84). We
evaluated the effectiveness of the privacy profiles by conduct-
ing a second field study (n=51), in which we deployed our
personalized privacy assistant on real users’ own devices. Our
results show that 73.7% of recommendations were accepted
by users and that only 5.6% of settings were changed back
during the study. Overall, the assistant led to more restrictive
permission changes without sacrificing users’ comfort with
these settings.
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