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EXECUTIVE SUMMARY
AND

POLICY IMPLICATIONS

Although a trade deficit in manufaéturin_g is not a new
phenomena for the United States, thé growth of this deficit since
the. 1970s has stimulated substantial public concern. A commonly
advanced theory is that deteriorating competitiveness in specific
industries has caused the increase in the trade deficit.

Using statistical analysis, the study concludes that
deteriorating competitiveness in specific industries is not an
important explanation of the increasing aggregate trade deficit
The same industry-specific strengths and weaknesses that shaped
"US. trade flows in the mid 1970s continue to determine the
general pattern of tradeflows in the 1980s. Instead, the
increase in the trade deficit appears to be the result of
economy-wide changes, such as the exchange rate and the growth

of the U.S. economy.



Since the trend in aggregate trade deficits results from
economy-wide, rather than the industry-specific factors, policies
such as industry-specific quotas and tariffs will not have a
significant effect on the aggregate trade deficit. Such. policies
are much more likely to hurt, rather than help, the productive
capabilities of the US. economy. Finally, attempting to gct
foreign countries to remove restrictive trade practices may help
particular American industries, but would have little effect on our
overall trade balances.

The approach used in the study is to identify the factors
that could cause deterioration of competitiveness in specific
industries, and statistically estimate the effect of these factors
on imports and exports in 360 industries. Seven industry-specific
factors are considered, including unfair trade practices in other
countries, supposed lack of research and development (R & D) in

the US., union work rules, and restrictive antitrust laws. !

1 The effects of some of these other factors affecting
competitiveness in specific industries, such as foreign quotas and
tariffs, could not be fully quantified because of data limitations.
For the variables that were not available over the full period of
the study, supplementary information confirms that they were
generally stable over the period. Results from the statistical
analysis also indicate that trade flows are relatively insensitive to
the changes in these variables.
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INDUSTRY-SPECIFIC EXPLANATIONS OF THE INCREASED
TRADE DEFICIT

Among ccohomists. there is widespread agreement that
changes in exchange rates a.ncl relatively rapid U.S. growth
underlie the increasing trade deficits. 2 Thc_ results of \this study
confirm that concl_usion.' However, not everyone agrees with
these so-called "macroeconomic” or "economy-wide” c;kplanations.
Some contend that deteriorating compétitiveness; in specific
industries ("microeconomic” explanations) is the source of the
deficits. For example, it is frequently alleged that an important
reason for the decline in the US. manufacturing trade balance is
unfair foreign trade policies. @ Another theory suggests that the
decline is the result of inadequate capital investment or a lack of
research and development (R&D) during the middle 1970s.
:'Excessive wage increases in certain industries or union wbrk
rules that inhibit U.S. firms are put forward by some as being

responsible for the increased trade deficits. Still others attribute

2 See The Economic Report of the President (1987), p.
97-123.
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the recent decline in our manufacturing trade position to oil
price increases or the restrictiveness of U.S. antitrust policy.

To test whether these explanations have any merit, the
report attempts to quantity how the structure of individual
markets and governmental policies affect trade flows. The study
begins by identifying industry characteristics and government
policies that the industry-specific "compct.itivcn_ess" explanations
predict will affect trade flows. We then analyze the relationships
between these industry characteristics and imports, exports, and
net - imports (imports minus exports) to see if changes in these
characteristics are important in explaining the increased trade
deficit.® The study also examines international direct investment
to see if direct investment is being substituted for trade.
Finally, the impact of economy-wide factors on the trade deficit
is examined.

Although each industry’s competitiveness affects the level of
imports and exports in that industry, in general we find that

there have been no significant industry-specific changes affecting

3 Somewhat more detailed industry data are used in the
analysis than have been used most prior studies. The analyses
also include measures of foreign nontariff barriers, European
industrial targeting, and Japanese industrial targeting not
previously used in studies of this kind.
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competitiveness that would explain the increase in the overail
trade deficit. * The study examines seven major industry-specific
explanations.

1. reign Tr racti xplangtion. [t has been
asserted that significant increases in the assistance received by
foreign firms from their governments have disadvantaged US.
firms. It has been further argued that the cumaulative effects of
the assistance became critical by the late 1970s, rc;ulting in a
deterioration of the trade deficit. If this theory\ is correct, we
would expect to see that US. firms in the industries most
substantially affected by foreign governments’ trade policies
would have become relatively less competitive over time. For
example, we would expect exports to fall relatively more in

industries subject to significant foreign government import

restrictions than in industries not similarly restricted. Similarly,

L In addition, the report finds that instances in which
the trade flows have changed are generally associated with
changes in direct investment by foreign firms in the U.S. or
direct investment by US. firms in foreign countries. These
changes in direct investment tend to amplify previously identified
strengths and weaknesses of U.S. manufacturing, rather than
indicate a change in the competitiveness of specific industries.
For example, flows in international direct investment suggest that
firms in unionized U.S. industries invest abroad to exploit U.S.
technology. :
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U.S. firms that compete with foreign firms that have received the
benefits of foreign governmental targeting should exhibit a
deterioration in international competitiveness. Alternatively, we
would expect to find that foreign trade restrictions had increased
substantially over time. We -use measures of tariff re_strictions,
non-tariff barriers, and industrial t‘argcting by European nations
and Japan to determine whether foreign restrictions on imports
have increased the trade deficit. We find r:o evidence that
existing trade barriers are associated with decreasing U.S.
international competitiveness. However, the available data on
changes in trade restrictions are very limited. We cannot
determine the extent of changes, if any, in trade policies of
foreign governments and the effect of such changes on the level
of the trade deficit. Thus, while the study’s findings provide no
support for the hypothesis that foreign countries’ trade policies
are responsible for recent changes in trade flows, these
conclusions are tentative.

2. [he Inadequate Investment Explanation. Another
assertion .is that inadequate investment in the U.S. has been an
important factor contributing to the trade deficit. For example,

some argue that US. tax policies have led to a lower savings



rate and disiorted investment incentives. These policies
supposedly lowered the U.S. capital base in the late 1970s and
made the U.S. less able to apply new production technologies. I[f
this is the cause of declining US. competitiveness, we would
expect exports to decrease or imports to increase more in capital
intensive industries than in others, since these industries would
be most affected by a decline in the a-vailal_:ility of capital.
However, no such change was observed.

3. h lining Research an evelopment (R&D
Explanation, It has been claimed that expenditures on R&D in
the US., which fell during the mid-1970s, allowed foreign firms
to close the post-war R&D gap by the late 1970s and undermined
our advantage in R&D-intensive products. Traditionally, US.
industiies that are relatively R&D-intensive have exported more
and imported less that other indusrri:s, thus leading to lower net
“ imports in those industries. However, statistical tests provide no
evidence that changes in R&D have reduced exports and increased
imports. Indeed, the results suggest that, if there is any change,
US. firms have expanded their leadership position in R&D
intensive industries by making foreign investments that employ

their technological advantages.
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4. i r t Explanati It has been argued
that US. labor <costs and unions have reduced US.
competitiveness in recent years. Our analysis shows that exports
tend to be lower and imports higher in labor intensive and
unionized industries than oth;r industries, but this should only
cause an increase in the trade deficit if there h;ls been a
significant change in these factors over time. We first examined
the relationships between imports and various mcnst.{res of labor
cost to see if the relationship changed, and found no evidence
that shifts occurred. We then checked to see if there was any
evidence that industries had become more unionized or labor
intcﬁsive. and found none. Thus, we conclude that labor costs
have not been a major cause of increasing trade deficits. 3

s. The Union Work Rules Explanatign. It has been

suggested that union work rules and related practices reduced the

productivity and adaptability of U.S. firms and thus encouraged
imports, particularly in the late 1970s. If this were true, then

industries that are highly unionized should, over time, have

s In regressions that include international direct
investment in our measures of imports and exports, the
relationship between foreign compensation and trade flows did
change. The change suggests that foreign firms have invested
directly in the U.S. in industries that intensively use skilled workers.
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become less competitive internationally -- je., imports would
increase or exports would decrease in these industries. We tested
for this by determining whether there were significant changes
over time in the level of unionization and the unionization/trade-
flows relationship. Althougﬁ unionization is related to higher
imports at any point in time, we found no shit't in this
relationship using the unadjustedvtrade flow data. This finding
contradicts the simple union work rule cxplanatfon of trade
deficits. However, when we adjust trade flow data to include
international direct investment, our analysis suggests that U.S.
owned firms operating in unionized industries in the U.S. have
increasingly mﬁved abroad to exploit U.S. technological
advantages.

6. OQPEC Cartel Explanation. Foreign cartels, particularly
OPEC, hurt US. manufacturing firms and contributed directly to
the deficit by increasing the price of imported inputs into
manufacturing. In addition, it has been argued that U.S. firms
that use substantial amounts of energy were disadvantaged

relative to foreign competitors by the OPEC supported price
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increases of the 1970s.® If true, energy intensive industries
should have exported relatively less over time and imports of the
products of these industries should have risen. We tested this by
examining the relationship between trade flows and energy
intensity in our sample of iﬁdustrics. There were no significant
changes in these relationships.” Consequently, althoug\h oil prices
had a major impact on imports of oil, OPEC pricing is not an
important factor behind increases in the manut‘aéturing trade
deficits.

7. The Antitrust gxnlgnggign,xFinally, antitrust regulations
in the US. have been advanced as as a factor that prevents U.S.
firms from rationalizing their production facilities and
cooperating in  ways Ecquired by today’s internationally

competitive market -- thereby widening our competition. One

8 Since U.S. energy costs tended to be relatively low
before the OPEC price increases, the price of energy has risen
relatively more for U.S. firms than for their competitors.

T In regressions that adjusted trade data for
international direct investment, the relationship between our
energy intensity measure and net imports did increase in
significant ways. A similar change appeared for the variable
representing intensive industry use of non-oil, depletable natural
resources -- primarily in metais-based industries. We attribute at
least some of this to the nationalization and divestiture of some
U.S-owned foreign operations.

Xiv



line of argument suggests that antitrust policies have prevented
US. firms from merging to attain the size needed to compete in
the world marketplace. This implies that the U.S. should have
been increasingly disadvantaged in industries where size is
important and/or where a fc\? large firms account for most sales.
We tested this explanation by detcrminin(g whether \_therc have
been changes in the relationships between +rade flows and
measures of industry structure (such as the Hcrfind;xhl Index of
concentration and a measure of minimum cft‘iciént size). The
statistical tests evidence no changes in these relationships over
time, and thus do not support an antitrust explanation of trade

deficits.

ECONOMY-WIDE EXPLANATIONS FOR INCREASED TRADE
DEFICITS

If the observed trade deficits do not result from changes in
industry-specific characteristics, what is their source? Qur
conclusion is that the recent deficits are attributable to shifts in
several cconorﬁy-wide factors. Coansistent with this view, we
found that nearly all U.S. industries experienced dcciinling trade

balances to some degree during the 1980s. In addition, we
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observed a fairly direct relationship between UJS. trade deficits
and key economy-wide factors, such as exchange rates and the
growth in the US.’s total demand for goods and services relative
to other nations’ growth.

Our conclusion aligns with both cconofﬁic theory and the
findings of other economists.® The argument that cxc\hangc rates
are largely responsible, is straightforwﬁrd: <hanges in the
c#change rate that increase the value of the dollar make US.
goods more expensive relative to foreign goéds. increasing
imports and decreasing exports. While common delays associated
with contracting for sales causes this basic relationship to
operate with a lag, we nonetheless observe this fundamental
international trade relationship to be present.

It would be expected that the demand for imports should

increase with increases in the total national demand for goods

s For example, the 1987 Economic Report of the

President concludes: "The increase in the U.S. trade deficit is a
macroeconomic phenomenon. Imports have grown strongly and
exports have stagnated primarily because of the strong growth of
the US. economy (especially in terms of demand growth) relative.
to other countries, the difficulties faced by many developing
countries in managing their external debts, and the fall in US.
price competitiveness associated with the large appreciation of
the dollar between 1980 and early 1985." Economic Report of the
President, 1987, p.97.
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and services. From 1975 to 1986, real Gross National Product
grew 36 percent in the United States,’ and this growth exceeded
the growth in demand in most foreign countries. Under these
circumstances, U.S. import demand should have -outpaced foreign
demand for U.S. goods and services and increased the trade

deficit. This is borne out by the data.

POLICY IMPLICATIONS

Sorting out the sources of recent trade deficits s
important, since identifying the origin of the trade deficits helps
determine what government actions, if any, are appropriate.
Specifically, if transitory phenomena such as changing exchange
rates and.cxtrcmcly rapid U.S. growth underlie the deficits,
policy prescriptions based on concerns about industry-specific
competitiveness will be misguided.

Our conclusion that recent trade deficits resuit from
economy-wide changes, rather than the seven industry-specific
expianations, suggests that policies such as quotas and tariffs
that focus on relatively narrow industry characteristics do not

address the fundamental causes of the trade deficit and are

S Economic Report of the President, 1987, p. 246.
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unlikely to have much affect on it. In addition, such policies are
likely to hurt, rather shan help, the productive capabilities of the
US. economy. For example, an incorrect belief that restrictive
trade practices are responsible can increase the pressure for
"retaliatory” trade rcstriction;s against countries that restrict
imports of U.S. goods. Such retaliatory restrictions actv:xally harm
U.S. consumers by making imports more ecxpensive. Such
restrictions can also increase the cost of imported intcrmcdiatc
products used in U.S. export industries, makiﬁg many U.JS.
products less, rather than more, competitive in the world market.
Similarly, unjustified incorrect concerns about the roles of R&D
and capital s_pending may encourage policies that could result in
inefficient subsidies by the government. These misunderstandings
about the cause of the deficit can lead to regulatory changes
that benefit certain interest groups at the expense of consumers
ﬁand exporters, but will not reduce the trade deficit. To the
extent any government action. is needed to deal with the trade
deficits, policies shquld focus on economy-wide phenomena such
as exchange rates and relative economic growth.

There are also policy implications from the :m:ily§is that

explicitly includes international inflows and outflows of capital
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This analysis finds that firms move their investments from one
country to another, taking the place of importing or exporting
goods where overseas investment is cost-effective. Under these
circumstances, trade policies that focus on impfoving imports or
exports in the short-term can encourage firms to locate their
operations at relatively high cost locations. Such policy-induced
investments divert funds from the most pi-oduc_tive investments
which are needed to make America more competitive, and are

unlikely to benefit producers or consumers on net.

CONCLUSION

Industry-specific trade policies are likely to be misdirected.
- Changes in industry characteristics have had only a m‘inor impact
on changes in US. trade flows and the trade balance. Changes
in economy-wide factors such as exchange rates and differential
‘growth rates provide a much better. explanation. Consequently,
there is little reason to believe that policy interventions such as
quotas and tariffs in specific industries will substantially improve
the ov.erall trade balance. They may, for example, disrupt

imports in one industry, but since the overall trade accounts

must balance, imports are likely to increase in some other
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industry. Such disruptions and shifts in imports usually occur in
ways that are economically inefficient, penalize exporters and

other producers, and are costly to U.S. consumers.
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CHAPTER I
INTRODUCTION AND FINDINGS

4. OVERVIEW

Since the beginning of the 1970s. the United States has
experienced a virtual trade revolution. Tradc has incrcascd
much faster than the cconomy as a whole. As Table .1
shows, both imports and c¢xports cxpandcd during the past
fifteen vears. [n the latc scventics, imports started outstrip-
ping exports by historicaily large margins. A merchandise
trade deficit has been present c¢very vear since 1976,
Moreover, this defiicit has incrcased dramatically in the 1980s.

What economic changes underlie the shift in US.
competitiveness evidenced by the recent trade dcficits?
While economists who have addressed this question have
employed different approaches, most have examined changes
in macroeconomic variables to sce if they generated the
economic pressures that led to the rccent trade deficits.
Economists who have employed this approach have generally
concluded that macroeconomic changes probably are thc cause
of the recent deficits.

Although macrocconomic thcory suggests that trade
deficits may be associated with a wide varicty ot tactors,
two events tn the late 1970s and carly 1980s have rcccived
particular arttention, thc risc in US. aggregatc dcmand
rclative to forecign aggregate demand and the increase in US.
interest rates relative to torcign intcrest rates. A relative
increase in aggregate demand, whatever its source, s
expected to lead to a trade deficit because a country’s
demand for imports is positively associated with the level of
its aggregate demand. In this instance, the entry predicts
that U.S. demand for imports is cxpected to risc relative to
foreign demand for U.S. exports as U.S. aggrcoatc demand -
grows relative to foreign aggregate demand.

A relative increcasc in interest rates can also lead to
trade deficits by increasing forcign demand tor U.S. inancial
assets. The link between tfinancial flows that respond to
interest rate changes and trade deticits is evident in standard
balance ot pavments accounting rclationships. he accounting
rclationships used in detfining trade dctiicits require that a



Table 1.1

' U.S. Merchandise Trade Transactions
(Reiative to GOP and 1n Millions of Cucrent Dollars)

Year [+E/GDP Imports Exports Balance
(%) (1) (E) . (E-D
1962 6.5 16,260 20,781 4,521
1967 7.1 26,868 30,666 3,800
1972 8.8 §5.797 49,381 : -6,416
1973 10.6 70,499 71,410 911
1974 13.9 103,811 98,306 -5,508
1978 13.0 98,188 107,088 8,903
1976 13.6 124,228 114,748 -9,483
1977 13.9 151,907 120,816 -31,091
1978 14.3 176,001 142,084 -33,947
1979 16.1 212,009 184,473 -27,536
1980 17.7 249,749 224,269 -28,480
1981 16.7 ’ 265,063 237,085 -27,978
1982 14.7 247,642 211,198 -38 444
1983 14.0 268,900 201,820 -67,080
1984 14.9 332,422 219,900 -112,822
1988 14.0 338,863 214,42¢ -124,439
1986 18.5 365,233 . 218,837 -146.396

Source: Economic Report of the President, 1987,

Note: The 1985 trade values are preliminary. Trade flows for the first three
quarters of 1986 were muitiplied by ¢/3 to estimaca 1986 .mpocts, expocts,
and net exports.

GDP is gross domestic product, the value of all goods and services, minus
traded producta.



nation’s current account (compriscd ot the mecrchandise trade
balance. the bLalance of tradc on services, and nct unilateral
transters) equals in size, but with oppositc sign, thc capital
account. In other words, if therc arc capital inflows, then
there must be a trade deficit. Given this accounting
relationship, the inflow of foreign capital that is attracted by
relatively high U.S. interest rates must lecad to a trade
detficit to satisfy the fundamental accounting idcntities that
underlie balance ot payments accounting.!

While explanations of rccent trade deficits that are based
on fundamental macrocconomic relationships arc attractive to
economists, many commentators have advanced alternative
explanations that are rooted in microcconomic -relationships.
These commentators believe that these microeconomic

1 For similar treatments of the basic macrocconomic
analysis of recent trade deficits see McCulloch (1986) and
Tarr (1985). These authors also note that the recent trade
deficits can be linked to budget deficits. This part of their
argument involves another basic accounting rclationship that
is regularly used in macroeconomic analysis: Gross National
Incomc (sales from output and consumption, investment,
export and government) cgquals Gross National Product (uses
of revenue for consumption, imports, saving, and taxcs).
Rearrangement of this basic accounting identity reveals that,
when the government runs a detficit, private consumcrs must
save more than U.S. firms invest, imports must c¢xceed
exports, or both. (Gov. Exp. - Taxes = Net Private Savings +
Net Imports) Since the US. has run a large government
deficit without a corrcsponding increase in private savings
ratcs, the basic accounting identity indicates that the U.S.
must run a trade deficit. Put slightly differentlv, the
government deficit must be financed cither by domestic
savings or by borrowing from forcigners. Since domestic
savings rates are tairly stable, economists expect that a
deficit will be financed by ULorrowing from ({oreigners.
Because the only way toreigners can loan the U.S. money is
by running a trade surplus with the US. a US. deficit will
be present when the government runs a deficit and domestic
savings rates do not adjust.
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characteristics have changed in ways that cxplain the
rclatively sudden substantial incrcases in imports and nct
imports. In addition, public opinion, for onc rcason or
another, has not fully .accepted the power of the macro-
economic explanations tor the trade decticits. We shall,
thercfore, investigate the microeconomic cxplanations of the
trade deficit which have becn otfcred by various sources.

The logical connections- betwcen these microeconomic
changes and trade deficits have not been clearly drawn. [n
particular, supporters of these microcconomic-based
hyvpotheses have ignored the fact that (absent macroeconomic
adjustments) changes in the exchange rate could compensate
for shifts in microeconomic relationships, leaviag trade flows
in balance.?

While the link Dbetwecn alleged microeconomic changes
and trade deficits is unclear, cmpirical analysis of the
microcconomic cxplanations can still be very useful.
Specifically, if we find that the alleged microeconomic
changes in the structure of trade have not occurred, then we
will be in a position to directly rcject the microcconomic
cxplanations. For advocates of the microcconomic explana-
tions, this approach may be more convincing than one which
evaluates the microeconomic explanations indirectly through
the use of gencral equilibrium or macroeconomic models.

® For example, consider a simple trade model with two
countries, the U.S. and Japan, and two products. x and v.
Now suppose there is a fundamecntal change in the
microcconomic characteristics of the two industries in which
the US. goes from having an absolute advantage in both
products to having an absolute disadvantage in both. Atter
this change the U.S. would still have a comparative
advantage in onc ot the industrics and the exchange rate
should adjust to restorc the equilibrium in the balance of
trade. Hence there is no reason cven in this extreme
scenario for therec to be a link between microeconomic
changes and the level of the trade deficit.
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The microcconomic cxplanations have focuscd on
identifving thrce types of microcconomic changes. First,
there mayv be tcchnological changes which alter trade flows.
For example, changes in an industry’s technology may alter
factor intcnsities so that particular inputs arc less important
to successful international competition. Second, policy
changes may alter trade flows through their ctfect on the
openness of the U.S. or other cconomies or through their
effect on the relative cost structure ot U.S. manutacturcrs.
Changes in tariff, quotas, or government subsidics clearly can
have this effcct, but other government policics may also be
important. And third, the availability of needed inputs may
change so that the competitive position- of U.S. firms is
altered. For example, when abundant mineral resources
continue to be key for production, the U.S. position will
change as the U.S. exhausts its relative supply of these
necded rcsources. Any or all of these types of micro-
economic changes might lead to growth in the manufacturing
trade deficit. As a result, they have reccived substantial
public attention. . '

If changes in microcconomic factors arc the source of
the recent trade dcficits, we should obscrve a rccent and
major shift in the pattern of U.S. trade, since some
industries will be more sensitive to changes in particular
microcconomic tfactors than other industrics. For instance, if
relative U.S. wage rates have become morc important in
international competition, we¢ should observe a particularly
large rise in nect imports in industrics that ¢cmploy rclatively
large amounts of high cost labor. In contrast, it macro-
economic variables underlic the recent deficits, this type of
structural shift in trade flows is less likely to” be present®
As a result, we¢ can reject many ol thc microcconomic
explanations of recent trade deficits which have Dbeen
advanced if we observe that cconomic rclationships that
traditionally have advantaged somc industrics over others in

3 While changes in macrocconomic variables may cause
shifts in the structurc of U.S. trade tlows, this is less likely
to be the casc because many macrocconomic changes can
atfect all industrics in quite similar ways.
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international trade have been stable and that key industry
characteristics, such as labor intensity, have also been stable.
In the case of U.S. wage rates, if the rclationship bectween
wage rates and imports has not changed over time, and U.S.
wages rates rclative to thosc in other countries havc not
changed significantly, then wage rate are unlikely to have
contributed to the increascd trade deficit. Of course, if we
do find that the alleged- microcconomic <changes have
occurrcd, the trade deficit can not be attributed to them
unless logical causal relationships can be identitied. -

Here, we study U.S. trade patterns from the mid-1970s to
the carly 1980s to dctermine if there has been a change in
the structure of U.S. trade or in the characteristics ol U.S.
industries that would account for the increasc in the U.S.
trade decficit. [In particular, we will determine i there arc
changes in the structure of trade flows that arc consistent
with microeconomic-bascd explanations of reccent trade
defiicits (Chapter [II). For the industry characteristics that
we could observe at several points in time, we will also
examine recent changes in industry characteristics that might
account for the dramatic incrcase in the trade deficit even if
the structure ot trade flow rclationships were stable (Chapter
‘IV).* Our findings not only allow us to gencrally assess the
relative importance of changes in microcconomic and
macrocconomic factors to the observed risc in nct imports.

* For industry characteristics observed at onlv one point
in time, we examined the sensitivity of nct imports to
changes in those characteristics (the elasticities of the trade
flow wvariables with respect to intcrindustry changes in
interindustry characteristics) to determine which
characteristics would cause large changes in tradc llows if
their values shifted over time. Unionization and MES were
the only ones with large enough elasticitics to causc concern.
We then obtained supplementary evidence that thesc
characteristics were stable or changed in wavs inconsistent
with the microeconomic explanations being cxplored. Similar
supplementary information was also sought for the remainder
of the single point variables. Details about this proccdure
appear in Chapter [V, Section B.



but also provide us with empirical insights into thc accuracy
ol some spccitic microeconomic cxplanations for the growth
in the U.S. trade deficit.

Although a large number of microcconomic explanations
have becn offered, we tocus on scven. These scven were
chosen because they rclate to a wide range ol concerns and
have each reccived considerable public attention.® Qur focus
is on testing perccptions of major rccent changes in charac-
teristics or changes in the competitive implications of
industry characteristics. The seven explanations of U.S.
trade deficits that we explore argue that rccent trade
deficits are due to: (1) uncompetitive wage demands by U.S.
labor; (2) overly-restrictive union-sponsored work rules; (3)
subsidization of industries by forcign governménts; (4) OPEC
cartel activity; (3) inadequate R&D investments by US. firms;
(6) distortionary U.S. tax policies; and (7) overly restrictive
U.S. antitrust policies. ' ‘

For cach of these seven explanations, we statistically
test for the presence of major shifts in the relationship
between U.S. trade patterns and market characteristics that
are associated with cach cxpilanation. These tests were
performed on data from 360 manutacturing industrics tor the
pcriod 1975 to 1981. For a smaller sample of 122 industries,
we had data that allowed us to test for changes through
1984. These large samples provide us with the benelits of
the Dbroad perspective of comprchensive  statistics.  vet
simultancously allow us to recognize many industrv-specitic
characteristics that aftece trade patterns.

Our analysis draws on both international trade theory
and our expericnce with techniques of industrial organization
analysis that arc frequently emploved at the Federal Trade
Commission in the review of competition issues. The
combination of these thcorctical perspectives led us to
include in our study new data on forcign nontarift barriers.

5 The poll results in Appendix B.5 show that the public
also appears to reccognize scveral of thesc hvpotheses as
potcntial explanations for the growth in the trade deficit.
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Japanese government industrial targeting, and European
government industrial targeting. We believe that this is the
first time that these variables have becn included in a
quantitative study of this tvpe. We also include variables
that researchers have previously identified as barriers to
entry and as important dcterminants of the comparative
advantages a nation has in competing in different industrics.

The balance of thiss chapter rcvicws the scven
microeconomic cxplanations tor changes in trade patterns in
some dectail and then summarizes the report’'s findings.
Chapter Il outlines the thcoretical rcasons for including
particular industry characteristics and trade policies in our
statistical analysis and specifies the model —that is to be
tested. The third chapter presents the basic -empirical
findings that test for structural changes in the rclationship
between Key industry characteristics and industry specific
trade patterns. Chapter [V (1) examines changes in industry
characteristics over time to scc if changes in these
characteristics couid have increcased the trade deficit, (2)
reviews the cmpirical findings of Chapter III in light of the
experiences of particular industries. and (3) highlights some
of the macrocconomic cxplanations for changes in the U.S.
trade balance.



B. MICROECONOMIC EXPLANATIONS FOR THE SUDDEN AND
SUBSTANTIAL CHANGES IN THE U.S. TRADE POSITION

1. The High Labor Costs Explanation: Real U.S. wage

demands and the resulting higher U.S. labor costs increased
rapidly in the late 1970s and early 1980s as wage agreements
anticipated continued inflation that did not materialize or
sought to make up for unanticipated inflation in the late
1970s. These higher labor costs undermined U.S. competitive-
ness.

Table 1.2 suggests that this explanation has some merit.
The last two rows of this table compare the change in output
per hour and the change in compensation per hour .for the
US. and other industrialized countries. When compared to
European and Japanese compensation, it appears.that U.S.
wages have risen faster than those of its trading partners.
However, this [inding must be qualitfied. U.S. wages have not
risen so dramatically relative to other trading partners when
measurcd in national currencics. [ndeed, as the first row of
the table indicates, U.S. compensation per hour, adjusted for
the change in output per hour, has been about average for
industrial countrics during the 1975-1983 period.

2. The Union Work Rules Explanation: Union work
rules and related practices have reduced the productivity of
US. firms and thus encouraged imports. particulariy in the
late 1970s.

Table 1.2 reports the overall change in output per hour
in the US. and some foreign countrics during the 1973-1983
period. Among the countries listed. only Canada had a
slower rate of change in output per hour than did the U.S.

Some characteristics of manutacturing proccsses used in
the US. apparently reduced the ability of U.S. firms to
increase their productivity as fast as their forcign rivals.
Resistance of U.S. unions to innovative work arrangements



Table 1.2

Changes in Unit Labor Costs in the U.S. and Other

[ndustmalized Nations
1978 - 1983

U.s. Canada Japan

E.E.C

Change in

Unit Labor

Costs in

National

Currency (%) 80.0 93.1 -8.8

Changs in

Unit Labor

Costs in

U.S. $(%) 60.0 $9.2 13.8

Change in

Compensation

per Hour (%)

(inG.S.8) 91.2 88.3 108.3

Change in
Output per
Hour (%) 19.5 18.2 80.5

39.0

274

72.1

36.1

Source: it tates Trade: Performance in 1984 and Qutizok, Department

of Commerce, 1988, p. 13§.

Note: Unit Labor Costs is a labor cost measure that adjuses for productivity

changes. Japan's negative reaching of -8.3%

implies

increases in Japan more than kept pace with wage increases.
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has becn alleged to be kecy to these differcnces in growth
rates.® However, there arc others.  For example, the U.S.
technological lcad may mean that in most industries it is
harder for US. {irms to increasc their productivity because
they must pioncer ncw technologics. [n contrast, it may be
easier for forcign firms to improve their productivity since
they can imitate US. firms. Alternatively, the high level of
income in the U.S. may cncourage US. firms to cnter service
industrics, which traditionally have lower productivity growth
rates than manutacturing industrics.”

3. The Foreign Government Trade Practices Explanation:
Foreign firms have increasingly received assistance from their
governments® and this aid has disadvantaged U.S. firms
trying to compete in these industries. The cumulative effects
of these practices became critical by the late 1970s.

Forcign firms rcceive assistance in the form of industrial
policy subsidies and nontariff barriers. Subsidies are
provided both dircctly, and indirectly through financial
controls or other regulations which reduce input costs. Non-
tariff barricrs also are present in dircet and indircct torms.
Some nontarilf barrices involve direct  import control
measures, such as quotas, voluntary cxport restraints,

& For a discussion of wage flexibility, scc Drucker
(1983).

T "Sce Lawrcnce (1984) for a discussion of the growth in
the size of the scrvice scctor and the relative productivity
growth rate of manutacturing.

8 While forcign governments protect their manufacturers
through the use of tariff’s, recent arguments have not tocused
on tariffs as much as on these other forms of assistance.
One reason for this is that the Tokyo Round and earlicr
trade negotiations rcduced and placed limits on changes in
tariff rates, which c¢ncouraged the use of substitutes tor
tariff protection. For example, Ray and Marvel (1984) argue
that nontarift barricrs have oft'set the trade liberalization
resulting trom the Tokyo and Kennedy Rounds.
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voluntary price restraints, import liccnsing, customs pro-
cedures, e¢xchange controls, domecstic content requircments.
"buy national" policics, discriminatory trading agrcements,?
and nontariff charges.!® Nontariff barricrs which affect US.
cxports indircctly include standards, distributor practices, and
financial controls.

While forcign government industrial policy or targeting
assistance is cvident, it is not clear how widesprecad and
effective it is. Morcover, assistance to domestic firms
provided by the U.S. government may more than otffset the
effects of foreign government nontariff trade policies. As a
result, if the affect of forcign trade practices is to be
accurately assessed, it is important to include both U.S. and
foreign government trade policies in analyscs of trade.flows.

4. PE artel Explanation: Foreign input cartels.
particularly the second large price increase associated with
the OPEC cartel activities in the late 1970s, hurt U.S.
manufacturing firms that use substantial amounts of energy.

The risc in encrgy prices, which some analysts have
linked to the behavior of OPEC,!! had a significant direct
effect on the US. balance of payments during the 1970s.
Table 1.3 shows the U.S. crude oil price index from 1972 to
1983. This index indicates that fuel prices incrcased very
rapidly starting in 1974, The reduction in supplies trom
Middle-castern countrics had a particularly dramatic price

9 These include arrangements invoelving barter, counter
purchases of goods, and preferential sourcing arrangements.

10 These nontariff charges include antidumping dutics
and countervailing dutics.

1 Exogenous forces, such as the reduction in Iranian
output following the tall of the Shah, also contributed to
these price increases. [t is diftficult to identity how much of
the price incrcase was due to these other factors. Here all
that is important is that therc was a declinc in supply, not
its source.

l‘)



Table 1.3

U.S. Crudae Fuei Price [ndex
and
The Merchandise Trade Balance
With and Without Qil Imports

Year U.S. Crude Fuel : U.S._Merchandise Trade
Balance Price Index Total Not [acluding Qil
1972 148.7 ) - 8,416 1,716
1973 164.5 911 9,300
1974 219.4 - 5,508 21.098
1978 378 8,903 35,908
1976 308.3 - 3,483 26,117
1977 3721 - 31,091 13.909
1978 426.8 - 33,947 8,353
1979 $07.6 - 27,536 32,964
1980 615.0 - 25,480 53,820
1981 781.2 - 27,978 49,822
1982 886.1 - 36,444 24.856
1983 . 931.8 - 67,080 -12.080
1384 931.3 - 112,522 - 38,222
1985 909.6 - 124,439 - 73.339
Source: omic Regort of the President, 1987.
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effcct because the quantity of encrgy demanded and supplied
to the market (by other producers) proved to be insensitive
to price (inclastic) in thc short run. Since U.S. oil supply
and demand did not change significantly in the short run, the
value of pctrolcum imports incrcascd dramatically. They
pcaked in 1980 at ncarly 80 billion dollars, twenty times their
1972 level. The over scventy billion dollar increase in oil
imports clearly had a substantial direct impact on the U.S.
balance of paymcnts. This is reflected in Table 1.3, which
shows the merchandise trade balance with and without oil
imports. )

There may also have been a significant indirect impact
on the US. deficit. U.S. manufacturing firms which used
substantial amounts of energy may have becn disadvantaged
relative to forcign competitors. Because U.S. energy prices
were considerably lower than energy prices clsewhere during
the 1960s, US. firms’ products and production processes were
less well equipped for high cnergy costs. Morcover, since
US. encrgy prices were initially lower, the increase rcpre-
sented a  higher percentage increcase in US.  costs.!?
However, the flexibility of the U.S. ecconomy may have
allowed a morce rapid adjustment than this explanation admits.
And recently, oil prices have been falling., indicating that
this explanation probably can not explain the most recent
increases in trade deticits.

5. The Declining R&D Explanation: Expenditures on
R&D in the U.S. fell during the mid-1970s. which allowed

foreign firms to close the post-war R&D gap by the late
1970s.

As the first column in Table 1.4 shows, there was a dip
in US. R&D ecxpenditures relative to GNP in the mid-1970s.
Morcover, as the table also indicates. Japan and West
Germany increased the portion of their national income that

12 For cxample, while energy costs increased trom $2.36
to $6.26 per million BTU's in the US. from 1976 to 1982
(244%), encrgy costs in Germany went from $4.51 to S$7.24
(161%). Scc Brinner and Gault (1983).
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Tabie 1.4

Expenditures for R&D as 3 Percent of GNP

Year U.s. France W. Gem. Japan U.K.
1965 2.90 2.01 1.73 1.52 2.31
1970 2.63 1.31 2.08 1.8 2.08
1978 .27 1.80 2.23 1.96 2.19
1980 2.38 1.88 2.42 2.52 NA
1981 2.43 2.01 2.49 2.38 2.47
1982 2.58 .11 2.58 T 47 NA
1983( ast.) 2.62 2.16 2.57 2.58 NA
1984(esc.) 2.63 2.19 NA NA NA

Source: [nternational Science and Technology Data U'pdate, National

Science Foundation, 198S.
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is invested in R&D during this pcriod. Thus, there iIs some
support for the premise of this argument. However, it is not
clear what effect the decline in the percent of US. GNP
devoted to R&D had on U.S. trade performance. Since the
US. GNP is much larger than that of its trading partners,
the ratio of R&D expenditures to GNP is not indicative of
the differences in the absolute cxpenditures of thesc
countrics. Morcover, the "dip” in the mid-1970s only implics
a transitory shift in the flow of R&D learning, while it is
the stock of R&D knowledge which is central to the relative
technological cfficiencies of diffcrent countries. Oaly.if the
flows were similar for a long period of timec would these
stocks near equality. :

6. The Inadequate Investment Explapation: U.S. tax
policies have led to a lower savings rate and distorted
investment incentives, sapping the U.S. capital base and
making the U.S. less able to apply new production technolo-
gies. This long-term problem turned critical in the late 1970s.

This explanation implies that the competitive position of
US. firms in capital intensive industrics has wecakened
substantiaily. To support this hypothesis. analysts have
pointed to the contrast betwecn US. policy toward capital
formation!3 and policics in Japan and Europe where savings
rates are much higher.!* Table 1.5, which rcports an index
of relative capital investment lcvels for the US. and its

12 Capital formation responds in part to capital costs.
Capital costs include both cquipment prices and bLorrowing
costs. When total capital costs are analyzed. the US. has
not generally been at a disadvantage. except in rcal interest
ratec costs in recent vears (Eckstein (1983)). Including these
real interest costs, costs of fixed asscts have been morc than
twice as high in the US. as in Japan since the mid-1960s
(Hatsopoulos (1983)).

14 US. personal savings rates have averaged abour 6%
of income since the mid-1970s.  Average rates for other
industrial countrics have averaged two to nearly tour times
that rate (U.S. Trade Performance in 1984 and Outlook. p. 133).
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Table 1.5

[ndexes of Relative Capital Formation in the U.S.
and Other Major [ndustrial Countnies

(1960-1981)
Country 1960-1981 Period 1974-1981 period
Canada 118.9 124.8
Japan 83.9 114.8
France 73.1 87.5
W. Germany 79.4 90.3
[taly : 52.6 $8.5
U.K. 47.2 $2.0
u.s. 100.0 100.0

Source: Productivicy and the Economy: A Chartbook, Department of Laborc,
1983, p. 79.

Noce: Comparative leveis of real investment are based on international price
waights. U.S. equals 100 in all periods.
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major trading partners. does provide somc support for this
view. Apparcntly, both Canadian and Japancse firms were
adding capital more quickly than U.S. firms during the 1970s.
[ndced, capital tormation was more than [0% grcater in both
countries than it was in the US.'> Morcover, as a compari-
son of the two columns in the table indicates, all of the
major industrial countrics accelerated capital formation
relative to the U.S.

While the statistics rcported in Table 1.5 lend some
credence to this explanation, thecy arc not detinitive. As
noted above, only Canada and Japan had higher rates of
capital formation than the U.S. This mecans that, while the
difference in the rate of capital formation between the U.S.
and most other countrics may have been rcduced, the US. is
still adding capital more quickly than many other countrics.
And, given that the U.S. capital stock was much larger at
the Dbeginning of the period, the acceleration in foreign
annual investment would have to be sustained for a long
period of time for the gap to narrow significantly.

7. The Antitrust Explanation: Antitrust regulations in
the U.S. have prevented U.S. firms from rationalizing their
production facilities and cooperating in ways that are
required Dby today’s internationally competitive market.
During much of the post-war period antitrust policy was not
a binding coastraint on U.S. competitiveness Dbecause our
major competitors were still impaired. By the late 1970s. the
other countries were fully rebuilt and antitrust policy became
a binding constraint hampering U.S. competitiveness.!®

15 US. nonresidential capital formation per emploved
person is used as the denominator, so the ratio tor the U.S.
is 100%.

18 A number of trade complaints betore the ITC have
focused on the compectitive sirength of cartcls scemingly
facilitated by torcign govcrnments. For c¢xample. sce
"Account of Japanese Cartel’'s Creation Is Provided by U.S.
Machine-Tool Firm,” Wall Street Journal (Mayv 3, 1982), p. 20.
In addition, U.S. firms interested in major joint R&D projects
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Forcign antitrust laws, which govern mergers and joint
venturcs, appear to be somcwhat more lenicnt than U.S. anti-
trust laws.!” Some commentators have argued that this has
allowed torcign firms to mecrge and attain cconomics of scalce
that U.S. firms have not been able to achicve. [f this is
true, it should be reflected in both higher torcign conccntra-
tion levels and scales of operation. Howcver, other informa-
tion contradicts the view that foreign firms arc able to
attain larger scales of opcration than US. firms. - In
particular, c¢mpirical studics indicate that US. tirms and
plants typically are larger than forcign operations.!8

have felt it nccessary to obtain antitrust clecarancé before
undertaking such projects. This may rctard the ability to
form and interest in technological joint ventures by imposing
delays and making successful formation of the venturc morc
uncertain. ‘

17 An international comparison of antitrust laws s
complicated by the fact that some countries have substituted
direct governmcnt rcgulation of industries tor antitrust
enforcement. Moreover, in studying the application of
foreign laws, it appears that political considerations differ
across cases, causing torcign laws to be more stringent in
some cascs than in others where the basic cconomics is the
same. For a comparison of U.S. and torcign antitrust laws,
sce the reclevant articles in the Antitrust Law Journal 30
(November 1981).

18 Although forcign countries’ markets arc smaller. their
concentration levels have been similar to those in the U.S.
[ndustries concentrated in the U.S. arc also coaccntrated
abroad and have similar concentration levels. This means
that, at least historically, torcign firms have opcrated at a
smaller scale than US. firms. For a statistical analysis
supporting this view, sce Pryor (1972). Onc ot the most
complete studics of toreign firm sizes and plant sizes was
published in 1975, It found that US. lirms and plants (for
the 12 industrics studied) e¢xceeded the average size of
foreign plants (F.M. Scherer, et al. (1973).)

19



As Table 1.6 indicates, somec ltorcign tirms have been
increasing in size relative to US. tirms. Specifically, slightly
over 63% of the world's largest firms were US. firms in
1959. With the growth of forcign firms during the 1960s and
early 1970s, the U.S. sharc of the world’s largest firms tell
to slightly more than 43%. Onec possible rcason [or the
emergence of these large forcign firms is forecign government
etforts to rationalize their industrics through mergers and
joint ventures.

[n summary, there is somec cvidence that is consistent
with the view that shifts in fundamecntal microcconomic
relationships underlic reccent changes in the composition and
structure of U.S. trade flows. However, this evidence is far
from definitive. Evidence that contradicts cach hypothesis is
also present. As a result, more dctailed analysis is rcquired
to reach conclusions. In subsequent sections, we examine the
composition and structure of U.S. trade flows over time to
see if there are structural shifts in the microeconomic
relationships that underlie trade flows which are consistent
with these seven explanations. We also examine changes in
industry characteristics to sce if such changes might account
for the obscrved changes in the composition and structure of
U.S. trade t'lows.



Table 1.6

Number and Percent of Sales of U.S. Companies
Among the World's Largest Companies by Indusiry Group
(1989 and 1978)

[ndustry Total Number of Number of U.S. Sales of U.S.

Companies Companies Companies 33
% of Total
1989 & 1978 1959 1978 1989 1978
All Induseries 127 84 58 78.5 51.0
High Technology Sl 34 24 78.3 47.4
Qther 76 sQ 34 783 §3.2

Source: U.S. Competitiveness in High Technology [ndustries, Department of
Commerce, 1983, p. 53.

Nate: Size is defined by sales. High-technology industries :nciude
aerospace, chemicals, electronics-appliances, and pharmaceuticals. Qther
industries inciude automobiles, food, general machinery, metai manufacturning,
metai products, and paper.



C. FINDINGS
1. Genceral Results

Bascd on our analysis of seven promincnt microcconomic
explanations ot the trade deficit, there does not appecar to be
a sudden tundamental weakening in -the industrial
characteristics that have allowed U.S.-based producers to be
successful in international markets. Traditional strengths
remain largely intact.!®* Morecover, to the extent that
structural change has occurred, it has been gradual and has
built on historical U.S. strengths. Specifically, U.S.-
controlled firms have tound increasingly that investing in
foreign production facilities represents their best opportunity
to exploit their advanced technological and “organizational
know-how, :

This stability in the fundamental comparative advantage
relationships is inconsistent with widely held views linking
microeconomic changes to the growth in the trade dcficit
during the 1980s. Macroeconomic models provide explanations
that are much more coasistcnt with empirical observations.
We conclude, as have macrocconomists, that changes in
macroeconomic factors, rather than anyv of the many
microeconomic cxplanations which have Dbeen advanced.
underlie recent U.S. trade deficits.

To a large cxtent, our findings simply reflect a basic
cconomic fact: the comparative advantage structurc that
dectermines a country’s trade patterns changes only slowly.
For the U.S. comparative advantage torces have meant. and
still mean, that the country is a net importer of commoditics
which are efficicatly produced with relatively large amounts

19 Qur statistical tests are designed to  reveal a
relatively sharp change in the structural characteristics that
underlic trade flows with the rest of the world’s. since the
recent rise in imports has been quite pronounced. Gradual
changes in the production relationships that atfect bilateral
trade patterns may not be revealed. For a discussion of
evidence of this type of change, sce Marston (1987).
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of unskilled tabor and a nct exporter of commoditics which
rcquire the relatively intensive use of skilled labor. These
basic relationships have not changed significantly during the
1970s or early 1980s. Similarly, the U.S. continues to be
disadvantaged in industries that arc encrgy intensive, usc
depleting natural recsources, or arc heavily unionized. Higher
minimum efficient scale requircments and higher R&D
intensity continuc to be associated with both higher imports
and higher exports. And only weak rclationships cxist
between capital intensity or industry concentration and the
strength of the U.S. trade position.

The rclationships between industry characteristics and
trade flows are cvident despite the prescnce of tariff and
nontariff barricrs and other government trade: policies.
Moreover, the effects of trade policies appecar to be weak
relative to the economic forces which result from differcnces
in comparative advantage. Nonctheless, trade policies do
have identifiable effects.

As one would expect, US. taritf and noatariff barriers
are associated with lower net import levels. However. the
statistical findings for forcign tradc barricrs are less clear.
We attribute this to the fact that U.S. exporters face
different trade barriers in different countrics. Because our
statistics aggregate trade barricrs across countrics. it may be
the case that strong U.S. cxports continue in many countrics
aithough these exports face substantial barriers in other
countrics. [n addition, torcign trade barricrs and industrial
targeting etforts may arise as a recaction to U.S. export
successes, yet not be strong cnough to substantially reduce
the U.S. exports in forcign markets generally.

Analyses of US. imports and cxports test the
competitiveness of the U.S. as a gcographical unit. However.
these analyses do not capture (ully the compccitiveness of
U.S.-controlled firms, since many U.S. firms arc
multinationals. To mecasure the competitiveness ot US.-
‘controlled  firms, output manulactured abroad - using



US. know-how must be considercd.®® Similarly, U.S. output
must bc adjusted for output produced by forcign-controiled
multinationals in the U.S.

To a large extent, the additional perspective otfered by
the analysis of the adjusted tradc flow data simply confirms
the findings based on the unadjusted data. The U.S. remains
relatively strong in the samec industries where it was strong
in the previous dccade. However, when the trade flow data
are adjusted to reflect the prescnce of multinational
corporations, some structural changes in trade pdtterns
become evident. Basically, these <changes evidence a
strengthening of the relationships that have traditionally
shaped U.S. trade flows. Apparently U.S. “firms have
increasingly exploited their more mobile competitive strengths
by investing abroad. There is some evidence that this effort
has been undertaken to overcome historical comparative
disadvantages associated with producing in the US. Most
notably, there is some evidence that this forcign investment
is* increasingly promincnt in industries that arc heavily
unionized in the U.S.

Togcther, the analyses of adjusted and unadjusted trade
flow data indicatc that US. firms arc not losing their
relative compectitive strengths. The adjusted data suggest
that some¢ changes arc occurring in intcrnational direct
investment, but thcse changes have not been cchoed in
changes in the composition ot U.S. nct imports. The gradual
nature of any changes that are occurring highlights the basic
stability of the structure of U.S. tradc tlows.

20 As Lipsey (1985) points out, there has been "a large
shift in the gcographical origins ol exports by US. tirms."
For U.S. companies in general, the share ol total cxports
supplied by the overseas affiliates of multinationals increased
from 17.5 percent in 1937 to over 40 percent (over 43
percent including minoritv-owned atfiliates) in 1977.



2. Specific "Microcconomic” Explanations

The structural stability which we obscrve is consistent
with the view that shifts in microcconomic relationships arc
not an important source of reccent trade deficits. Our
statistical results, which reclate to specific microeconomic
explanations, confirm this conclusion. Indeed, we tind that
none of the seven microcconomic c¢xplanations tor the recent
increases in the trade detlicit, as described in the introduc-
tion, are reclated to changes in the structure and composition
of trade. Absent evidence of such changes, there is no
reason to believe that these potential microeconomic issues
contend with macroeconomic factors as the rcal explanations
for the large obscrved increases in the U.S. trade deficit.

Turning to the f{irst two microeconomic explanations
(High Labor Cost Explanation and Union Work Rule
Explanation), our data indicate that traditional relationships
between labor market variables and trade patterns still hold.
The U.S. continues to be at a comparative disadvantage in
labor intensive industrics. To the extent there has been
change, it has beecn gradual and statistically insignificant.
Moreover the U.S. appears to be doing well, and has slightly
improved its performance. in high wage industries. Evidently,
the U.S. continues to have an advantage in industrics where
human capital is important.

While union activities have affccted the structurc of
U.S. manufacturing industrics, this impact has been differcnt
from that suggested in the seccond explanation. Qur data
indicate that no change in the relationship between unioniza-
tion and U.S. trade flows has taken place. However, as
noted above, the data suggest that multinational corporations
in unionized industrics have shifted larger and larger shares
of their output overseas. Apparently, this dircct investment
has added to U.S.-controlled output. rather than cntirely
substituting for exports from unionized industrics located in
the U.S. While this substitution may have identifiable etfects
on the structure of trade flows in the long run, we did not
obscrve any signitficant eftfects to date.
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The third and fourth explanations (Foreign Government
Trade Practices Explanation and OPEC Cartel Explanation)
involve actions taken by forecign governments. Although the
data to test thcse explanations was particularly limited, our
statistical tests found that foreign governments do not appear
to have uniformly targeted “US. industries.,” that is
industries where the US. has had a competitive advantage.
While foreign government intcrventions are evident, these
efforts vary from country to country and do not appear to
have a signiticant effect on overall US. trade patterns. This
does not mecan that particular foreign tariffs, nontariff
barriers, or targeting subsidies could not disrupt natural
trade flows. However, it docs mean that currcntly these
effects are limited among our major trading p:.\rmcrs._21

Actions by forcign governments which ~may have
supported OPEC's cfforts to raise energy prices did not
significantly alter the structure of US. manutacturing trade,
as thg fourth proposition contends. The increases in world
energy prices during the 1970s were dramatic and clearly had
a significant ‘effect on the overall balance of payments.
However, our findings indicate that only when trade flows
are adjusted to reccognize the presence of multinationals is
there a significant change in the comparative advantage
structure across manutacturing industries.??

Turning to the fifth microcconomic cxplanation (Declining
R&D Explanation), our data indicate that U.S. firms have not
lost their comparative advantage in R&D intensive products.
While US. imports of high technology products have
increased over time, so have ¢xports. Morcover, the overall
structural rclationships which determine the U.S.’s
comparative advantages with respect to R&D do not appecar
to have changed significantly. To the extent change is
evident, it appears that the growth of U.S. multinational

%L Offsetting actions taken by the US. government
might limit the statistical significance of these foreign
government policics to some acgree.

22

This shift is primarily in mctals-based industrics.
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firms has allowed U.S. firms to cxploit their comparative
advantages in high technology through their forcign atfiliates.

The remaining explanations (Inadequate Investment
Explanation and Antitrust Explanation) involve policies of the
U.S. government. According to thcse two cxplanations, high
taxes on capital formation and overly aggressive antitrust
enforcement cfforts have undermined the competitiveness of
US. firms. However, our data do not support cither of these
explanations. :

The notion that relatively high taxes on capital, and
resulting lower U.S. investment rates, have led to a growing
U.S. disadvantage in capital intensive industries is not
confirmed by our statistical tests. While some carlier studies
using 1958 to 1976 data found that the US. had a growing
comparative disadvantage in capital intensive industrics. this
trend did not continue in the late 1970s and carly 1980s.23
Qur data do not reveal a strong U.S. comparative
disadvantage in the production of capital intensive products.
as this explanation predicts. Moreover, no significant change
over the last decade was observed.

Our data allowed us to perform an indirect test of
whether or not antitrust policics have precvented U.S. firms
from attaining necessary scale cconomies. While we found
that plant level scale cconomies were important determinants
of trade flows, no evidence was found that suggests that the
U.S. was disadvantaged with recspect to attaining scale
economics. In fact, the U.S. was a strong cxporter in
industrics wherc economies of scale (MES) are important.
. Moreover, we did not find substantial advantages ot concen-
tration beyond the levels associated with these plant level
scale economies. There also was no sign of significant
changes in the comparative advantage rclationships with
respect to scale-related or concentration rclated variables.
Conscquently, our data do not support the position that the
U.S. has been or is becoming comparatively disadvantaged by

23 Sce Maskus (1981).



antitrust laws that sometimes discourage high concentration
levels.

3. Macrocconomic cxplanations

Given the stability of U.S. comparative advantage
relationships over time, why has the U.S. trade dcficit
increased by so much? For some industrics, the rise in net
imports may simply reflect the fact that the characteristics
of the industry have changed, so US. firms no longer have a
comparative advantage. In particular, when the know-how
needed to produce a commodity becomes. standardized and
cheap labor beccomes a relatively more important input, we
should expect that US. manufacturers will lose share to
foreign manufacturcrs. However, our data suggest that
industry characteristics have been relatively stable and do
not explain the sizcable changes in trade flows.

As is suggested by simple macroeconomic models, much of
the rise in net imports appears to be attributable to macro-
economic forces that have morec than offset the advantages
that US. firms have traditionally had in somec industries. [n
fact, most industries have cxpericnced increcased levels of
imports, suggesting that cconomy-wide changes underlie the
problem. Examination of macrocconomic variables that could
produce this type of shift in trade flows confirms that the
rise in intcrest rates with the associated increase in the
value of the dollar and, during some rccent periods. the
relatively rapid growth of U.S. aggregate demand appear to
have stimulated nct imports gencrally.

4. Summary

Our statistical analyses indicate that recent trade deficits
are not due to weakening in the industrial characteristics
which historically have Dbeen a source of U.S. strength.
There has been relatively little shifting in cither comparative
advantage rclationships or in industry characteristics that
affect imports and cxports. Indced. the growth in direct
foreign investment, which appears to support the most
dramatic changes in tradce flows that have occurred. has becn
associated with the exploitation of traditional
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US. advantages. Morcover, the shift in thce overall position
of the U.S. rclative to its trading partners has been fairly
general, which is consistent with the argument that individual
microcconomic cxplanations are unlikcly to exptain much of
the recent risc in U.S. trade deficits. Given this finding, it
is probable that the United States’ recent loss in competitive
position is largely attributable to macrocconomic torces. In
particular, it appears likely that changes in rclative intcrest
rates and levels of aggregate demand best cxplain most of
the recent increascs in the U.S. trade deficit.



CHAPTER I
INDUSTRY CHARACTERISTICS INCLUDED IN THE STUDY
A. THEORETICAL OVERVIEW

Two cconomic literatures. international trade and
industrial organization, analyze market ateributes which aftect
import compctition. - Comparative advantage studics in the
international tradc litcrature decal explicitly with how
inter-country ditfcrences in cost and demand structurcs
crcate opportunitiecs for mutually beneficial trade. The
rclevance of the industrial organization litcraturc may be
somewhat lcss readily apparent.  Although cdrly industrial
organization studies typically did not focus on thec importance
of trade flows, thé theoretical concepts used to analvze new
sources of domestic compctition arc applicable to the study
of* international competitiveness. Indeed, there is 2 growing
cconomics literature that applies traditional industriai
organization approaches to . trade issues.?? Morcover,
international trade ct'fects arc increasingly recognized to be
' important dcterminants of U.S. market performance.?S

I. The Cuncept of Comparative Advantage and
Gains from Trade

Fundamcntal to the ecconomic analysis of intcrnational
trade patterns is the assumption that couatrices diller. Some
cconomi¢ models have posited these diftferences directly.,
starting [rom the assumption that pre-trade (autarky) prices
will differ across countrics. Other cconomic analvses have
gonc back a step and shown that difterences in the relative

24 Sec, for cxample, Krugman (1983) and Krugman
‘forthcoming).

2 For cxample, scc Esposito and Esposito. (1971).
Pagoulatos and Sorcnson (1976), Marvel (1980) and DcRosa
and Goldstein (1981).



quantities of resources,?® in the rclative productivitics of
resources,?? and in demand patterns,?® can causc countrics to
have diffcrent autarky pricce structures, which in turn shape
tradc patterns.

The gains from trade that are the focus ol these
analytical efforts arc cvident in even simple cxamples.
Assume that a country must sacrifice threc units of good X
to producc one unit of good Y. In autarky, threce units ol
good X will be bartercd for one unit of good Y. It world
prices are different (say two units of X are exchanged tor
one unit of Y), then the country can gain from trade.?®
Specifically, the country can improve its.position by shifting
resources from the production of X to the production of Y.
For example, assume that the country’s tastes, available
resources, and technology would causc it to producc six units
of both goods in autarky. I[ntcrnational trade at ¢xisting
world prices allows the country to produce 24 units of good
X (6 plus 6 x 3) and tradc 14 units of good X for 7 units ol
good Y. The nect result of this shift in production and
international trade is to provide the country with more of
both goods than it had in autarky (10 units of X and 7 units
of Y).

This numerical example illustrates two kev tenets of
trade theory: (1) therc can be sizcable gains {rom trade and
(2) the direction of trade tilows depends on ditfercnces in

%% Vanck (1963) analyvzed the possibility of dil'l'erences in
natural recsource availability. Keesing (1967) and Lcoatict
(1956) did early work on human capitai/knowicdge dil'l'erences.

%7 Economics of scale may also affect tradc patterns.
Sec Keesing (1968) and Kartrak (1973) tfor carly discussions of
the role of economies of scale.

28 Sce, for example, Branson and Junz (1971) and Pugel
(1978).

2 Gains from trade will be prescnt whenever the world
prices ditfer from a countryv’s autarky prices.
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relative prices before trade, not absolute price differences.®0
The sccond of these points has several less intuitively
obvious implications that may be uscful in interpreting the
empirical results later in the report.3!

* In the framework of comparative advantage models.
it is not possible to "losc" compctitivencss across the board.
If a nation trades internationally, at lcast some ol its
industries must have a comparative advantage and thus be
competitive internationally.

* If a nation’s overall productivity growth is lower
than other countries’ growth, this need not result in a loss
of competitiveness for all industries (if the exchangc rate is
free to adjust). Instcad, there will be a relative decline in
real per capital income. To be sure, the effects may not tall
uniformly on all industries. Industries for which productivity
growth is lower than the national average will be likely to
find themselves growing "less competitive” in the comparative
advantage scensc.

* Capital investment in a particular industry aimed, for
example, at improving labor productivity may not make the
industry (or firm) internationally competitive. This is truc
even in cascs where the productivity gain cxceeds that ot
forcign competitors. [t is possible that the nation's overall
productivity growth will excced that of the industry (lirm) in
questioa. If that happens, the intcrnational competitive
position of the industry (firm) may dcteriorate. despite its
best efforts at improving productivity, although it will be

%0 In the example, we did not have to specify whether
the world prices which led to the 2x1 ratio were S200 to
S100 or S$.02 to S.0l. Either set of prices. no matter what
the country’'s own autarky prices, would lead to the results
noted in the text.

31 For 1 more dectailed discussion of thesc points. see
U.S. Industrial Competitiveness. U.S. Department of Commerce
(1980).



less compctitively disadvantaged than it would have Dbeen
without the eftort.

*  \When industries lose international competitiveness
because of relatively rising prices, this gencrally signals that
resources should Dbe internally reallocated within the
country. Only if relative price changes are transitory or
exceptional technological advances arc expected, will it be
efficient to ignore them. )

* [f average industrial productivity increasés much
faster in one country than in others, it is likcly that some
formerly compectitive industries in that country will become
noncompetitive. This will be true even if their productivity
improves faster than that of their overseas rivals.

2. Industrial Organization Models of Competition

Industrial organization economics is concerned with how
productive activities respond to the demand for goods and
services in particular market contexts. While a compre-
hensive view of demand and supply forces in markcets is
typically found in industrial organization analyses. two
structural characteristics of the market arc often the tocus
of these analyses: concentration and case of ecntry.
Concentration mecasures arc used as indicators of the
coordination problems faced by existing compctitors. The
ease of entry is considercd because it retlects the pressurcs
which existing tfirms face trom potcntial entrants. These two
market characteristics are expected to be important in the
analysis ol iaternational tradc issucs. sincc imports will be
cncouraged by monopolistic pricing by US. bascd (irms and
such pricing will only appear where torcign firms are barred
from entry.3? :

32 while a number of definitions of "barricrs to entryv"
have been proposed, at the heart of these definitions is the
notion that potential entrants are at some disadvantage
relative to established firms which allows the c¢stablished
firms to have the option ol raising their priccs above their
costs if they can successtully coordinatc their pricing
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B. SPECIFICATION OF THE MODEL
WHICH IS TO BE TESTED

l. Dependent Variables

Many explanations of the recent trade deficits implicitly
assume that there have been fundamental changes in the
comparative advantage rclationships which determine U.S.
trade patterns. Hcre, we study the factors which determine
trade flows over time to assess the nature of thesc
rclationships and to examinc how thesc rclationships have
changed.®® '

Subscquent empirical tests in Chapter III focus on the
structure of trade tlows. Import penetration (imports/U.S.
supply), export penetration (exports/U.S. supply), and net
import penctration ({imports - exports)/U.S. supply) are the
primary measures of trade activity which are used in this
study. However, we also use versions of thesc variables
which are adjusted to account for international direct

efforts (Bain (1956); Stigler (1968)). )

33 We tfocus on identifying thc presence of structural
changes in U.S. tradc tlows and the characteristics ot these
changes.  We caution rcaders that our results can not be
uscd to test the predictive accuracy of comparative advantage
trade theorics or to determine conclusively what tactors arc
rclatively abundant in the U.S. Because our model contains
morc industrics than inputs into the production process., the
sign of the regression coctficient may not retlect the relative
abundance of the factor in the US. (Leamer and Bowen
(1981)). However, to the cxtent regression coctficicnts are
stable, the factors which shape U.S. trade patterns (such as
industrvy factor intensitics, U.S. consumption patterns, and
relative U.S. factor ecndowments) are stable. For additional
criticisms of c¢ross-scctional analysis of trade tlow darta, sce
Leamer (1984) and Leamer (1986). :
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investments.34 The individual variables arc defined in
Appendix A. Although tradc penctration mecasures arc uscd
as the depcendent variables, they are referred to in the text
as trade flows, namely imports, cxports, and nct imports.

Trade flows into and out of the U.S. reflect only the
competitive position of the US. as a gecographic unit.
However, as Table 2.1 ind_jcntcs. the number and size of

34 Previous empirical work using dircct forcign invest-
ment by the US. (DFI) and foreign direct investment in the
U.S. (FDI) has not combincd thesc international investment
measures with trade measures, but rather has ‘sought td
comparc investment to trade by cxamining whether the same
variables that explain trade also explain investment. Baldwin
(1979), Gruber, Mchta, and Vernon (1967) and Pugel (1978)
follow this approach. Baldwin finds a nonlincar rclationship
(positive at low and high levels, negative at middle levels)
between education and DFI and positive relationships
between DFI and tariffs, concentration, and transportation.
Gruber, Mchta, and Vernon (1967) find a positive relationship
between R&D and DFI.  Pugel (1978) finds that DFI is
positively and significantly related to advertising intensity,
the fraction of scientists, engincers, and managers in the
work force, natural resources, and concentration, but
insignificantly rclated to capital requirecments. Connor finds
both DFI and FDI to be positively associated with R&D and
consumer goods.

Benvignati (1985), Pagoulatos and Sorcnsen (1973), and
Lipscy and Kravis (1985) take a more directly intcgrative
tact. Beavignati finds that DFI compicments ecxports.
Pagoulatos and Sorensen find a positive association between
DFI and trade generally. Lipsey and Kravis, looking at the
1957 to 1977 period, explicitly combine consideration ol trade
and investment to try to get an overall asscssment of the
relative world position of US. originated managerial and
technological abilities. They find that the U.S. position
changed little over the period, if all multinationals arc
included. '

(93 )
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Direct Foreign [nvestment by U.S. Private Interests and

Table 2.1

Foreign Direct Investment in the U.S

Direct Foreign

Foreign Direct

Year Investment [nvestment
1972 89.9 14.9
1974 110.1 28.1
1976 136.8 30.8
1977 146.0 34.8
1978 162.7 42.5
1979 1879 $4.5
1980 215.4 83.0
1981 228.3 108.7
1982 221.8 124.7
1983 227.0 137.1
1984 233.4 159.8
Source: Economic Report of the President, 1986 and 1979.
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multinational operations are growing. As a rcsult, limiting
the gecographic scope of the analysis by focusing on US.
trade  flows prevents it from fully capturing the
competitivencss of U.S. controlled tirms. [n particular, when
factors are tairly mobile, the movemcnt of tactors may
substitute for international trade. Specifically, dircct forcign
investment (DFI) abroad by U.S. firms may substitutc tor
U.S. exports and torcign direct investment (FDI) in the US.
by forcign firms may substitute for U.S. imports.3® Howcver,
direct investment may also encourage exports from the tirm's
home country to the country where it sct up its subsidiary.3®

To measure the compectitiveness of U.S.-controlled firms,
output manutactured abroad using U.S. know-how must be
recognized, as must the output of forcign-owned enterprises
that operate in the US. Here, import penetration is adjusted

35 Much of the previous work on DFI and FDI has
viewed international investment as a way to circumvent
restrictions on imports imposed by governments. I[ndced. one
rationale for such government restrictions has been that
importers might Dbe induced to invest in the importing
country if restrictions are placed on their importing
activities. A rclatively'early exception to this iatcrprctation
is Gruber, Mchta, and Vernon (1967). They argue that US.
DFI is not simply due to actual or threcatcned trade barricrs.
but to the desire to scll a firm's production, tinance.
markecting or general organizational know-how.

Additional clarification of these two interpretations of
international investment might bc obtained bLv cxamining
country by country trade patterns. Gruber, VMchta, and
Vernon (1967), for instance, suggest that the U.S. compara-
tive advantage .with respect to Europe is much less clecar
than it might be Dbecause of U.S. investment in Europe.
Since such U.S. investment has becn much less substantial in
other areas of the world, trade patterns should more clearly
reflect comparative advantage in other arcas, according to
this view. -

36 Sce, for example, Wysocki (1986).



by adding an estimate of the output of forcign-owned
facilitics in the U.S.37  Similarly, export penctration is
adjusted by adding an estimate of the output by U.S. ownced
facilitics that are located outside of the U.S.38

Adjustment of trade laws for DFI and FDI is cxpected to
affect the rclationship between industry characteristics and
the measurc of trade flows. Thesc effects are anticipated to
differ depending on whether the industry characteristic is
associated with mobile or immobile factors of production.
Specifically, the adjustmecnt of the trade flow data should
help highlight compectitive - strengths that US. firms have
which involve mobile factors of production (such as, some
types of know-how), since US. firms may often exploit these
advantages abroad. In contrast, thc adjustment of the trade
flow data for international, direct investments will cloud the
advantages that are associated with immobile factors. of
production.

We expect, based on the preccding theoretical arguments,
that mobile factors for which U.S. firms have 2 comparative
advantage will evidence a stronger positive (negative)

37 Adjusted imports are equal to industry imports plus
the product of an appropriately scaled measurc of the
relative size of forcign controlled operations to all industry
operations (FDI) and total U.S. output (P). The relative size
of foreign operations is mecasurcd by taking the ratio of
e¢mployment at toreign controlled plants to toral industry
employment. The cquation is:

ADJUSTED IMPORTS = [IMPORTS + (FDI*P).

38 Adjusted exports are cqual to industry cxports plus a
mcasurc of U.S. controlliecd production abroad. U.S.
controlled foreign production is measured by multiplyving a
measure ol the size of this production rclative to U.S.
production in the industry [DFI/(I-DFI)] by total U.S.
production in the industryv (P). DFI cquals a measurc of
foreign production divided by totat (forcign and U.S)
production by the industry. '

ADJUSTED EXPORTS = EXPORTS + (DFI*P)/(1-DFI)].
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association with U.S. exports (imports and nct imports) when
trade flows arc adjusted tor dircct international investments.
Converscly, tactors that arc immobile will evidence weaker
relationships when trade flows arc adjusted for direct
international investments.

Following Gruber et al. (1967) we view technological
proficiency (mcasured by R&D c¢xpenditures) as. somewhat
more mobile than most other factors. In contrast, natural
resource endowments and labor forces appear likely to Dbe
less mobile. Accordingly, we should observe that our
adjustments strengthen the relationship for R&D, but wcaken
it for natural resources and labor force variabies.

2. [Independent Variables

International trade and industrial organization thcorics
highlight the importance of market characteristics in
determining trade tlows. OQur discussion is organized around
four market attributes: production costs, demand conditions.
barriers to new competition and other  structural
characteristics.3?

%9 Following Lcamer (1984), the regression coefficients
we report, and that most other authors have rcported arce ot
the general form <«(AA')!AT, where A is a matrix ol industry
factor intensitics and T is a vector ol net imports. Using
the Heckscher-Ohlin-Yanck cquation, it can be shown that
these coefficicnts also equal -(AA")Y(V-SV,). where V is a
vector of U.S. resource endowments, V,, is a vector of world
resource endowments, and S is the US.s share of consump-
tion of V,. While industry factor intcnsitics will atfect the
sign of the regression. coefficicnts through A, previous
studies suggest that rclative coasumption adjusted factor
endowments, as reflected in (V-sV,), are key in most cascs.
Thus, in the following discussion we predict the coefficient’s
signs based on the assumption that A has a neurtral ctfect.
For our stability tests, we simply assume that A, S, .V, and
V., do not move so as to ecxactly oftset cach othcer. This
appears sensibic, since exact offsets of this tvpc scem highly
unlikely. :



a. Cousts

QOur ecxamination of the e¢ffects of production cost diffecr-
ences on trade flows focuses on threce types of costs:
labor, raw materials, and capital. Each of these has reccived
considerable public attention as a possible source of competi-
tive disadvantage for U.S. producers.

i. Labor

Labor inputs have becn a central element in trade theory
since Ricardo. Leontief (1953) featured labor intensity in his
tests of the Hecksher-Ohlin comparative advantage model.
Subsequent analytical c¢fforts have distinguished between
skilled labor and unskilled labor.% Given the relative
scarcity of unskilled labor in the US. and minimum wage
regulations, establishing a wage floor higher than those in
many other countries, it is not surprising that the U.S.
appears to be at a comparative disadvantage in industries
which employ unskilled labor intcnsively.4? However, the
U.S. is a net exporter of goods that embody large amounts of
skilled labor.4?

40 Leontief also initiated this differentiation of labor
intensity measures (Leontief (1956)).

41 Most studies have found a ncgative rclationship
between net cxports and a mcasure of unskilled labor (Bowen
(1980)).

42 Skilled labor is just one of scveral variables used to
capture the concept of human capital as developed by Kenen
(1965) and others to explain Leonticf™s finding that U.S. im-
ports were capital intensive. The concept has been measured
by assessing skill levels of workers in various industries
(Keesing (1963), (1968); Hufbauer (1970)), educational levels
(Baldwin (1971); Branson and Junz (1971)), and wage diftcren-
tials (Hufbauer (1970): Bharadwaj and Bhagwati (1967);
Baldwin (1971); Keesing (1966); Branson and Junz (1971); and
Waehrer (1968)). A review of human capital measurcment
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Both labor and human capital intensity arc included in
the statistical analyses reported here.  Based on  earlier
studics, we expect imports and net imports to be higher in
labor intensive industries*® and lower in human capital
intensive industries. :

The statistical analyses reported here also employ two
other labor variables, forcign compensation rates and the U.S.
unionization level. Forcign hourly compensation data arc
used to directly rcpresent comparative labor costs.4* [t is

issues is presented in Stern (1976).

Calculation of human capital by capitalizing income
differentials with a single discount rate, such as used herc
and by Branson and Junz (1971), assumes that capital markets
are in long-run equilibrium. Moreover, it assumes that all
income differentials are due to differcnces in human capital.
Observed imperfections in capital and labor markets violate
these assumptions.

43 The labor intensity variable used here includes both
skilled and unskilled labor. As a result, it will reflect
overall labor conditions. For example, it will retflect the
overall usage structurc of US. firms rclative to the foreign
competitors. However, the labor intensity variable is likely
to be weighted toward less skilled industrics, so it may also
be viewed as a measure of the extent to which an industry
relies on unskilled labor. Human Capital is measured as
hourly compensation in an industry minus thc minimum wage.
multiplied by one over the intcrest rate, multiplied by labor
intensity. If unions produce abnormal wage levels, the
human capital variable will capture some union effects as
well. The use of a secparate union variable. however, will
help identify the effect of unionization. The corrclation
between unionization and U.S. wage was .4 in 1981.

4 Under the strict assumptions of the Heckscher-Ohlin
mode!l there will be factor price cqualization. Wage dilfer-
ences do not exist and thus can not aftect tradec patterns in
this model. As a result, economists who have explored this

41



hypothesized that higher foreign labor costs will strengthen
U.S. exports and reduce U.S. imports. A mcasure ol union
activity is included to account for the possibility that union
work rules and related practices adverscly affect US.
competitiveness.4S

Our statistical analyses of the relationship thcse labor
variables have with trade flows will help us assess the
validity of the High Labor Costs Explanation and thc Union
Work Rule Explanation. It industries arc not using labor,
particularly unionized labor, more intensively today than they
were in the past and if the structural relationships between
labor variables and trade flows have not changed significantly
over time, then these two explanations would appear to have
little merit.*®  Put simply, labor force changes will have
been too small to effect such a drastic change in the trade
flows.

model have tended to omit wage variables. The foreign wage
variable is measurcd as avcrage forcign compensation by
industry cxpressed in U.S. dollar equivalents.

S Baldwin (1971) found a positive rclationship between
net exports and unionization. This positive association
between trade and unionization accords with thc gencrally
pro-trade approach of the unions during the 1960s period
studied by Baldwin. Sece Mitchell (1970).

‘6 If structural relationships were stable, with labor
variables positively associated with net imports and use of
(union) labor had increased dramatically, there would be some
support for the labor hypothesis. Similarly, if use of (union)
labor had remained stable, but the structure ot trade showed
major increases in net imports where labor use was high, the
labor hypothesis would be supported. Increases in both labor
use and the association between labor intensity and nect
imports also would support the labor hypothesis. Abscnce of
both types of changes, however, provides no support to the
labor hypothesis.

42



ii. Research and Development

Both the industrial organization and international trade
literatures have recognized that know-how is important to
successful entry into some industries. Morcover, it is
common for both groups of economists to use R&D expendi-
tures as a proxy for the importance of knowhow.
Nonetheless, the overall - relationship between R&D
expenditures and entry is somewhat ambiguous. On the one
hand, large R&D expenditures by incumbents may indicate the
presence of a sizeable know-how advantage that insulates
incumbents. For a country like the US. with advantages in
R&D, R&D intensity should indicate an area-of competitive
advantage. On the other hand, sizeabie R&D expenditures
might indicate that entrants may be able to replicate this
learning less expensively or that entrants may. be able to
develop new products that are different and/or better than
those of established brands, thereby facilitating entry.47 If
so, trade should be greater genecrally with each country both
importing and exporting specialized goods within the same
industry. '

[n the context of international trade, these rclationships
suggest that R&D intensity will have contradictory cttccts on
U.S. import flows. To the extent R&D atlows cntrants to
develop new (perhaps differentiated) products and. therefore.
increases national specialization in producing specitic versions
of diffcrentiable products, it will promotec trade gencrally.
[mports should increase as a result. On the other hand, the
U.S. appears to be advantaged in performing R&D, which
should reduce imports of products that use R&D

47 William Comanor, in particular, has hyvpothesized that
R&D activity signals that an industry is rich in opportunitics
for successful product differcntiation. If so. such industrics
would be expected to expericnce above-normal rates ot ¢ntry.
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intensively.¥®  For exports, the two effects that arc contra-
dictory for imports work togcther to producc a positive
rclationship between R&D and cxports. The U.S. strength in
R&D will incrcasc exports, as will the gencral trade-
enhancing effect of product differcntiation that often
accompanics R&D efforts.

Qur statistical analysis of the influence of R&D expendi-
tures on trade flows will help assess the validity of the
fifth explanation, the Declining R&D Explanation. If
industries are not changing significantly with respect to their
R&D intensity and the relationship between trade flows and
R&D intensity has not shifted significantly, then this
explanation can not account for the sizeable shifts in trade
flows that have been obscrved.

8 Large amounts of human capital appear to be needed
to support R&D efforts. This relationship should give the
US. an advantage in R&D intensive industrics. Some
economists have also argued that a large market for new
products which is located close to the R&D effort is
important for thc development of technologicaily advanced
products. Sincc the US. historically has been advantaged in
both of thesc areas, trade thcorists have predicted that the
U.S. will have a comparative advantage in industries which
use R&D inputs relatively intensively (Vernon (1966)). The
latter approach leads to thc prediction that the U.S. plays
the role of innovator for many products. Whilc the produc-
tion ot the new product is novel and changing rapidly.
production is centered in the U.S. where critical technical
support is readily available. As production becomes more
standardized, however, less technically sophisticated labor
becomes a more important element in dctcrmining cost
competitiveness. Hence, over time, production might be
expected to shift away from the US. Any decline in US.
R&D effort would consequently be expected to result in
declining U.S. competitiveness, with some lag, as production
of old products moves to countrics with checaper unskilled
labor and as fewer new products arise to be produced in the
U.S.
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iti. Raw Materials

Both industrial organization and international trade
thecories recognize that geographic differences in resource
endowments can lead to differences in input costs. Where
raw materials are costly to transport or face other gcogra-
phic trade barriers, raw material input prices can vary.%?
This variation in input costs will, in turn, atfect the logation
ol manutacturing operations and thus trade flows. Tradc
theorists have emphasized this view,%0 often overstating the
case by assuming that raw materials are completely immobile.

For the US,, two types of raw materials appear likely to
have particularly significant effects on tradc (lows. cncrgy
products and other deplcting natural resources.! Domestic
oil prices differed from prices paid by uscrs in other parts of
the wortd. During the 1960s diffcrences in taxation causcd
U.S. manufacturers and consumers to face lower encrgy input
costs than many of their foreign counterparts (Brinner and
Gault (1983)). Not only did this shape trade patterns during
the sudden rise in U.S. energy prices in the 1970s, but the
relative incrcase in-U.S. cnergy prices in the 1970s may have
caused trade patterns to change

49 Baldwin (1971), for example. found that imports arc
more natural rcsource intensive than exports tor the U.S.
Since earlier empirical work found that natural rcsource
. variables wcre correlated with physical capital intensity. it
appears to be important to include these variables to avoid biases.

50 Vanek (1963) provided the lirst detailed
incorporation of natural recsource intensitics in the cmpirical
trade literature.

§1 Depleting natural resources are depletable natural
resources for which U.S. supply appears to be small rclative
to US. demand. For example, coal is a depletable natural
resource that is not classiticd as "depleting,” while many
metals appecar to be depleting resources [rom the USS.
perspective.
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The U.S. is hypothesized to be at a comparative
disadvantage in the production of products that usc depleting
resources intensively. According to this thcory, U.S. firms
are disadvantaged by their location. Delivery costs to U.S.
firms are thought to be higher. And discounts that forcign
producers (often governments) of these inputs may give to
their domestic customers are not available to U.S. firms.

Analysis of the naturc of the rclationship between trade
flows and the energy intensity variablc is important since it
will reflect the importance of the OPEC Cartel Explanation.
If the energy intensity of industries and the relationship
between energy intensity and trade flows has not changed
significantly, then this explanation can not be responsible for
the sizeable changes in the U.S. trade balance.

iv. Physical Capital

Besides labor and raw materials, most production
processes require the use of buildings and machinery. Trade
theorists have hypothesized that countries that have abundant
supplies of physical capital will be at a comparative
advantage in the production of capital intensive goods.
However, many types of physical capital can be acquired on
world markets. If this is the case, industrial organization
theory suggests that capital requircments alone, absent an
association with economics of scale or linancial market
imperfections that inhibit thc acquisition of capital
equipment, should not differ across countrics. Spccifically.
because the increasingly unified world financial market should
provide fairly equal access to the funds necessary to obtain
physical capital, countries should not bec at comparative
disadvantages = with respect to capital intensity.5? Despite

52 All tests of comparative advantage have included
capital as a key resource. In addition. policy analysts have
criticized U.S. capital formation. A number of recasons for
low US. capital formation have been advanced. . Low
US. savings ratios have been criticized; however, world
financial flows would appear to compensate for this. Tax
provisions that favor real estate dcvelopment over manutac-
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this potential weakness in the thcorctical underpinnings of
the argument, economists have emphasized the importance of
-capital to trade patterns. Usually it is assumed that the
US. is abundant in capital and, as a result, has a
comparative advantage in the production of capital intensive
goods.

The analysis of the rclationship between trade flows and
capital intcnsity provides .insights that arec helpful in
evaluating the weight which should Dbe given to the
Inadequate Investment Explanation. If there has been no
change in the relationship between the capital intensity of
US. industries and trade flows, and if U.S. industries have
not changed their capital intensity significantly, then the
capital investment behavior of U.S. firms does not appear to
be a good explanation of the recent surge in net imports.

b. Demand Elements

Empirical 'studics of entry in the industrial organization
literature have been fairly unanimous in highlighting the
importance of growth in demand in encouraging cntry.S3
Stigler and others have hypothesized that growth in demand
¢ncourages cntrants and fringe producers.’ This view is
based on the belicf that increcasing demand assures catrants
that any new supply they introduce will not depress prices to

turing investments have also been noted. And finally, some
commecntators have argued that instability in U.S. {iscal and
monetary policies has made it very diilicult for capital intcn-
sive US. firms to successtully plan ahcad and invest wiscly
(Eckstein (1984)).

53 For empirical studics of entry, sce. lor cxample,
Ductsch  (1975), Gorecki (1975), Harris (1975, 1976), Orr
(1974), and Hilke (1984).

54 Stigler (1968) has been the basis for numerous
subsequent trcatments.
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_ great extent and, as a result, will be less likely to trigger
aggressive responses by incumbents.

International trade theory also predicts that growing U.S.
demand will encourage shipments into the U.S. by forcign
produccrs. ‘However, the focus of this literature is on the
profitability of diverting product from forcign markets and
using excess capacity at foreign plants.

c. Barriers to Import Competition
i. policy barriers to import competition

Barriers to entry either arise from government action or
are the product of market forces. Here, we focus largely on
barriers imposed by goverament policies. However, we do
recognize that economies of scale (especially with- sunk costs)
may also deter entry.

Barriers to entry insulate established firms from the
competitive pressures of potential entrants. In the case of
world markets, firms in protected national markets can raise
domestic prices above world market levels without losing
sales to imports. Both iaternational trade and industrial
organization theory recognize 3 number of government
policies which tend to insulate markets, namely, tariffs,
nontariff Dbarriers (such as quotas or recgulations that
discourage imports), and government subsidization of
particular industries (industrial policy).

Subsequent statistical tests consider cach of these
barriers to entry. Interpretation ol the results for any
barrier to entry generally follows from the basic theory
outlined above. However, the results for the barriers raiscd
by trade policies (tariffs, nontariff Dbarriers, European
government targeting, and Japancse government targeting)
will be somewhat more ditficult to interpret.

Trade barriers which resuit from governmcntal policices
are a direct form of government intervention in international
compctition. While it is gencrally agreed that these barriers
arc likely to slow or reduce the flow of imports, it is not
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clear what the expected empirical relationship is between
import levels and these trade barriers. Since tariffs, and at
least some nontariff barriers, are crcations of the
government, it must be assumed that some sort of market for
such government actions is present. In such markets, it is
commonly believed that the supply of government actions
does not occur spontaneously, but rather is the result of
some demand on the part of constituents.’® Tariff and many
nontariff barriers are unlikely to be an exception to this
rule. This would suggest that tariff and nontariff barricrs
are likely to arise in industries that are subject to increasing
foreign competition, since the demand for protection by
industry members is likely to be strongest here.5® Thus the
direction of the overall relationship between trade .barriers
and trade flows is ambiguous. That is that tariffs and
nontariff barriers reduce imports relative to what they would
have been, but they are most likely to arise in industries
where imports have gained a substantial share of the
market.57

%5 This is the perspective associated with the cxtensive
literature on public choice (Mueller (1979)).

6Demand for trade protection is expected to be a
function of the incremental profitability of protection. While
the incremental profitability of protection may not be largest
where imports are rising, based on earlier empirical work we
suspect that this is likely to be the case.

57 Pugel (1978) reports that imports are positively
related to tariffs when tariffs are the only form of trade
barrier included in the model, but that the sign is reversed
when nontariff barriers are included. Leamer (1974) uses
tarif f measures and notes the potential distortions in findings
caused by omitting nontariff barricrs. Ray and Marvel (1984)
- report interactions between tariff and nontaritt barriers and
suggest that nontariff Dbarriers are increasing since thev
substitute for rtariff barriers which are falling duc to
international agreecments. However, the reliability of these
findings may be affected by a positive corrclation between
industries subject to tariffs across countries (Balassa (1963)).
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The analysis of the effects trade barricrs have on trade
flows rclates direcctly to the Foreign Government Trade
Practices Explanation. To the extent that we obscrve
relatively few shifts in government trade practices during
this period and that there are no significant changes in the
relationships these wvariables have with trade Cflows, this
explanation can not explain the increase in trade dcficits
that has occurred. ‘

ii. Other Barriers: Minimum Efficient Scale .

For industrial organization economists, minimum efficient
scale (MES) indicates the minimum size of-an efficient
entrant relative to the size of the market. The. larger is
MES, the more likely it is that entry will result in excess
capacity and losses for the entrant.5® As a resutt, MES is
often interpreted as a form of barrier to small scale entry.%®

Other tariff research has been devoted to finding
relationships betwcen industry characteristics and tariff or
nontariff barriers. For example, Baldwin (1976) and Balassa
(19635, 1977) suggest that tariffs in the U.S. discriminate
against imports of agricultural, textile, and consumer goods.
Ray (1981) concludes that both tariff and nontariff barriers
arise in industrics where the U.S. does not have a compara-
tive advantage and that there are svstcmatic diffcrences
between the types of barriers used in various industrics.
Tariffs are associated with low skill industries. Nontarilf
barriers are used with capital intensive industries, homo-
geneous products, and atomistically structurcd industrics.

58 A complete analysis also requires consideration of
whether the assets invested in the industry are sunk. .If
they can be switched quickly and costlessiy to other indus-
tries, the problem noted in the text wiil not be significant.
Baumol (1982).

9 Bain (1956).



Where MES is large,®® entry is less likely, according to
numerous studies.

Intcrnational trade cconomists have included measurcs of
MES in thcir studies of trade flows. In thesc studies, MES
is viewed as a technological characteristic of the production
process. Countries arc believed to vary with respect to their
ability to perform large scale operations. U.S. firms arc
betieved to have comparative advantage because of the
relatively large size of the U.S. markect.5!

While these arguments suggest that the U.S. should have
a comparative advantage in the trade of products where MES
is high, this need not be the case. If MES is important, but
access to particular inputs is also important and thése inputs
are costly to transfer internationally, MES may lead to a
concentration of production near a subsct of the locations
where the inputs are available. This will cause MES to be
positively associated with trade (both imports and exports).
The direction of this trade will depend on the location of the
immobile inputs that are utilized. Combining these

80 MES is usually mecasured at the plant level, as we do
here, however, firm lcvel economies of scalc may be présent
as well.

81 Perhaps the strongest expression of this view
appears in Katrak (1973) where it is argued that U.S. trade is
largely due to MES. Gruber, Mchta, and Vernon (1967)
similarly argue "The sale of products for the overseas
markets, especially products that have high technology inputs,
cannot easily be achieved by an industry of small firms
whose innovational stress borders on artistry. The U.S.
model of the highly concentrated mass innovator scems
closely to approximate the cffective pattern tor the
successt'ul exporter.” Other authors have tound somewhat
more modest relationships. Baldwin (1971) found the MES
was an important tactor for exports but less so tor imports.
Branson and Junz (1971) found little relationship between nct
trade and MES. Pugel (1978) similarly tfound only weak
support for an association between nct tradc and MES.
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theoretical insights suggests that MES will be positively
associated with U.S. exports, but may Dbe positively or
negatively associated with imports and nct imports.

Alternatively, it might be observed that as tradc has
bccome more important, MES cffects should become less
determinative. [If so, MES should be less connccted with
both imports and exports.

The statistical analysis of the relationship betweecn MES
and trade flows provides some insights into the Antitrust
Explanation. Critics of U.S. antitrust policy suggest that
antitrust policies have incrcasingly prevented US. firms from
reaching the scale of operation that would allow them to be
effective world competitors. Here, we coiisider whether
there is evidence that US. firms are unable to attain piant
level economics.%?

If antitrust regulations have increasingly hindered the
competitive cttorts of US. firms to attain plant level
economies of scale, it should be reflected in the perform-
ance of high MES industries wherc antitrust policies are most
likely to be binding. Specifically, if US. firms have becen
unable to attain plant level economies of scale, then the
relationship between MES and imports or net imports should
become increasingly positive over time. Similarly the
relationship between MES and exports should be decrcasing
over time if antitrust is increasingly hampering international
competitiveness of U.S. producers. [{ no change is ¢cvident in
the rclationships betwecn MES and trade {lows or if the U.S.
compectitive position in high MES industries has improved.
then it is unlikely that antitrust laws have prevented US.
firms from attaining economies of plant size that they neced
to compete internationally.

62 Subscquently, we will consider firm level economics
of scale. Sce our discussion of the Herfindahl Index which
follows.
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d. Other Structural Characteristics

A number of other structural characteristics of markets
are recognized in statistical tests to control for relationships
which may affect trade patterns. These characteristics
include: whether the industry is largely a consumer goods
industry, the Herfindahl Index of industrial concentration,
and a measure of the geographic extent of markets.

i. Consumer Goods

Consumer goods industries have traditionally been treated
separately in industrial organization models because it is
believed that greater diversity in tastes and different search
activity by consumers make competition in consumer goods
industries qualitatively different than competition in producer
goods industries.3 To check for this possibility, we follow
the convention of examining consumer and producer goods
industries separately in part of the analysis.

ii. Herfindahl Index of Industrial Concentration

Industrial organization economists typically include
measurcs of market concentration in their analysis of market
performance in order to capture some of the difficulties that
firms in an industry will encounter if they attempt to
collude. More directly, concentration measurcs how large the
largest firms have become rclative to the whole industry.
This will be, in part, a Cfunction of the stringency of
antitrust enforcement policies such as merger regulation and
monopolization restrictions.

Using this latter interpretation  of  concentration
measures, it is possible to test an additional aspect of the
Antitrust Explanation. Specifically, it is possible to consider
the extent to which antitrust laws prevent U.S. firms from

83 Branson and Junz (1971) note substantially ditferent
historical patterns betwcen trade in consumer goods and
trade in other products.
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attaining firm level economies of scale.8%  Critics of anti-
trust regulation argue that antitrust laws have prevented US.
firms from growing to attain firm-level cconomics of scale,
and thus have hindercd the ability of US. firms to compcte
in international markets. Since any antitrust constraints are
likely to have their largest effects on concentrated markets,
this argument implies that the relationship between imports
or net imports and concentration should have become
increasingly positive over time. Similarly, the relationship
between exports and concentration should have become
increasingly negative over time. As a result, if the observed
relationship between concentration and net imports has not
changed in these ways, antitrust policies are unlikely to have
been central to the declining trade balance.

iii. Localized Shipments

The extent to which shipments are local (largely within
100 miles of a plant) is employed as a measure of the natural
geographic scope of the industry following Elzinga and
Hogarty (1973). International trade should be lower than
expected in industries that are localized by high
transportation costs or other factors, such as spoilage,
fragility, local regulations, or local taste differences.®5 Our
intent is to separate out industries that would normally have
extensive trade flows, but do not because of special
technical, demand, or legal conditions.%¢

64 Earlier we used MES to cvaluate whether the
antitrust laws discourage U.S. firms from artaining plant
level efficiencies.

65 pugel (1978) found that exports were higher in
industries which shipped greater distances in general.

66 While one would expect to sce no trade at all in
truly local industries, the aggregate nature of SIC
classifications means that some trade will be observed in our
local industrics sample.



C. SUMMARY

The industrial organization and international trade
litcratures indicate that international trade flows are shaped
by a number of industry attributes. I[n this chapter, we
reviewed thesc attributes, explaining how cach rciationship is
expected to affect trade flows. Table 2.2 summarizes this
discussion. [t lists the cost, demand, barriers to import
competition and other structural characteristics whjch arc
expected to determine trade flows. This table also indicates
the relationship these - variables are expected to have with
the three basic types of trade flows we will study.

Table 2.2 reflects the basic relationships we plan to test.
While it includes many of the variables that shape trade
flows, some variables that appear important a priori are
omitted because we could not locate data covering these
areas. U.S. government regulations, export controls, and the
input mix used in other countries are examples. Nonetheless.
the relative completeness of our data set encourages us to
proceed with the testing of relationships using our data set.

To test the gencral relationships discussed in this section
and summarized in Table 2.2, we construct a specific modecl.
Table 2.3 presents the most complcte version of the models
we will study. [t employs the assumption that the
independent variables which shape trade flows are reclated to
those flows in a simple linear fashion. These functional
relationships are used both in our study of imports, exports.
and net imports and in our examination of trade tlows that
are adjusted for international direct investment flows.

w
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Table 2.2

[ndustry Characteristics Which Affect Trade Flows

Industry Charagteristics Expected Rchtionggigo‘
Costs
!mmﬂl EEEORI ;!QC !mggﬂ!
Labor
Labor [ntensity + - +
Human Capital [ntensity - + - N
Unionisation + - +
Foreign Compensation - + -
R&D Intensity /- + +/-
Raw Materials -
Nonoil Depleting Resources + - +
Energy [ntensity + - +
Capital Intensity - + -
Qemand
[ndustry Growth + N +
Barriers & e Competitio

Policy Barriers

U.S. Tariffs +/~ NA +/-
U.S. Nontaciff barriers +/- NA +/=
Foreign Tariffs NA +/- +/-
Foreign Nontariff Bacriers NA +/- +/-
European Targeting + - +
Japanese Targeting + - +

Other Barriers
Minimum Efficient Scale - + -
Other Struct C taristi
Consumaer Goods c (o] c
Herfindahl Index + +/- */-
Localised Markets -/C -/C  +/-/C

A + indicates that an incresse in s variable representing the industry
characteristic is expected to lead to an increase in the trade flow. A -
indicates just the opposite reiationship. A +/- indicates that contradictory
effects are present. NA indicates the variable is not expected to affect a
particular type of trade flow. C indicates that the variabie is a control
variable which is used to segment the sampie. ’
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Table 2.3

Equation Specification for the Full Model

Imperts
Imports = By + B,ENERGY + B,DEPLRES + B,LABOR + B,CAPITAL
+ B{GROWTH + BgUSTARIFF + B,USNONTAR + BgMES + BLOCAL
+B,oJPTARG + B) ,EURTARG + B|,UNION + B, ,HERF + B, ,FPAY
+ B gHUMANK + B,gR&D
xports
Exports = By + B;ENERGY + B,DEPLRES + B,LABOR + B,CAPITAL
+ BsGROWTH + BgFTARIFF + B,FNONTAR + BgMES + BgLOCAL
+ B gJPTARG + B, EURTARG + B, ,UNION + B, HERF + B, ,FPAY
+ B,HUMANK + B 4R&D
Net Imports
Net Impores = By + B ENERGY + B,DEPLRES + B,LABOR + B, CAPITAL
+ BsGROWTH + BgUSFTARIFF + B,USNONTAR + BgMES
+ BgLOCAL + B, JPTARG + B,,EURTARG + B ,UNION
+ By3HERF + B, FPAY + B, gHUMANK + B 4 R&D
+ B;FNONTAR + B,4FTARIFF

Note: All variables are discussed above and defined in Appendix A.
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CHAPTER III
EMPIRICAL RESULTS
A. INTRODUCTION

In Chapter II, we drew upon the industrial organization
and international trade literatures to idecntify industry
characteristics that are likely to affect U.S. trade flows (see
Table 2.2). We then specified modcls that relate these
factors to trade flows (see Table 2.3). In this chapter, wc
report the results of statistical tests of the models we have
specified in order to determine if there have been structural
changes that explain the increased trade deficit. These tests
examine the sign and significance of particular coefficients
and check whether these coefficients have changed over time.
In addition, wc conduct a number of scnsitivity tests to
determine the robustness of our basic results. Before
reporting our rcsults, we discuss the data we usc in our tests
and the types of empirical tests we employ. Changes in
industry characteristics might also lcad to an increcascd trade
deficit reclated to our seven "microeconomic” causes. We
analyze this possibility in Chapter [V.



B. DATA USED IN EMPIRICAL TESTS

To perform the empirical analysis we report here, we
assembled data on industry characteristics and trade flows
during the 1975-1984 period. Data covering 360 four-digit
manufacturing industriecs were available over the 1975-1981
period. For a sub-sample of 122 industrics, trade data were
also available for the additional years of 1982, 1983 and 1984.

The data set assembled for this project represents an
advance over previous data sets in a number of regards.
First, the data reaches into the 1980s. Most pravious etforts
used data sets which stopped in the mid-1970s or earlier,
before the recent large trade deficits occurred. As a result,
these studies can not be used to test for the existence of
major shifts in the structure of U.S. trade patterns during
the late 1970s and early 1980s.

Second, the four-digit level of aggregation available with
several of the variables used here provides more dectailed
observations with less aggregation than nearly all prior
studies.” This reduces the risk that grouping of industrics
together has muffled rclationships and changes in relation-
ships. ‘

Third, as noted in the introduction, the array of forcign
trade policy variables used hcre is considerably more
complete than in precvious studics. Variables on torcign
nontariff Dbarriers and European and Japanesc industrial
targeting are, as far as we know, presented for the first
time in this study. However, time series of obscrvations tor
these varaiable are not available.

87 Four-digit level data were not available for some
variables. Where only morc aggregated data were available.
the four digit industrics were assigned the values of the
related two or three-digit level observations.

59



Detailed descriptions of how ecach variable is det'ined and
where the data were obtained are contained in Appendix A.68
The sources are primarily published U.S. government
statistics, although some unpublished government statistics
and privately-collected statistics are also used. Brictly, the
variables are defined as follows:  The factor intensity
variables (Labor Intensity, Capital Intensity, R&D I[ntcnsity,
Energy I[ntensity, and Human Capital [ntensity) are calculated
by dividing dollar values of the relevant industry input by
the industry’s value added.®® Five variables are 0-1 dummy

68  One difficulty in using data collected by diffcrent
parties is that industry definitions often do not match
precisely. In such cases, use of a concordance is necessary.
Appendix A notes the procedures used to build thesc
concordances. :

8 This procedure controls for differences in industry
size which may affect the statistical properties of thc model
by causing the error term to vary across obscrvations
(heteroscedasticity).

Others who have completed similar studies have
recognized this problem (Branson and Junz (1971)). It is
conventional to control tor this problem, as we have done,
by scaling the variables by somc measure of industry size.
In similar studies, c¢conomists have recported scaled and
unscaled regressions. Evidently, the rcsults do not change
significantly (Branson and Monovios (1977)). Howecver, tests
for heteroscedasticity indicate that an adjustment in the
data, such as the one we employ, is appropriate.

We used value added, rather than other divisors, such as
the square root of sales, because we think it has a conceptu-
ally better basis. Specifically, it measures the size of the
industry fairly simply and helps place the size of the input in
a proper context. For exampie, an important aspect ol
jewelry manutacturc is the gem cutter’s skill.  Yet if the
wages of the jeweler are measured relative to final valuc of
the product, skilled labor might appear to be unimportant.
given the size of raw matcrial costs. By using valuc added.
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variables which indicate the presence of a particular industry
attribute (Localized Shipments, Japanecse Targeting, European
Targeting, Forcign Tariff Barriers, Consumer Goods [ndustry,
and Depleting Resource [ndustry). The Unionization variable
indicates the percentage of U.S. production workers who are
union members. The Foreign Wage variable :is the hourly
compensation of foreign workers. Because Europcan and
Japanese values for this variables are so highly correlated,
we use Japancse hourly compensation as the Forcign Wage
variable. Demand Growth reflects the percentage change in
U.S. consumption between 1972 and 1981. The Herfindahl
Index is the sum, taken across all firms in the industry, of
the square of cach firm’s share in the industry. Minimum
efficient scale (MES) is defined as the average-share of the
largest plants making up 50% of the industry output.”
Foreign Nontariff Barriers are measured by counting the
number of nontariff barriers against U.S. exports recorded by
UNCTAD tfor Japan and the European Economic Community
nations.

Because of data limitations, we were forced to assign
values to some SIC's for some variables in some vears.
These assignments arc discussed in detail in Appendix A.
Basically, we had to assign two-digit SIC level values for
R&D, cnergy intensity, foreign targeting, and intcrnational
direct investment to the associated four-digit industries.
Similarly, we assigned thrce-digit SIC values for unionization,

we place the activities performed in the industry in the
context of what the industry actual docs. Others have uscd
value added as well (Keesing (1967)). However, to tacilitate
comparison of our results with studies that used the square
root of the value of shipments, we also report those recsults
in Appendix D. As will become cvident, the findings arc not
particularly sensitive to this adjustment. Moreover, it
appears that the approach we use may eliminate more of the
heteroscedasticity than those used by others.

70 This is a standard way to empirically measurc MES.
For example, see Comanor and Wilson (19735), p. 112,
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U.S. nontariff barriers and some foreign tariff barriers to the
relevant four-digit industries.

An additional data limitation was the-lack of time secrics
observations for some variables. We have data for cach
industry for only a single point in time for the following
variables; unionization, decpleting natural resources, trade
barriers except U.S. tariffs, forcign targeting, MES, and
localized shipments. As a rcsult, we must assume that these
industry characteristics did not change significantly over the
time period for these variables, that changes in these
characteristics would have little effect on trade flows, or
that the characteristics changed in ways congrary to the
microeconomic explanations we are examining.”? As discussed
in Chapter 4, we found that the elasticities of the trade flow
variables with respect these variables are small, hence trade
flows are not very sensitive to less than radical changes in
these variables. We also obtained suppiementary intormation
on these variables to confirm the assumption that these
variables werc gencrally stable over the period being studied.

"l See discussion in Section B. of Chapter IV.
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C. STRUCTURE OF EMPIRICAL TESTS

The basic statistical technique that is used in our
analysis of the data is multiple regression.”® This statistical
procedure allows us to obtain estimates of the coefficicnts in
the models we proposcd in Section II. Using these estimated
regression cocfficicnts, we perform statistical tests to
determine the significance and stability of these relationships.

A number of different regression studies were done.
These studies differ with respect to the time period' that is
examined, the variables that are included in the study, and
the functional form of the economic relationship that is
tested. -

Individual regressions were run using the data for the
sample industries for each year from 1975 and 1984. The
resulting regression  coefficients indicate . how trade
penetration varied with differences in industry characteristics
in a particular year. We supplemented these annual
cross-section regressions with regressions which are based on
pooled cross-sectional data for two different years (first and
last years of the data sects). Statistical tests based on this
pooled data allow us to test for the existence of significant
shifts in the structure bectween the beginning of our sample
period and the end of that period. Whenever the discussion
refers to changes in the structure and composition of trade,.
we are testing with pooled regressions that incorporate the
first and last years from a span of years. Othcrwise the
regressions use single vear cross-sectional dara.

The bulk of our analysis reliecs on tests involving the
entire sample of 360 industries for which we have data from
1975 to 1981. However, we perform some sensitivity analvses

A regression is a statistical technique used in the
social scicnces to estimate relationships between variables in
situations in which controlled experimentation is not possible.
In a multiple rcgression. values tor the dependent variable,
the trade penctration data in this case, are explained by the
independent variables. Sce Kmenta (1971).
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for the subsample of 122 industries for which we have more
recent data to sce if there is any evidence of shifts that
occurrcd during the 1981-1984 period.

The regressions reported in the study also differ with
respect to the types of trade flow mec.:ures that are studied.
As noted above, scparate regressions focus on imports,
exports, and nct import trade flows. A second sct uses a
trade measure that adjusts these trade flows for production
by foreign owned firms in the US. and by U.S. owned firms
abroad. For each of these scts of trade flow measures, we
tested three different specifications of the independent
variables that are belicved to affect trade flows. We did this
to determine the stability of the observed relationships and
to facilitate comparison with previous studies.

The first specification consists of the basic variables that
have been included in many empirical tests of the Hecksher-
Ohlin comparative advantage model.™ Specifically, it

. ™ As suggested above, our analysis is akin to some
empirical tests of the Heckscher-Ohlin comparative advantage
theory of trade, although we do not view our coefficients in
this way. )

In interpreting the results reported here and clsewhere,
the coefficients cannot be interpreted as indicating factor
abundances. A large number of conditions must be satisficd
for this to be the case (Aw (1983); Anderson (1981); Leamer
and Bowen (1981); Leamecr(1986)). Even if these conditions
hold, one needs to know the reiative factor supplics abroad
in order to interpret the -signs of these coefficients as
conclusive evidence of factor intensitics. since it is rclative.
not absolute, factor intensity that matters. Nonctheless, the
coefficients do reveal the structural characteristics ot U.S.
trade in manufacturing products. In particular, the regres-
sion coefficients provide measures of the relationship between
trade performance (or comparative advantage) and product
characteristics.

Harkness (1981) has challenged the claimed stringency
of the assumptions. Central to this debate is the degree of
complimentarily between factor inputs. [f factors are highly
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includes labor intensity, physical capital intensity, human
capital intensity, and research and development (R&D)
intensity. We have two recasons for estimating the
coefficients for this model. First, it provides a simple check
on the rcasonablencss of the data we are using. We should
find the same types of relationships as previous studies have
found for the overlapping years. Second, it allows a
preliminary look at stability of the trade flow relationships
over time. :

The second set of regressions includes all ‘of the
independent variables present in the first set of regressions
and adds explicit trade policy variables, including U.S. and
foreign tariff and nontariff barriers, along with the minimum
efficient scale variable and the depleting natural .resources
variable. This specification represents a somewhat expanded,
but nonetheless traditional, comparative advantage model that
includes the most widely used barriers to entry variables.

The third model, shown in Tables 2.2 and 2.3, includes all
of the elements in the second model plus energy intensity,
growth in demand, Japanese and European government
targeting, unionization, the Herfindahl index of industry
concentration, a localized shipments indicator, and foreign
compensation rates. This is our full model. We limit our
discussion of the magnitude of the coefficicats of variables
to this model, since we believe that this is the appropriate
specification.™

complementary, it is less likely that the parameters have a
simple factor abundance interpretation.

" We employ only direct factor inputs in our measures
of factor intensities. This approach has been criticized
(Baldwin (1971)). However, there are rcasons for believing
that our findings would not change significantly if we also
included indirect factor inputs (Stern and Maskus. (1981)).
Moreover, there are also arguments for using our approach.
especially in regression analyses (Batra and Casas (1973);
Krueger (1977)).
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After testing these thrce models on the full data sct of
the 1975-1981 period, additional regression studies were
conducted to test the scnsitivity of thesc basic models to
other factors that might influence observed relationships.
First, we tested the modcls using the subsample of industrics
for which we obtained more recent trade data. Second, we
tested subsamples defined by selected industry characteristics
to see if resulets differed. Specifically, the sample was
divided into consumer and producer goods industries to sce if
relationships differed for these two groups of industries. We
also separated the sample into nationally and internationally
traded products, since thc model was expected to provide a
better fit for industries with extensive international trade.
Third, we tested the basic trade flow equations for the
possibility that key expianatory variables (R&D and Human
Capital) are shaped simultaneously by trade flows. = Finally,
we explored whether our results are sensitive to the division
of factor input levels by value added to correct for hetero-
scedasticity, '
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D. REGRESSION ESTIMATES OBTAINED FROM
BASIC UNADJUSTED MODELS

1: Simple Comparative Advantage Model

Table 3.1, contains the results for the simple comparative
advantage regression model. For this fundamental trade flow
model, labor intensity is positively and significantly associ-
ated with imports and net imports, but negatively related to
exports.”™ US. imports and net imports are significantly
lower and exports are significantly higher in human capital-
intensive industries. These findings suggest that the U.S.s
comparative disadvantage with respect to labor intensive
products results from a U.S. disadvantage with respect to
unskilled labor inputs.”® :

™ The overall degree to which the values of the
dependent variable are explained by a particular set of
independent variables is measured by the R-square statistic.
The degree of certainty that the whole set of independent
variables are affecting the dependent variables is measured
by the F-statistic. The t-statistic is used to evaluate the
statistical significance of a particular c¢xpianatory variable.
For all three statistics,, larger values mean greater
significance. Unless othcrwise stated, coefficients, which are
reported as "significant” in the text, arc significant at the
.05 level for at lcast onc year using 2 two-tailed test.

® We have employed a measure of human capital
similar to those commonly used in the international trade
literature. (See for example, Branson and Monoyios (1977);
Stern and Maskus (1981); and Stern (1976).) This mecasure is
obtained by subtracting the lowest wage for the sampile from
the average wage for the industry, then multiplving this
difference by the labor intensity variable, and then dividing
this product by one tenth. (Dividing by on¢ tenth calculates
the present value of a perpetuity with an intcrest rate of
10%.) Since education has also been used as a proxv for
human capitai, we experimented with an median education (by
industry). The results were similar. '
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Tal;la 3.1

The Simple Comparative Advantage Model for the U.S.

Independent Net Imports Imports Exports
Variable 1981 1973 1981 1978 1981 1978
Labor [ntensity .330° .238° .204° .141° -.128° .094°
(5.34) (4.18) (3.73) (3.04) (-3.58) (-2.58)
Capital Intensity .002 .002 .001 .001 -.001 -.001
(.29) (.19) (.11) (.10) (.34) (-.17)
Human Capital  -004°  -.004°  -002° -002°  .001° .002°
Incensity (-5.12) (-5.14) (-3.68) (-3.37) (3.32) (3.67)
R&D Intensicy -.003+ -.004+ .002 .002 .008*  .006°
(-1.78)  (-1.88)  (1.08) (1.49) (4.78)  (4.78)
[ntercept -.067 -.034 .031 .029 .098 .064
R-1q. 137 131 .054 .041 .146 156
F 14.17° 13.34° 5.10° 3.80° 15.13° 16.41°
N 380 360 360 380 360 360

Note: The figures in parentheses are t-statistics.

+ Indicates significant at the .10 level for s two-tailed test.
# [ndicates significant at the .05 level for a two-tailed test.
* Indicates significant at the .01 level for a two-tailed test.
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This view is confirmed to some extent by the fact that
R&D intensity, which is undoubtedly intensive in skilled
labor,”7 appears to have the samc relationship  with the
export and net imports trade flows as does human capital.
However, the “product differeatiation” aspect of R&D
activities appears to lcad to a positive, but still insigniticant
refationship between R&D and import penetration levels. In
more comprehensive modcls, this positive import relationship
more than compensates tor the export relationship in some
net import regressions. .

. QOur statistical analysis of the core ‘trade flow model
found no statistically significant relationship between physical
capital intensity and trade flows. As a result, the signs of
the capital variable regression coefficients can not be given
much weight.

The results reported in Table 3.1 suggest that the statis-
tical significance of some of the relationships appears to be
increasing a little over time. However, statistical tests using
pooled regressions (Appendix B.la) indicate that none of the
changes in the regression cocfflicients is statistically signifi-
cant.’”®  Together, the annual cross-sectional and pooled

7 The high correlation (.495) between our R&D
expenditures variable and the median vears of education
suggests that R&D is skill intensive. However, the
correlation between the wage-based measure of human capital
and R&D is somewhat lower (.332).

™ The statistical significance of 'the change in
coefficient values can not be evaluated using the results in
Table 3.1. Other runs, based on the mcthodology suggested
by Kmenta (1971), p. 373, were used tor this purposec. This
technique involves creating an interaction term between each
variable and a year dummy variable that distinguishes the
beginning of the period (1973) from the end of the period
(1981) and incorporates these interaction terms in each
regression. If a particular dummy variable has a signiticant
cocfficient, the change over time for that particular variable
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regressions suggest that the U.S. has, and has had for some
time, 2 comparative disadvantage in producing products that
are labor intensive and a comparative advantage in producing
products that use human capital and technological know-how
intensively.™

For purposes of comparison, Tables 3.2 to 3.4 provide a
summary of previous studies that explored these four trade
variabtes. With respect to both the signs of the coefficients
and the significance levels, our results are quite similar to
those of  previous studies, even though many of these
studies covered earlier time periods. Maskus, for example,
using three digit 1958 to 1976 data, found the samec pattern
of significant relationships for net imports, tmports, and
exports.%0 .

is statistically significant. QOther techniques that involve
pooling all data were not employed since they required morc
time series data than was available or add little to the
analysis.

™ The signs and significance levels in the initial
comparative advantage model parallel the simple correlations
for these variables. Labor intensity is positively correlated
with net imports (.169) and imports (.128) and it is negatively
correlated with exports (-.108). Capital intensity is weakly
correlated with two dependent variables, -.046 for net
imports,-.039 tor imports. The correlation is .023 for
exports. Human capital is negatively correlated with nact
imports (-.232) and imports (-.127) and it is positively
correlated with exports (.219). The corrclations of U.S. R&D
intensity are similar to those for human capital with rcspect
to net imports (-.185) and exports (.307)." For. imports.
howevér, the correlation is negative (-.057).

.Appendix C lists the correlations.

8 We focus on Maskus' results because his book
(Maskus (1981)) and article with Stern (Stern and Maskus
(1981)) are among the few studies that resemble our effort to
look at both trade patterns and changes in trade patterns
over time. '
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Table 3.2

Summary of Previous Empirical Studies Net Imports®
(Studies are listed by number in parentheses. The list of scudies foilows on the

next page.)
‘r;cd R&D
Labor _(Eng. &
Or Un- Human Scient.
Sign of Capital/ skilled Skilled Capital Or R&D
Coeft.** Labor Capital Labor Labor © or Wages Exp.)
Neg. Sig.  (9) (9)(3) (9)(8) (1)(2) {4)(3)
(16)(17)  (S)(8) (2)(9)
(7)(14) (11)(18)
) (16)
Neg. lnsig. (4)(3) (10)(11)  (4}(3) (2317
(1)(8) . (2)(8)
(18)
Positive (18)(17) (2)(8) (4)(3) (4) (2)(1)
Insig. (10) (1) (s)(8)
(9)(10)
(11)(16)
Positive (11)(14) ($)(8) (4)(3)
Sig. (15) (7)(2) {1)(2)
(s)(8)
(M)

*  The literature has predominatsly used net exports rather than net imports.
Hence the signs shown in this table have been reversed to accord with the nec
import penetration variable used in this study.

**  Significance of the test that the coefficient equals zero at the 10 percent
confidence level for a two-tailed test and at the S percent level for a one-tailed
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Table

.2.-Continued

Sources: Study & Specification

Equation Years in SIC Type
Number Author Study* Level Regression Specification
(1) MASKUS 1958-76 3 digit oLs (NX/S) = fI(L.S),
(1981) (K/S).(H/S)|
(2) MASKUS  1958-76 3 digit oLs (NX/S) = f(L/S),
(1981) (K/S).(H/S),
(R&D/S) or
(ES/S)I
(3) MASKUS 1960, 3 digit oLs (NX/S) = €{(L.S),
(1981) 1970 (K/S), (H/S) :
(ES/S).(T)
(4) MASKUS 1960, 3 digit oLs (NX/S) = fl(L.S),
(1981) 1970 (K/S).(H/S).(T),
(MES),(CG).(D)]
(s) STERN &  1958-76 3 digit oLs (NX, s”'& =
MASKUS r(S)
(1981) (H, s/z) (s”-)l
(8) BRANSON & 1963, 3 digit oLs NX = {(K.H.L)
MONOYIOS 1976
(1977) ,
(7 BRANSON & 1963 3 digit’ oLs (Nx st/?y =
MONOYIOS 1976 f(S).(K.S),
(1977) (H.S),(L.S* =)
(8) BRANSON & 1963 3 digit ~ oLs NX sl =
MONOYIOS : r(st/ 3 ks
(1977) (Ls sy,
(LL st/ey
(9) HARKNESS 1962 3 digit LOGIT NXD = f{(K.L).
& KYLE non-NR (ES/L).(US/L),
(1973) (SW/L}!
(10) HARKNESS 1962 3 digit LOGIT NXD = f(K/L),
& KYLE (ES/L).{LL L),
(1973) {SW/L),NRD]

72



Table 3.2--Continued

Sources: Study & Specification

Equation Years in SIC Type
Number Author Study*® Level Regression  Specification**
(11) BALDWIN 1962 2 digit oLs [NX/(x+m)| =
(1971) fl{K/L).(ES/L),
(J[.'w. (nm'
(EAM)L . (MES),
_ (UNION)
(14) BRANSON 1964 3 digit oLs NX = fI(X/L),
& JUNZ (H/L) MES,
(1971) FTD|
(18) BRANSON 1964 3 digit oLs 'NX = f{(K/L),
& JUNZ (H/L).MES FTD,
(1971) R&D/VA)
(16) HARKNESS 1958 3 digit oLs (NX,8) =
(1978) fl(K/8),
{LAND/S),(NR),
(ES/8).(USs/S),
{sw/s))
(1n PUGEL 1967-70 4 digit oLs (NX) = q(K/L),
(1978) S
{SW),(NR),
(ES/L)|

* Based on dependent variable, since some studies combine trade variables one
year with independent variables for another.

** In this table X = exports in dollars; WX = world exports in doilars, M =
imports in doilarss; NX = (X-M); C = industry consumption calculated as (S=\~-M);
NXD =1 if X=M>0 and O other- wise: § = industry sales in dollars; VA = value
added in dollars; K = capital in dollars;: H = human capital calculated by the
“discount” formula (W, - W',) L;;/.10 (where Wi, = average industry wage, w',
inedian wags| for all workers with 8 years or lese education, and L“ = indusery
employment; W = total wages in industry; R&D = totai dollar expenditures: E&S =
total engineers and scientists; T = US Tariffs (import duty/import value); MES =
scale economies (variously measured); CG = consumer goods ratio (variousiy
messured); SW = skiiled workers (number of foremen, professional managers and
operstors); LS = skilled labor (scientific, professional and technical employees or
similar measure); LU = unskilled labor: F = farm workers {(number of nonfarm
labores and service workers or simular measurs); SW = service workers; NRD =
jummy varisble that equais 1, if natural resource industry and otherwise; FTD =
first trade date; LAND = various types of land inputs; Local = indicator of local
markets; NTB = nontaciff barrers; and Quota = quota.

73



Table 3.3

Summary of Previous Empirical Studies: Imports®
(Studies are listed by number in parentheses. The list of scudies follows on the

next page.)
Tocal R&D
Labor (Eng. &
. Or Un- Human Scient.
Sign of Capital/ skilled Skilled Capital - Qr R&D
Coefl."" Labor Capital Labor Labor or Wages Exp.)
Positive (1)(3) (1)(8) . (2)
Significant® (4)
Positive (1(2) (1)(2) (2 (2)
[nsig-
nificanc®
Negative (2) (2) (4) (2) (2)(4)
[nsig-
nificant®
Negative A (1)(3)
Significant”®

¢ Significance of the test thas a coefficient equals zero at the 10 percent
confidence level for a two-tailed test and at a 5 percent level for a one-tailed
test.
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Table 3.3--Continued

Sources: Study & Specification

Equation Years in SIC Type
Number Author Study*® Level Regression Specification®*
(1) MASKUS  1958-76 3 digit oLs (M/C) =
(1981) » fl{L/S).(K/S),
(H/8)]
(2)  MASKUS  1958.78 2 digit oLs C(M/C) =
(1981) - f{(L/8).(K/S),
(H/8),(R&D)/S)
or (E&S/S)|
(3) BRANSON 1963 3 digit oLs M = (K. H.L|
& MONOYIOS
(1977)
(4) PUGEL 1967-70 4 digit oLs (M/S+M-X) =
(1978) fl(K/L),(SW),

(NRD).(ES/L),
(Local),(A/S),
(Profits), T,
(NTB),(Quota)]

'* See nots for Table 3.2.
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Table 3.4

Summary of Previous Empirical Studies: Exports®
(Studies are listed by number in parentheses. The list of scudies {oliows on the

nexs page.)
Total R&D
Labor (Eng. &
Or Un- Human Scient.
Sign of Capital/ skilled Skilled Capital Or R&D
Coeft.”* Labor Capital Labor Labor or Wages Exp.)
Positive (1) NG (12(4)  (2)(5)(8)
Significant® (8)(8)(9) (7)(8)(9)
Positive (7) (1)(3) (1)(2){3) (2)
[nsig- '
nificane®
Negative (2)(5) (2)
[nsig-
nificant*
Negative (4)(9) (2) (1)(2)(3)
~ Significant* (8)

* Significance of the test that a coefficient equals tero at the 10 percent

confidence level for & two-tailed tesc and ac 3 5 percent level for a one-tailed

test.
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Table 3.4--Continued

Source: Study & Specification

Equation Years in sIiC Type
Number Author Study” Lavel Regression Specification*®
(1) MASKUS 1958-76 3 digit oLs (X/8) =
(1981) fl(L/S).(K/S),
(H/8)}
(2) MASKUS 1958-76 2 digit oLsS (X/8) =
(1981) : f1(L/S).(K/S),
(H/3),(R&D)/S)
or (ES/S)|
(3) BRANSON & 1963 3 digit oLs X =fKHL|
MONOIOS
(1977)
(4) BRANSON 1964 3 digit oLs (X/X+M) =
& JUNZ fl(K.L),
(1971) (H/L),(MES),
, (FTD))
() LOWINGER 1968-70 2 digit oLs (X/WX) =
(197s) 1(R&D/L),
(H/L).(K/L)]
(8) LOWINGER 1968-70 2 digit oLs (X/WX) + =
(1973) fl(R&D/L),
(W/VA)T|
(1) PUGEL 1967-70 4 digie oLS (X/S) =
(1978) fI(K/L).(SW),
(NRD),(S/L),
(Local),(A/S)]
(8) WEISER 1960, 2 digit oLs (X/WSX) =
& JAY 1967 fl(ES/L),MES,
(1972) (LU/L).(F/L),
(SW)]
(9) BRANSON 1964 3 digic oLs (X X+M) =
(1971) fl(K/L).(H/L),
MES.FTD,
{R&D/VA)|

* See ° note to Tabie 3.2,
*® See °* note to Tabie 3.2.
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Interestingly, Maskus’s rescarch also indicated an
increase over time in the strength of the labor intensity
rclationship similar to the increase we obscrve in our data.8!

We take the similarity between our findings for the
initial comparative advantage model and those of previous
studies to indicate that our data are consistent with trade
data used in prior studies and that we can proceced with
additional rcgression models with confidence in the reason-
abieness of the darta.

2. US. Comparative Advantage Model with Entry Barriers

In Table 3.5, which adds barriers to entry to the simple
comparative advantage model, the four variables from the
initial model have coefficients and significance levels that are
very similar to the previous results. Only the sign of the
capital intensity variable changes. [t is now negative for all
net import and import regressions and positive for export
regressions, but it remains insignificant. The barriers to
entry variables, as a whole, add substantially to the cxplana-
tory power of thc modecl and thcir signs are generally as
expected.8?

81 Maskus (1981) examincs thrce time periods in his
study of structural change: 1958-68, 19358-76. and 1968-76.
He observes statistically significant (at .01 level) shifts in
the labor intensity coefficient in all thrce time periods.
Since he finds a statistically significant shilt using ninc
years of data (1958-56), there is no rcason to believe that
our 1975-84, or even 1975-81, comparisons covcr too short a
period to pick up a continuation of the shifts he obscrved.

8 F.tests that contrast the equations of Table 3.1
with the equations of Tabie 3.3 indicate that thc additional
variables in Table 3.5 significantly improve the explanatory
power of all six cquations (at the .05 level). ’
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Table 3.5

U.S. Comparative Advantage Model With Eatry Barriers

Independent Net Imports [mports Exports
Variable 1981 1978 1981 1978 1981 1978
Depleting .103° .100°* 085w .043° «.Q443 -.088*
Resources (3.14) (3.52)" (2.27) (1.88) (-2.33) (3.13)
Labor .322* .258° 214" 147 -.133*  -.128°
Incensity (5.16) (4.33) (4.086) (3.28) (-3.69) (-3.30)
Capital -.008 -.009 -.008 -.008 .0003 .003
Intansity (-.72) (~1.00) (-.84) (-.87) (-.09) (.48)
u.s. - 6E-8+ -.4E-8 -6E-6% -SE-6+ X ° - X
Tariffs (~1.74) (-1.48) (-2.03) (-1.91) X X
us. -.0007 0003  -.0008 -0001 X X
Nontariff {-.078) (.42) (-.68) (-.20) X X
Barriers
MES Rorra .463° .884° 833 .176 AT
(3.58) (2.58) (5.09) (4.38) (1.83) (1.47)
Human -.008"* -.008° -.004° -.003° .002° .002*
Capital (-6.42) (-5.91) (-5.12) (-4.23) (3.72) (4.10)
Intensity
R&D -.002 -.003 .002 .002 .004° 008"
[ntensity (-1.20) (-1.48) (1.21) (1.28) (4.03) (4.2¢)
Foreign .8E-4 -.0001 X X .8E-4 4E-4
Nontariff (.26) (-.44) X X (.54) (.28)
Barriers
Foreign -.011 011 X X -.013 -.026%
Tariffs (-83) (.88) X X (-1.32)  (-2.42)
[ntercept -.49 -.039 .030 .030 .095 .078
R-sq. .200 .180 141 .106 169 198
F 8.74° 7.67° 7.21° 5.21° 8.89° 10.65"
N 360 360 380 380 360 360

Note: The figures in parentheses are t-statistics.
+ Indicates significant at the .10 level for a two-tailed test.
# Indicates significant a¢ the .05 level for a two-tailed test.
* Indicates significant at the .01 levei for 3 two-tailed test.

X Indicates that the variable was not used in the regression.
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As was .indicated in Secction I[I, the relationship between
tarift’ and nontaritf barricrs and trade flows involves
potentially contradictory effccts. While trade barriers clearly
deter or reduce tradec tlows, it also is likely that they appear
most frequently in industries whcre trade flows have been
high. [If trade barriers are not stringent cnough to offset
these flows significantly, a positive rclationship bctween
barriers and trade flows may be observed.®3 Moreover, the
aggregate nature of the toreign tariff and foreign nontarift
variables may allow the trade barricr variables to be high
when some foreign markets are insulated, but when there are
still enough large "opcn" markets to simultancously absorb
substantial amounts of U.S. exports.

8  This argument is bascd on the possibility that trade
barriers are simultaneously dectermined with trade flows
which implies that single equation estimation will produce
biased coefficients. Since a country’s trade barriers arc
expected to increase with its imports, this can Dbias the
results in the observed dircctions. We did not have the data
necessary to test this theory fully.

80



The statistical tests indicate that the trade dcterring
effect typically dominates, but levels of statistical
significance arc often low and somctimes are reversed by the
other tactors. U.S. tarift and nontariff barriers are associ-
ated with lower import levels in most years, but a2 very weak
positive relationship between U.S. nontarift barriers and nect
imports is present in the first year of the period.34
Although ncither the US. tariff nor nontariff barricrs were:
consistently significant, their effccts have grown slightly
since the beginning of the period. .

Foreign tariff and nontariff barriers also appear to
follow a similar mixed pattern of statistically insignificant
coefficicnts. Foreign tariffs appear to be associated with
lower trade flows (U.S. cxports and nct imports) tor most
years, but there are exceptions. And * foreign nontariff

8 The signs and significance levels of the barricrs to
entry variables are less parallel to their simple correlations
than were the initial comparative advantage variables. In
particular, the US. nontaritf barricrs variable has a positive
correlation with net imports (.073) although its rcgression
coetficient is negative in the sccond comparative advantage
model and in’ the {ull model (t = -1.32). Forecign tariffs
similarly display a ditference in signs between the simple
corrclation and multiple regression coctficients. And foreign
nontariff barriers, although one of the strongest negative
simple correlations with exports, has a barely negative
coefficient in the regressions. These contrasts indicate that
trade policy barriers to entry are not randomly distributed in
the sample, but are likely to cluster with industry character-
istics.

In contrast to the trade policy barriers, the coefficients
for MES and the depleting naturai resources variable closely
accord with their simplec correlations, although MES is a bit
stronger in the net import regression rcsults than the simple
correlation would suggest (.0352).
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barrier coefficients are positive in numerous regressions.®s

8 Appendix C gives the corrclations between all of
the independent variables. From this table, several patterns
appear to link trade policies to each other and to industry
characteristics. U.S. nontariff barriers are quite strongly
associated with the nontariff barriers of our major trading
partners (.526). This correlation is consistent with either
retaliatory trade restrictions or a "common threat."  The
latter appears to be the most reasonable interpretation
because U.S. nontariff barriers are negatively associated with
the variables usually associated with strong U.S. exports:
human capital (-.430) and R&D (-.294). U.S. nontariff
barriers do not scem to be especially prevalent where
physical capital is used intensively (-.112), in declining
natural resource industries (-.166), where labor is used
intensively (-.148); or where unions are stronger (-.073).
Interestingly, U.S. nontariff barriers are also only weakly
related to U.S. tariffs (.040) U.S. nontariff barriers appear
to center on industries with old technologies that face trade
challenges in both the US. and our major trading partners.
No clear pattern is evident for US. tariffs. For the simple
correlations, there arc no strong correlations evident for U.S.
tariffs. U.S. tariffs are positively related to foreign tariffs
(.084) and ncgatively rclated to foreign nontariff barriers
(-.058).

While US. tariffs and U.S. nontaril{f barricrs appear to
be very weak complements, foreign tariff and nontariff
barriers appear to be substitutes. The corrclation between
foreign nontariff barriers and foreign tariff barriers is -.182.
This contrast in the placement of forecign tariff and nontariff
barriers is also evident in the correlations betwecen these
foreign trade policy variables and other explanatory variables.
Opposite signs or contrasting values on the correlations of
the foreign tariff and foreign nontariff barriers occur for
labor intensity, capital intensity, MES, the Herfindahl index.
R&D intensity, human capital intensity, forcign pay, and
unionization. From these contrasting correlations, we
conclude that forcign nontariff barriers, like U.S. nontaritf
barriers, cluster around low technology industries. Foreign
tariffs, on the other hand, are more widely distributed and
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Foreign tariffs, which had a pronounced ncgative effect on
U.S. exports at the beginning of the period had a somewhat
less pronounced effect by the end of the period, although the
change was not statistically significant.

Minimum efficient scale appears to be positively associ-
ated with trade flows. Both imports and exports appear to
be higher where there are sizeable economies of scale
relative to the size af the U.S. market. This is consistent
with the view that MES is associated with trade in gencral,
rather than representing an industry characteristic that would
advantage countries with large markets, such as the U.S.%6
Moreover, it suggests that industrics with large scale plants
may gain by diversifying the geographic extent of their
markets, so that they are less vulnerable to regional down-
turns in demand. ;

As expected, the U.S. appears to be at a comparative
disadvantage with respect to the non-oil depleting resource
industries.3”  There is a statistically significant positive
relationship between imports and these natural resource
industries and a statistically significant negative relationship
with exports, leading to a statistically significant positive
relationship with net imports.

include more capital intensive and more technologically
sophisticated industries.

8 This conclusion is weakened by the insignificance
of the MES coefficient in some of the export equations.
The 1975 MES coefficient is significant in Table 3.6, which
controls for other relevant variables.

87 We originally included a pollution control cost
variable in our model, but found that it was quite collinear
with a number of independent variables, particularly the
"depleting natural rescurces variable. As a result. the
variable was dropped; but in assessing causality, the effects
of depleting natural resources and pollution control costs are
difficult to statistically separate.
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Overall, the results for the second model confirm the
importance and suggest the robustness of the comparative
advantage variables used in the simpler modecl. The cross-
sectional results are similar for these variables, with the
coefficients having the same signs.

The pooled regressions evidence no significant changes in
any regression cocfficients over time. Sce Appendix B.1b.%8
This confirms the stability of the basic comparative advan-
tage relationships that were examined in the simpler model.
It also consistent with the proposition that there has been
relatively little change in the relationships between trade
barriers and trade flows, although this conclusion must be
tempered by the fact that our data for most of the policy
tradc”barricrs do not track changes in these™ policies over
time.

3. Model with Barriers and Control Variables

a. Relgtionships Between Trade Flows and [ndustry
har risyl

Results for the full model spccification are shown in
Table 3.6a. As was true for the basic comparative advantage

8 As was done for the simple comparative advantage
model, the statistical significance of changes was tested using
an additional regression model that combined data trom 1981
and 1975 and employed dummy variable interaction terms tor
each independent variable included, along with an individual
year dummy variable. If the dummy interaction term for any
of the independent variables is statistically significant, then
the change in the coefficient for that indcpendent variable
over the 1975 to 198! period is statistically significant. This
test follows the approach suggested by Kmenta (1971), p. 373.

89 Among the -barricr variables, we have time series
data only for the U.S. tariffs variable. As a result. it is
possible that the stability is due to the nature of the data.
However, we believe that the other trade variables have been
fairly stable over time. Sce Chapter IV, Section B.
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Table 3.6a

Model With Barriers and Control Variables

Independent Net Imports Imports _ Exports
Variable 1981 1978 1981 1978 1981 1978
Energy 001 .002#% . .001#% 0024 -.3E-4 -.000S
Intensity (2.14)  (2.40)  (2.44)  (2.48)  (-.09) (-.93)
Deplating .123° .119° .0860+ .033 -.060° -.083°
Resources (3.2¢4) (3.42) (1.82) (1.168) (-2.71) (-3.69)
Labor .319° .283° .232° .178° -.123° -.102#
Intensity (4.30) (3.38) (3.69) (3.12) (-2788) (-2.18)
Capital -.008 -.010 -.006 -.009 0001 002
Intensity (-.77) (-1.17) (-.97) (-1.18) (.03) {.34)
Growth .023 -.004 034#% 003 % .007 .030°
(1.41) (- .28) (2.43) (2.54) (.74) (3.22)
U.S. Tarifls -6E~-8* .4E-8 -6E-6* .SE.8° X X
(-1.70) (-1.52) (-2.08) (-1.97) X X
U.S. Nontariff -.001 -.0003 -.001 -.0008 X X
Barriers (-1.32) (- .27) (-1.64) (-1.08) X X
MES .667# 396+ .881° .651° 167 281+
(2.58) (1.83) (3.88) (3.72) (1.09) (1.79)
Localised -.011 .023 -.036 -.013 -.020 - 034

Japan Target

Europe Target

Unionisation

Herfindahl

Foreign Pay

(- .29) (.67) (-1.08) (- .47) (- 90) (-1.52)

.031 .029 .002 .002 - 021 - 022
(1.38) (1.37) (.12) (.09) (-1.81) (-1.62)

-.028 -.028 -.004 -.007 ot 010
(-1.07)  (-1.13) (-.18) (-.38) ( .90) (.77)

.002° .002° .002° .001° - 003 -.0002
(2.93) (2.73) (2.48) (2.79) (- 68) (-.46)

028 062 -.044 - 048 -028  -098
(.17) (.80)  (-32)  (-48)  (-.26) (-1.23)

-.082* -.077° -.030° -.028 019 0424
(-2.83) (-5.28) (-1.68) (-1.19) (1.44) (2.31)

(cable continues)
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Table 3.6a--Continued

Independent Net Imports Imports Exports
Variable 1981 1978 1981 1978 1981 1973
Human Capital -.006" -.008° -.004° -.003° .002° - .002°
Intensity (-5.64) (-5.28) (-4.48) (-3.99) (3.14) (3.23)
R&D Intensity .6E-4 .001 .002 .003 003# .002
(.03) (.87) (1.08) (1.33) (2.44) (1.58)
Foreign Noatariff .7E-4 -.0001 X X 8E-4 9E-4
Barriers (.23) (-.52) X X ( .46) ( .56)
Foreign Tarifls -.033+ -.012 X X -.008 -.011
(-1.76) (-.86) X X (- .47) (-.97)
Intercapt 014 .031 .036 .016 .062 .006
R-sq. . 244 .223 .186 .1585 .181 .240
F 6.12° 5.43° 4.90° 3.92¢ 4.74° 6.76°
N 360 360 360 360 360 360

Note: The figures in parentheses are t-statistics.
+ [ndicates significant at the .10 level for a two-tailed test.
# [ndicates significant at the .08 levei for a two-tailed test.
* I[ndicates significant at the .01 level for a two-tailed test.

X Indicatas that the variable was not used in the regression.
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mode! with entry barricrs, the signs of the coefficients for
the four variables in the simple comparative advantage mode!l
are not affeccted by the inclusion of additional variables.
Labor intensity continucs to be strongly positively related to
imports and net imports and negatively rclated to exports.
Human capital has the same rclationship with the thrce tvpes
of trade flows as it did in the simpler models. R&D contin-
ues to be related positively to exports and imports. The
physical capital coefficient continues to have an insignificant
coefficient and it is prcdominately negative as it was in the
combined basic comparative advantage and barricrs models.
However, there is onc noteworthy difference. The R&D
coefficients’ signs in the net imports regressions change from
being negative and significant to being positive and
insignificant.9 ‘

% In the text, we have followed the convention of
treating R&D as a unitary phenomena. However, in some
industries, R&D is primarily a function of government
funding, particularly in defense and aerospace industries. To
explore whether the source of the R&D funds affects the
relationship between R&D and trade flows, we ran regressions
in which a government R&D variable was added to the
regressions.  When government R&D was added, total R&D.
now representing only private R&D cffects, became positive
in most of the net imports regressions, although it was
insignificant. The effect of government R&D s apparently to
depress imports in particular, although exports arc also
negatively associated with government R&D. This, of coursec.
may simply be due to the unique demands of the US.
government and the inability of producers in foreign coun-
tries to supply these types of products. Private R&D, on the
other hand, is associated with both higher imports and higher
exports. The results for the government R&D variable
suggest that although US. R&D behaves like an industrial
policy in curtailing imports, it does not generally augment
U.S. exports as a conventional sct ot industrial policics might
strive to do. Results using the adjustments for international
investment are similar to the unadjusted model except that
the export cffects arec more significant; private R&D
increases U.S. export/investment outfiows, while government
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For the barriers to entry variables, therc also appears (o
be a good deal of stability across specifications, despitc the
lack of statistical significance of several of these variables.
There are no changes in signs for the US. tariff barriers,
foreign nontariff barriers, MES, and depleting natural
resources variables. Only US. nontariff barriers and foreign
tariff barriers in the 1975 net imports regression show 2 sign
change and this change is statistically insignificant.

Of the eight new variables that are added to the model,
four evidence statistical significance in at least some tests:
energy intenmsity, growth in U.S. consumption, foreign
compensation, and unionization. -

Energy intensity is positively and significantly associated
with net imports. Most of the strength of the relationship
operates through a significant positive relationship with
imports. ~

Growth in industry demand, which we belicved to be
associated with a reduction in the risk of entry and periods
of disequilibrium in which prices exceed foreign costs, has
the expected statistically significant positive relationships
with imports and nect imports during the period.®®  The

R&D is associated with reduced export/investment outflows.

91 The growth in demand variable is introduced in
entry models as a condition favoring entry of ncw firms. As
such, the predicted sign in the import equation would be
positive. The actual cocfficient is .034 in 1981 and the
simple correlation is .062.

Growth in demand is also associated, however, with the
life cycle hypothesis of comparative advantage. In this
theory, American R&D creates new products that elicit
increased demand for American products, especially while the
technology is new. This view of growth is also consistent
with the data. R&D and growth are positively corrclated
(.365) and growth is positively associated with exports (.130)
and even more strongly associated with exports oncc they
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relationship between Growth and U.S. exports was unexpect-
edly positive. While the relevant coefficients typically are
statistically insignificant, they are significant in 1975, The
reason for this is unclear. Perhaps growth is associated with
new products or production techniques where the US. has a
comparative advantage and finds the rewards of supplying
foreign consumers to excced those of supplying additional
units to the domestic market. - )

Foreign compensation rates are negatively associated with
imports and net imports and positively associated with
exports. This might be an indication that foreign wage rates
are high relative to US. wages in some areas. Given the
high and stable correlation between compensation rates across
countries,?> however, we suspect that the foreign wage
variable is picking up human capital utilized in foreign
production.9? If this is the case, then the negative

have been adjusted for U.S. investment abroad (.176).

The overall sign associated with growth in the net
import regression may represents a conflict between these
two effects.

92 We found the simple correlation between US.
compensation rates and both European and Japanese compen-
sation rates to be approximately .67. The correlation
between European and Japanese compensation ratecs was SO
high (.88) that we opted to represent foreign compensation
rates using the Japanese data alone. Regressions using the
European compensation rate vielded very similar results to
these using the Japanese compcnsation rate.

9 A major element in the US. human capital variable
is the U.S. compensation level. By using forcign compensa-
tion, we are using a major component of foreign human
capital. The correlation between foreign wages and the U.S.
human capital intensity variable is between .55 and .60. This
is high enough to create the kind of proxy relationship
suggested, but not so high that multicolinearity problems
require us to drop one of the variables from the modecl.
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relationship serves primarily to confirm the U.S. comparative
advantage in human capital intensive production.

Unionization appears to be positively and significantly
related to import and net import penctration. [t does not
appear to have a statistically significant relationship with
exXports.

For the Japanese and European targeting variables, the
most interesting element is the appareat divergence in the
nature of the targeting that is taking place. The coefficients
for these two variables have opposite signs, although neither
is statistically significant.%4 The Japancse appear to be
targeting different industries than the Europeans. This
interpretation is also supported by the simplé correlations
between industry characteristics and the industries targected
by the Europeans and Japanese. Based on the simple
correlations, the Japanese appear to be targeting high wage
and less labor intensive industries. The Europeans arc
targeting industries with high labor intensity and relatively
low wage rates.%s

9 The t-values are slightly greater than one in both
cases. To anticipate later results, they are significant in the
regressions that adjust for direct international investment.

The Japanese and [European targeting regression
coefficients are interesting in another respect. They have
oppositc signs in their regressions compared to their simplc
correlations. In 1975, for example, the simple correclation
between Japanese targeting and U.S. net imports is -.149,
while its regression coelficient is positive. The simple
correlation between European targeting and U.S. net imports
is .066, while its regression coefficient is negative.
Evidently, the process of controlling for other variables
results in a major difference in the statistical etffect of these
two variables, making interpretation of the results
particularly difficule.

9 The correlations of the forcign compensation: and
labor intensity variables with the Japanese Targeting variable
are 490 and -.106 (using 1981 data). This contrasts with the
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The Herfindah! Index has an insignificant coefficient
throughout the period. Interpretation of the Herfindahl
coefficient is complicated by the high positive corrclation
(.654 in 1981) between the Herfindahl Index and MES. While
this colinearity could make it difficult to distinguish the
effects of these two variables, this potential difficulty does
not seem to be overwhelming in this instance, since omission
of one of the variables (the Herfindahl Index) does not alter
the sign or greatly alter the significance of the remaining
variable. We conclude that market concentration ‘is not
strongly associated with trade flows. To the extent that the
Herfindah! Index captures concentration above and beyond
that associated with economies of scale at the plant level,
the insignificance of the coefficient of the Herfindahl
variable suggests that concentration, that is not associated
with MES, does not have much effect on trade flows.

Localized shipments have an iasignificant relationship
with net imports, which switches from positive to negative
over the period.*® The low significance level in the net
import runs is due, in part, to contradictory effects on
imports and exports. As cxpected, localized industries have
both low imports and low exports.®?

Table 3.6b provides insight about the magnitude of the
coefficients in Table 3.6a. For each explanatory variable,

correlations between the European targeting variable and the
same two variables which are -325 and .198. Other correla-
tions are listed in Appendix C. '

% This change in the sign of the coefficient is not
statistically significant.

97 The 75% test used for the localized shipments
variable here garnered few industries (19) at the four digit
level of aggregation we are using. One of the bifurcations
presented below uses an aiternative localization measurc,
focusing on the differcnce between nationally traded and
internationally traded goods.

91



"U0Iee21B21 YT UL PIPNIUL 10U FEM IQRLITA BY) YRY) S2IUIIPUY X, Uy

“oBvd Juimo|[0] 9Y) UO paIe| ae Passasdxe ere Aey) YIIYym UL SYUN Y)Y PUR SA[UIIEA A1),

oLy e

LLo
’ 960’ 1o 6l
10- €0 - to- "0 - . x x x x Lt LT A
1o 10 10 1 10 x x x x s ot €0t K1
ot oL 9t 1N 80 60" 80 st 18 ¢ 09 ¢ ol
oF 118 Ly 09’ - €9 - 09 - 88 - ¢ 61 TGt S
oy 6L 99 st oL - oy - L - 69 - STl s8'1 ‘H
Sto - 90 - 20 - 60 - | 1 2 €0 - g0 - Y0 - 20 L0 tt
ot - Lo - sr- ot - 0oy 0% 9y oL 99¢ 93¢ kA
€0’ €0 ({13 " 10°- 10 - o- €0 - LT L n
S0 - S0 - 90 - Lo - 10 00 o 900 (44 €T ol
10 - 1o - 10~ o' - o - 10 - 10 - - (12 YO 6
S0’ 80 Lo T (14 1 ot ot €0 €0: ?
x x x x 60 - 90 - 60 - Lo - 969 96'9 L
x x o x eeX - Yo - Vo - 90 - 10 10 0
10 90 o 80 90 90 L0 80 61’ (1N 'S
[t l 0 T00° 1y Lo - 60 - Lo - - o't €0t A
09 - €9 - 18- oL - Tl 14 " . ettt 133 9 X
o - 90 - 90 - 60 - L8 0 90’ £0 Lo 10 <
%200 - %0 - €00 - 10 - %60 %60 ov 10 T99 $8'S L
1RGI 9L61 1861 . SL61 1861 $LG1 1861 SL61 1861 SLGU
uoneAua g uvaIpy e uyojeIIPYa g uvapy e uvapy , ON
Modxgy Knsey vodusy Kyduseg JeA
ut 9Buey) 110dxy ut sBusyy yiodw)

(1861 pue gzg1) s31quuunp Lsoreurjdxg 9y) w1 esweldu] KOt Wos)

uonenIuayg yodxyg pue ysodus) ut seBuey)) oBusany

q9'¢C *qv ],

92



- Aiddne d13sswop ut r130dxs yeu jo woiyrodosrd uotyeyaua ] yodnjy 4
‘Kyddne anwawop vt sysodust 19y jo uolysodosd uvorenaua g yodur) 1
‘spjrany uBasoj Yy Yyum sersenpuy 10y Awswnp sjjuey vhaiog L]
‘921npadosd s1vuseq Jjriejuou uMieso) jo sequiny euoN uhiasnyg n
. ‘pappe enjua jJo i v Q7Y Aysuniug Q%Y oy

‘soqe} 0y snp pappe snjea jo uotysodosd
Y1 sawny paytom snoy jynuuse 13d [uitded usumny jo ¢ tende) vewnyy o
‘uonyesusdwod sesuedup Ljanoy |vas ¢ uvotyesuadwo) uBieso g "
‘(01 = xww) xapuj |yepurseg] mpuIy ot
‘PITIUOIUN SIINIOM JO uoljesiyouf) ot
‘adoang Aq perebsvy saunenpul sop Aump lieg ang "
‘uedep £Kq pe1abivy sausgenput 10 Awuinp yadse§ uwdegp [N}
‘sapu oot > paddiys spoo’ jo vorsodosd P30 a
‘queid 2318 gFN UV 03 INP s3|ve Anenpuy ‘g ) jo uonsodord SAN Y
‘s1911svq jjuejuou ‘g ) Jo usjwanbe ey o spuvIuUoON ‘§'f) L
‘snfea 03y })1avy jo uorysodosd By ‘g N "
‘sojee a1 Ul Yymosd eyvuoiysodosd Yimorp i
‘peppe enjua 0y (vnnded judehyd jo onvs Aysuoyug junde) 3
‘PPPP *njeA 0y 871807 J0qe| Jo vontodord Ayisusyu] Joqe] 13
‘soAt998) [winyey Bunyaidep 10) Awwmp sad1nosay Sunedeq h
‘PoppY aNjua jo i su sy80d ABr1aua Ajtsuayu) AS10ugy 1
sun NueN equIRp FELTIIITIN

PONuUNU0I--q9 € YL

93



Table 3.6b gives the mean, the units of mecasure tor the
variable, the estimated elasticity of each trade flow variable
with respect to that indcpendent variable, and the estimated
change in the trade flow measurc from a ten percent
increase in the independent variable (expressed in
percentage). The -estimated elasticitics and average estimated
changes in trade flows are all relatively modest. The
elasticities range from +8.99 to -7.74. The maximum/minimum
values both occur in the net imports regressions where the
mean net imports value is quite close to zero so that even
the 8.99 elasticity of net imports with respect to labor
intensity provides a modest estimated increase in net imports
penetration of 1.6 percent in response. to a ten percent
increase in labor intensity. Elasticities and average changes
in the cases import and export penetration are coasiderably
smaller. :

In summary, the results of the full model confirm the
annual cross-sectional findings rcported for the more basic
models. Moreover, as Table 3.7 indicates, the results
generally align with the hypotheses advanced in Chapter IL
Focusing on the statistically significant findings, it appears
that the U.S. has a comparative advantage in the production
of technologically sophisticated products and a disadvantage
in the production of labor intensive products. Natural
resource limitations, local markets, and, in some cases, trade
barriers have the expected restricting effects on trade flows.
U.S. growth and unionization cncourage imports, while high
forcign wages discourage them.%8

The experiences of individual industries also support the
findings of our statistical studies. For example, consider the
three industries which have experienced rclatively high net
import penetration: textiles, steel, and machine .tools. Each
of these industries contains a mix of products, some that
involve state-of-the-art technological know-how and others.
which employ more standardized technologies. In each

9% Only one unecxpected finding is evident: Growth in
the U.S. market is associated with exports, as well as having
the anticipated positive rclationship with imports.
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Table 3.7

Expected and Observed Relationships

Indyst haragteristi Expected & Observed Relationships
Imp, Expet. Neg Imp:
Exp. Obs. Exp. Obs. Exp. Obs.
Costs
Labor N
Labor Intensity +  ° - -* + +°
Human Capital Intensity - - + +* - -*
Unionigation + o+ - - + +°
Foreign Compensation - - + 4 - . -*
R&D +/- + + o+ +f- +
Raw Materials
Nonoil Depieting Resources + + - -* + +*
Energy Incensity P - - - +°
Capital - - + + - -
Remand
[ndustry Growth + <+ - +* + /e
Barriers to Import Competition
Policy Barriers
U.S. Tanffs +/- -* NA NA +/- -
U.S. Nontariff Barriers +/ = NA NA +/e =
Foreign Tarifls NA NA +/- - +/- -
Foreign Nontanff Barriers NA NA /- + +/- /-
European Targeting + - - + - -
Japanese Targeting + + - - +* +
Other Barriers
Minimum Efficient Scale +/- +° + o+ +/- +°
Other Structural Charagteristics
Consumer Goods c C c C c C
Herfindah!l Index + - ) - +/- +/-
Localised Markets -/C -/C ./C -/C  +/-/C +/-/C

A + indicates that an ineresse in a variable repsesenting the industry
characteristic is expected (observed) to lead to an increase in the trade
flow. A - indicates the opposite relationship. A +/- indicaces contradictory
sffects are present. NA indicates the variable is not expected/observed to
affect a particular type of trade flow. A ° indicates statistical .0S
significance in at least one regression and no contrary signs were observed.

C indicates a control variable used in dividing the sampie for separate
cegression runs.
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industry, the U.S. continues to bc more compctitive in the
more technologically sophisticated products, as the previous
analysis would predict.

For example, in the textile industry, the U.S. has been a
net exporter of man-made fibers and nonwoven fabrics that
use evolving technologics, but has been subject to increasing
imports in the apparel industry which uses more standardized
technologies.®® In the stcel industry, the US. is a lecader in
specialty steel markets, even though it faces strong pressures
from foreign competitors in carbon steel production.!®® I[n
machine tool industries, net imports fell for machine tools
which involve metal forming (SIC 3542),-although they rose
for machine tools which involve metal cutting (SIC 3541).
Since the former is characterized by higher human capital

9 Qutput per hour worked has risen faster in textiles
(4.4%) than in apparel (2.9%). However, productivity is
growing faster in both of these industries than in overall
manufacturing (2.0%). (Ecomomic Report of the President
(1986), p. 117.) Even in apparel, there is some evidence that
new technologies may lead to a reduction in imports and an
increase in U.S. exports. For example, the manufacture of
dress shirts was particularly labor intensive, but technological
advances recently changed this, lcading to increased U.S.
production. (National Rescarch Council (1983), p. 40.) Siace
U.S. unions appcar to be supporting rescarch to reduce the
need for unskilled labor in clothing manutacture through the
Tailored Technology Clothing Corporation, additional changes
of this type may occur. (Scott and Lodge (19853), p. 246.)

100 The U.S. continues to be a leader in specialty steel.
which involves substantial know-how  (National Research
Council (1985), pp. 4-5, 37). Even in c¢arbon steel, U.S.
minimills, which use scrap steel as an input, appear to be
able to operate profitably at prices which are below the
prices of foreign competitors (National Research. Council
(1985), p. 21). For these firms, the declining quality of U.S.
iron ore reserves, which hurt some traditional U.S. producers,
is less of a disadvantage.
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and R&D expenditures, this change is in line with our
findings about U.S. comparative advantage relationships.!o!

b. Tests for Structural Shifts in Trade Flow Relationships

As was the case for the simpler models described above,
we used pooled regressions with dummy variables to test the
stability of the relationship between trade flows and industry
characteristics.102 These tests revealed no statistically
significant shifts in any of the regression coefficicnts
(Appendix B.1¢).19% In addition, we tested the significance
of the additional explanatory power that resulted from
including all of these dummies.!®® We found that these
dummies, as a group, did not add significantly to the
explanatory power of the regressions, confirming the basic
stability of the relationships captured by the regression
model, although as noted before, many of our trade policy

101 SIC SIC
3541 3542

Human

" Capital 30.05 34.80

R&D 3.76 3.97

102 See Kmenta (1971), p. 373.

103 The explanations advanced in the test predict a
coefficient with a particular sign, indicating that a one-tailed
test may be appropriate. Readers who do not believe these
explanations are unambiguous because contrarvy predictions
suggested in our discussion of some of these explanations
would apply a two-tailed test. We applied a .05 one-tailed
test (which is the same as a .l two-tailed test).

104 This test involved the construction of a test
statistic with an F distribution that was derived from error
statistics obtained by running pooled regressions without the
dummy variables and pooled regressions with ail of the
dummies (Kmenta (1971), p. 370).
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variables were not available in time serics so we could not
test for the effects of change in these variables.!98

We interpret these results as indicating substantial
stability in the structure and composition of U.S. trade flows.
While our results indicate that no drastic shifts in the
pattern of trade flows have occurred, we do not believe that
they can be viewed as proof that no change is occurring.
Indeed, shifts in trade structure may be present, if they are
of an extremely gradual nature. However, even if there is
gradual change in the structure of trade flows, the high level
of stability we observe contradicts many of the seven
explanations of the rising deficit <advanced in the
introductory chapter. -

The stability of the labor intensity variable coefficients
does not provide support for the argument that the structural
relationships betweecn labor intensity and trade flows have
changed. Consequently, the results for the labor intensity
variable also do not provide support for the proposition that

105 The tests reported in the text focus on
determining whether there have been significant changes in
the overall structurc of trade. Evidently, there have not
been particularly dramatic changes. Howecver, we suspect
that some gradual changes have occurred. To explore the
naturc of these changes we studicd how changes in trade
flows are related to industry characteristics by regressing
changes in our three trade flow variables on the 19735 values
for our industry characteristics variables. The results of this
effort are reported in Appendix B.3. Basically, our findings
suggest that US. is becoming a stronger exporter of goods
that use human capital and R&D intensively and a wecaker
exporter of labor intensive products. Imports appear to be
rising in depleting resource industries, R&D. and labor
intensive industries but falling in industries that are
protected by nontariff barriers, use capital and human capital
intensively, or have high foreign wages. In sum, to the
extent there has been some gradual change in trade patterns.
it appears genecrally to be accentuating the U.S.s traditional
strengths and weaknesses.
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the surge in imports and the growth in thc trade deficit are
due to recent increascs in US. wage demands, as the High
Labor Cost Explanation suggests. Similarly, the stability of
the coefficients on the labor intensity and union variables
contradicts the Union Work Rule Explanation.106

The Foreign Government Trade Practices Explanation is
not supported by the stability we observe. The trade barrier
coefficients are relatively stable over time, although data
limitations prevent us from conclusively determining that
there is no change in the relationship between some forcign
trade practices and industry specific deficits.l7 Moreover,
our findings suggest that, to the extent foreign governments
do target particular industries for help, foreign government
targeting efforts differ. This contradicts variants of this
argument which suggest that forcign competitors are
uniformly aided by foreign governments.

The OPEC Cartel Explanation is also not supported by
our findings. No significant changes in the structural
relationships between energy or other natural resources and
trade flows were observed. Thus, while the rise in oil prices
undoubtedly had a sizeable direct effect on the U.S. balance
of payments, it has not had sizeable secondary effects on the

106 Some of the apparent stability in the relationship
may be due to the relocation of industrics within the US. to
areas where unionization is less prevalent in response to the
intense import competition.

107 Because time-scries data on many government
policies is wunavailable, we were not able to test this
hypothesis as fully as we would have liked. (Sce Chapter [V,
Section B.) Believing that trade policics have been stable at
the level of aggregation we are using, and observing that the
coefficients have been relatively stable, it follows that
foreign trade practices cannot explain major shifts in trade
flows. Since US. tariff barriers were available in time scrics
we have the most confidence that U.S. tariffs have not
changed sufficicntly to explain changes in trade flows.
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structural relationships that shaped trade patterns in the
observed period.

The regression analysis does not support the Declining
R&D Explanation. Exports remain strong in R&D intensive
industries. Evidently, the drop in R&D expenditures in the
mid-1970s was too small, especially with more recent
increases in R&D expenditures by US. firms, to drastically
alter the relative stocks of know-how.

Similarly, the Inadequate Investment Explanation is not
evidenced by the regression results. No sizeable shifts in the
relationship between capital intensity and trade flows were
observed, such shifts would be consistent with this
hypothesis. .

Finally, the statistical findings do not support the
Antitrust Explanation. Firms operating in the U.S. continue
to be strong exporters in industries that involive large scale
operations, suggesting that antitrust laws have not hindered
their ability to compete in foreign markets. There has not
been any significant shift in this relationship, or the
relationship between MES and imports. Moreover, there is
no evidence that the compctitive position of the US. is
stronger in more concentrated U.S. markets or that this tvpe
of relationship is developing over time.
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E. WODELS ADJUSTED FOR INTERNATIONAL DIRECT
INVESTMENT FLOIWS

In the regression analysis discussed in the preceding
section, we focused on the relationships that affect the trade
positions of manufacturing operations located in the U.S.
relative to those located outside the U.S. This is a
traditional approach. However, in 2 world where there is
international direct investment, it provides only a partial
perspective on the competitive position of a particular
country. By including the productive activities of foreign
firms in the U.S., this analysis overstates the output of U.S.
controlled firms. That is, direct investment in the U.S. by
foreign firms may be a substitute for imports. -If such
substitution is happening, the simple import mcasures
understate foreign controlled output being sold in the U.S.
A measurc which combines imports and foreign controlled
production in the U.S. provides a better gauge of
competitiveness in the sense of total foreign controlled
products in the U.S. Similarly, by ignoring foreign
production by US. firms, trade flow measures rail to
recognize the possibility that U.S. controlled firms may
choose to exploit their advantages through direct investment
abroad, that is substitute direct investment abroad for
exports from the US. If such substitution is taking place,
total U.S. competitiveness is better measured by taking direct
investment abroad into account.

As was pointed out in Chapter [I, by adjusting the trade
flow data for international dircct investment tlows, it is
possible to highlight the effects that factor mobility have on
trade flows. Specifically, for more mobile factors associated
with US. competitors strengths, the negative (positive)
relationship  between imports (cxports) and industry
characteristics should be stronger when trade flows are
adjusted for international direct investment flows. This
would be the case if US. firms have exploited this
advantage abroad. For immobile factors, the opposite effect
should be observed, since US. firms may go abroad to exploit
immobile factors that are less expensive abroad.
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In this scction, we report the results of regressions that
adjust the trade flow data used in the preceding analysis for
Dircct Foreign Investment (DFI) and Forcign Direct
Investment (FDI).198 [n these regressions, import penetration
becomes imports plus an estimate of output by foreign-owned
facilities in the U.S.}9%  Similarly, export penetration s
defined as exports plus an estimate of output by U.S. owned
facilities located abroad.!1? Net import penctration s

108 An alternative adjustment would be to treat the
international direct investment by the U.S. and foreigners as
explanatory variables. However, this approach does not
appear to be correct if one is operating under the assumption
that direct foreign investment and trade flows are substitutes
which are simultaneously determined and one does not know
what variables exogenously determine the extent to which
direct investment substitutes for international trade..

109 For a particular industry, adjusted imports are
equal to imports plus an appropriately scaled measure of the
output produced by foreign controlled operations that are
located in the U.S. Foreign controlled U.S. output is by
estimating the fraction of total output produced in the U.S.
that is produced by foreign controiled firms and then
multiplying this fraction by total U.S. output (P). The
fraction of total U.S. output produced by foreign operations
located in the U.S. (FDI) was estimated by taking the ratio
of employment at foreign controlled plants in the US. to
total U.S. employment. Therefore, the cquation is:

ADJUSTED IMPORTS=IMPORTS+(FDI*P).

110 For- a particular industry, adjusted exports are
equal to U.S. exports plus a measure of the output produced
by U.S. controlled operations that are located abroad. The
output of foreign operations that are controlled by U.S. firms
is calculated by multiplying an estimate of the ratio of U.S.
controlled foreign produced output to total U.S. output by
total U.S. output (P). The ratio of U.S. controlled forcign
produced output to total US. output was assumed to be
equal to the ratio of taxable income gecncrated by U.S.
controlicd toreign operations to total taxable income
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defined as the net of the revised import and cxport
measures.!!!  [n this way, we obtain estimates of comparable
flows controlled by the U.S. and forecign firms. Whilc we
view these estimates as crude, they are the best onc we
could obtain on available data.

{. Cross-Sectional Results

Tables 3.8 through 3.10 contain the results for the
modified data. In contrasting Tables 3.1, 3.5, and 3.6 with
Tables 3.8, 3.9, and 3.10, we obscrve that the results are
very similar in terms of both signs and significance levels.
Only three variables that are statistically significant in one
functional form have a different sign in the-other.!!? Two
of these variables, unionization and R&D, have differences
that appear to be rooted in the adjustment of U.S. exports
by DFI. The coefficient differences for the other variable,
foreign' pay, appear ‘to resuit from the adjustment of imports
by FDI.

generated by operations located in the US. ([DFI/(I-DFD].
This ratio was calculated using the ratio of taxable income
generated by US. controlled foreign operations to tortal
income that is subject to U.S. taxes (DFI). Therefore the
equation is:

ADJUSTED EXPORTS=EXPORTS+{(DFI*P)/(1-DFTI)].

111 All values are deflated by available supply, which is
cqual to U.S. production plus imports.

112 The foreign targeting variables go from
insignificant to very significant in the export regressions.
This implies that much of the effect for these variables rests
with U.S. investment abroad. The strong negative coctficient
in 1975 on Japanese targeting is consistent with the idea that
Japan targets industries in which U.S. firms would otherwise
invest abroad. The strong positive coefficient for the
European targeting variable is consistent with the idea that
the European's target industries in which the U.S. has
already invested abroad.



Table 3.8

The Simple Comparative Advantage Model
(Adjusted for [nternational [nvestment Activity)

Independent Net Imports Imports _Exports
Variable 1981 197S 1981 1978 1981 197S
Labor .483° .538° .054 .032 -.429° -.504°
Intensity (3.29) (6.21) . (1.02) (.70) (-3.08)" (-6.64)"
Capital -.024 -.028+ .004 .003 028+ .027#
Intensity (-1.48)  (-1.89) ( .61) ( .36) (1.81) (2.37)
Human -.016° -.008° -.002* -.002° 018° .008°
Capital (-8.97) (-8.72) (-2.58) (-2.96) (8.76) (5.84)
Intensity
R&D -.037° -.018* .002 .002 .039° .018°
[ntensity (-8.59) (-5.31) (1.51) (1.53) (9.91) (6.96)
[ntercept -.033 -.180 .149 .107 182 .287
R-sq. 438 .307 .019 .028 467 .342
F 68.73° 39.40° 1.734 2.30 77.66° 46.04°
N 360 360 360 360 360 360

Note: The figures in parentheses are t-statistics.

+ [ndicates significant at the .10 level for a two-tailed test.
# Indicates significant ac the .05 level for a two-tailed tast.

* Indicases significant at the .01 levei for a two-tailed test.
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Table 3.9

Comparative Advantage Model with Eatry Barriers
(Adjusted for International [nvestment Activity)

Independent Net Imports Imports Exports
Variable 1981 197$ 1981 1978 1981 197$
Depleting .195% 101%  065# 043+ - l44% - 066+
Resources (2.41) (2.32) (2.35) (1.89) (1.92) (-1.72)
Labor S14° $86°  .060 03§  -502° -.585°
Intensity (3.33) (8.42)  (1.18) (.77) (-3.81) (-7.25)
Capital -.038% -.037° -.184 -.004 037#  .033°
Iatensity (-2.285) (-2.73)  (.32) (- .84) (2.35) (2.7%)
U.s. -9E-8 -4E-6 - T7E-6°* .SE-8* X X
Tarifls (-1.08) (- .85) (-2.35) ' (-1.95) X X
U.S. Non- 2.004° .002  -.001 0008 X X
taciff (-8.81) (-1.28) (-1.43) (.79) X X
Barriers
MES 1.273° 822 .779° .582° .13 -.249
(2.59) (2.99) (4.63) (4.01) (-1.12) (-1.03)
Human -.020° -009* -003° -002* 017 .006°
Capital (-9.70) (-7.11)  (-4.34) (-3.49) (8.77) (5.68)
Intensity
R&D -.036° ..016° .002 .002 .038° .018°
Intensity (-8.22) (-5.49) (1.60) (1.80) (9.38) (7.01)
Foreign Non- 9E-4 .0003 X X 0005 -9E-4
tanff (.13) (.82) X X (.79) (.27)
Barriers
Foreign .038 043+ X X -.067°" ..068°
Tariffs ( .38) (1.72) X ) X (-1.70) (-3.07)
Intercept .001 -.199 .158 .101 .218 348
R-eq. .4684 .328 .108 .086 479 365
F 30.20* 18.28° $.20%  4.12°  40.32° 25.17°
N 380 380 360 360 360 360

Note: The figures 1n parentheses are t-stacistics.

+ Indicates significant at the .10 level for a two-tailed tess.
# Indicates significant at the .05 level for a two-tailed test.
* Indicates significant at the .01 level for a two-tailed tast.
X Indicates variable was not used in the regression.
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Table 3.10

Model with Barriers and Control Variables
(Adjusted for [nternational Investment Activity)

Independent Net Imports Imports Exports
Variable 1981 1978 1981 1978 1981 1978
Energy 007* 002 .002* 002°  ..004° 0008
Intensity (4.27) (1.56) (3.17)  (2.80) (-2.86) (.95)
Depleting 463° 338° .038 016 -.449° ..331°
Resources (5.28) (7.27) (1.21) (.56) (-5.66) (-8.79)
Labor 184 .288° 187" 135#%  -.120- ..261°
Intensity ( .50) (2.87) (2.60) (2.42) (-.79) (-3.30)
Capital -.024 -016 . -.008 -.010 020 .008
Intensity (-1.81) * (-1.37) (- .97)  (-1.36) (1.39) (.81)
Growth -.002 -.038+ 021 025%  .029 067"

(-.08) (-1.81) (1.56)  (2.18) (.84) . (4.28)
U.s. -9E-6 -SE-6 -BE-6% -4E-6+ X X
Tariffs (-112)  (-1.32)  (-2.22)  (-1.87) X X
u.s. -007*  .003% -.001 0006 X X
Nontariff (-2.75)  (-2.40)  (-1.32) ( 84) X X
Barriers .
MES 1.142° 5874 889" 699° - 398 062
(1.89) (2.03) (4.09) (4.02)  (-.72) ( 26)
Localized 138 046  -043  -014  -168% - 086
(1.54)  (1.01) (-1.36) (-.49) (-2.07) (-1.48)
Japan -.004 .183* .009 004  -.005 - 189°
Target ( .08) (6.49) ([ .47) (.24) (-.11) (-8.31)
Europe -.199%  -008°  .018 -.021 146° 108°
Target (-2.20)  (-3.18) (- 92) (-1.16) (3.31) (4.94)
Unioniza- -003%  .003° 001%  .0008° .005° -.002°
tion (-2.06) (3.68) (1.96)  (1.68) (3.47) (-2.77)
Herfindahl -.149 154 ..037 ..055 .108 ..253°
Index (- .39) (.92) (-27) (-85 (.32) (-1.88)
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Table 3.10--Continued

Independant Net Imports Imports Exports
Variable 1981 1975 1981 1978 1981 1978
Foreign Pay -.348° -.410° .008 016 .333° .399°
(-6.76)  (-10.78)  { .46) (.73) (7177 (12.98)
Human Capital -012° -.006° -.004° -.004° .008° .003»
[ntensity (-5.29) (-4.48) (-5.17) (-4.36) (3.69) (2.46)
R&D -.027* -.003 .003 .003 .028° .004
Intensity (-5.39) (- .80) (1.47) (1.54) (6.27) (1.44)
Foreign .0003 .SE-$ X X .0008 .0003
Noncariff (.38) (.01) X X (.78) (1.17)
Barriers
Foreign -.029 -.056#% X X - 003 .032
Tariffs (- .6%) (-2.34) X X (- .80) (1.68)
Intarcept .894 474 .070 .008 -.701 -.354
R-eq. .86 525 170 148 .$86 609
F scac. 23.75° 20.97° 4.39° 3.65° 30.31" 33.33°
N 360 360 360 360 360 360

Note: The figures in parentheses are t-statistics.

+ Indicaces significant at the .10 level for a two-tailed test.
# Indicates significant at the .05 level for a two-tailed test.
* Indicates significant at the .01 level for a two-tailed test.
X Indicates that the variable was not used in the regression.
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Turning to the Unionization and R&D variables in our
full modecl comparison (Tables 3.6 and 3.10) of the adjusted
and unadjusted trade flow rcgressions, first, we obscrve that
the adjustment of exports by DFI caused the associated
coefficients to switch signs so that they are negative in the
1981 adjusted net import rcgressions. For both coefficients,
this change in sign appears to be related principally to
changes in thc rclationship that these variables have with
exports (switching from negative to positive for unionization
and becoming substantially more positive for R&D). « One
interpretation of these changes is that U.S. firms have
increasingly invested abroad to takec advantage of their
technological know-how and to avoid U.S. unions, since
adjusted exports have a stronger positive rclationship with
these variables than with wunadjusted exports. This
interpretation is consistent with the view that mobile factors,
such as know-how, will move abroad when they can be
advantageously coupled with other resources.

In the case of the foreign pay coefficients, it is the
coefficient for the import regression which changes sign,
becoming positive in the adjusted regressions. This change is
consistent Dboth with the view that forcign firms are
attracted to manufacture in the U.S. when skilled labor is
an important input and with the vicw that foreigners arc
discouraged with producing in their home markets when wage
rates are rclatively high in these markets.!*?  When they

113 As noted earlier, the positive rclationship between

exports and forcign compensation could arisc from either of
two sources. It could occur because high forecign wages mcan
high foreign costs and hence an opening tor U.S. cxports.
Or it could occur Dbecause wages arc high abroad where
foreign producers have to usc highly skilied workers and
these are just the types of industries in which the reclative
abundance of U.S. skilled labor gives the US. an advantage.
Under the first hypothesis, the advantage ol U.S. producers
is based strictly on producing in the U.S. Producing abroad
would subject them to the samec wage conditions as foreign
producers, so there should not be a positive association
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have to rely on their own labor, they can not import
effectively in high wage/skill industrics. However, by
producing in the U.S. they can compete successfully to serve
the U.S. market. Again, the observed change in coefficients
is consistent with the view that firms may move
internationally to exploit relatively immobilc resources.

2. Poouled Regression Results

As in our analysis of the unadjusted trade flow data, we
were able to pool the adjusted trade flow data and perform
statistical tests of the stability of the regression coetficients
over time. \While we obscrved substantial stability in the
values of the parameters, there were some statistically
significant changes (see Appendix B.l¢). However, these
changes in parameters evidence a strengthening of the
relationships that have traditionally shaped- US. trade flows.

T-statistics on the dummy time shift variables for the
full model are rcported in Table 3.11. Reports for the two
simpler specifications are in Appendix B.l.

Focusing first on the variables we include in the basic
model, there arec no statistically significant changes in the
coefficients for the labor or capital variables. While
coefficients for the human capital and R&D intensity variable
did change. the movement indicates incrcasing U.S. strcngth
in products that involve tcchnological know-how. The R&D
intensity variable also changed in a direction consistent with
strengthening U.S. traditional compctitive strengths; however,
this change was not statistically significant at traditional
significance levels. :

between foreign compensation and production by U.S. firms
abroad. But there is. Consequently, it is more useful to
consider the foreign compensation variable as a foreign
human capital variable where human capital technologies are
somewhat transfcrable tfrom the U.S. to abroad without
substantial penalties. )
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Three trade policy variables are associated with signifi-
cant changes in regression coefficients over time: Japanesc
industrial targeting, European-industrial targeting, and U.S.
nontariff barriers. Evidently, the Japanese and European
targeting efforts are having less of an adverse impact on
US. exports when DFI is included. Somewhat more
perplexingly, it appears that US. nontariff barriers are
having an increasingly negative affect on adjusted imports.
Since no parailel relationship exists for unadjusted imports,
we take this to mean that nontariff barriers are negatively
associated with FDI. While we cxpected nontaritf barriers to
raise FDI, not decrcase it, the observed relationship may still
have some theoretical support. In particular, it may simply
indicate that the U.S. introduces nontariff barriers in
industries where U.S. based production is -losing its
comparative advantage. !4

The pooled regressions also evidence changes which
suggest that U.S. DFI is shifting away from natural resource
intensive industries.!® Specifically, the coefficients in the
export equation (and thus the nct import equation) fall for
the energy intensity and depleting recsource intensity
variables. ' '

The only other variables that change over time are the
local market indicator and the variable which indicates the
level of union activity in the industry. The coefficicnt tor
the local variable in the export equation falls over time.
Evidently, the U.S. is doing more production abroad in
markets in which it trades internationally. The union

114 As noted previously, we did not have data to test
this simultaneous mode!l of U.S. nontariff barriers.

115 For example, US. firms sold Canadian affiliates in
response to laws thdat were designed to increcase the
participation of local investors in the petroleum industry.
Similarly, US. firms sold a large Australian metal
manufacturing affiliate to local investors (Wichard (1983). p.
18).
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coefficient changes signs over time for the adjustcd nect
import (+ to -) and export rcgressions (- to +). Together,
these tindings suggest that the adverse cffects of unions on
U.S. controiled firms’ international competitiveness has
diminished, possibly because they have moved production
overseas. '

In summary, our analysis of adjusted trade-flow data
complements our preceding study of unadjusted data. While
the latter showed no cvidence of change in trade patterns,
the former provides some evidence that U.S. firms have
increasingly exploited their more "mobile” competitive
strengths by investing abroad. Moreover, it appears that
US. firms have undertaken this effort, in part, to avoid some
of the disadvantages of producing in the US. Most notably,
they may have moved abroad to avoid U.S. industries that
have higher levels of unionization. '

Together, the analyses of adjusted and unadjusted trade
flow data indicate that US. firms are not losing their
traditional competitive strengths. Indeed, to the extent
change is occurring, it appears likely that it is moving the
mix of U.S. firm production toward emphasizing traditional
U.S. strengths. Moreover, the structural changes that have
occurred do not appear to have been dramatic enough to be
consistent with the large observed increase in the U.S.
balance of payments during the 1980s. As a result, there
continues to be no support for the view that anv of the
seven hypothesized explanations is responsible for the sharp
rise in U.S. trade deficits.



E. SENSITIVITY ANALYSES OF BASIC RESULTS
[. Overview

Five types of sensitivity analyses were conducted: (1)
more recent data for 1 subsample of industries were tested to
ses if relationships changed atter 1981; (2) subsamples of the
data controlling for the local nature of the market and the
extent of sales to final consumers were examined: (3) the
possibility that R&D and human capital variables are
simultaneously influenced by trade flows was tested; (4)
alternative industry size deflators were employed; and (3)
various explanatory variables were dropped from the
specification to check for multicolinearity problems. The
stability of coefficients under the last of these sensitivity
tests has been discussed in the preceding review of the basic
results. Here we will consider the updated subsample of
industries. The discussion of the results of the other tests
and tables reporting the results of the other tests are in
Appendix D. [n general, the results are robust with respect
to the seasitivity tests shown in Appendix D.

2. Updated Data Subsample

For a subsampte of [22 four-digit industries, we werc
able to obtain trade datall® covering three acdditional vears.

118 The updated data were taken from the 1985 U.S.
Industrial Outlook, published by the Department of Commercse.
Comparisons of results trom regression analyses (on net
imports) using this data source and a subsample of our main
data files covering the same 22 industries indicate that the
Commerce Department data and our main data sct are similar,
although not identical. The corrclation between 1981 nct
import penetration in the two data sets is .86. No statisti-
cally significant differences occur. The largest ditfercnces
are associated with the foreign nontariff barriers variable
and the growth in demand variable. In the Commerce
Department data tor 1981, the forcign nontariff variable has
1 nearly signilicant positive coefficient while in our main
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1982, 1983, and [984. Although the main sample contz.1ing
1975 to 1981 data includes the beginning of the rise in the
value of the dollar that rcached its pcak in carly 1985, it is
possible that lagged adjustmecnts in trade could lecave our
main results of questionable interest tor the current trade
debate. To check for this possibility, we used the tull
regression modcel on the 122 industries in the new darta
subsample for.the vears 198! to 1984. Results for different
vears from this new smaller data set are compared to check
for changes in the regression <coefficients under the
assumption that changes in the results from the smaller data
set are representative of the changes in the results that
would be obtained if updated data were available for the
larger data sct. -

Tables 3.122 and 3.12b contains the results for 1981-1984
using the smaller updated data set. [n this data set. the
import, nct import and export variables are updated. How-
ever, since updated values for the expianatory variables wers
not available, we were forced to assume that they are the
same as the 198! values.!’” Qur analysis indicates that the
1981 versus 1984 and 1975 versus 1984 coefficients are very

data set this variable has a positive, but clearly insigniticant.
coetficicat. For the growth in demand variable, the signs
are different, but both are insignificant. These ditfareacss
likefy arise from different industry aggregations initially used
in calculating trade flows. For a description of the
dependent variables used in our main data set, ses Appeadix
A.

117 The rankings of the industries with respest to
these variables appears to be tairly stable, which makes this
an acceptable methodology. Ses Chapter [V for a2 discussion
of this stability.



Table 3.12a

Regression Results for the Updated
Data Set Using Full Model with Barriers
and Control Variables, 1984 and 1981

Independent Net [mports Imports Exports
Variabie 1984 1981 1984 1981 1984 1981
Energy -.0003 .0002 -.0008 - 4E-4 .TE-4 -.00Q2
Intensity (- .20) (.11) (-.3%) (- .03) (.08) (-.20)
Depleting .223° .227° .114° .080° ~  ..112° -.147°
Resources ( 3.66) (4.01) (192) - (1.67) (-3.08_2 (-3.40)
Labor : .332° .278° .266° .244° -.087 -.027
Intensity (3.1%) (2.84) (2.60) ( 2.98) (-1.08) (- .36)
Capital .004 .00s .012 .010 .007 ° .Q04
Intensity ( .33) (.49) (1.08) (1.18) ( .98) ( .49)
Growth -.002 -.038 .039 027 .036° .062°
(- .09) (-1.63) ( 1.59) (1.34) (2.42) (3.48)
u.s. .7TE-8 2E-8 9E-8  -3E-8 X X
Tariffs (1.08) (.38) ( .01) (- .70) X X
U.S. Non- .003 .002 .003 .001 X X
taniff ( 1.41) (1.18)  (1.72) ( .86) X X
Barriers
MES 470 .864 1.599* 1.861° .993° .819°
(.78) (1.14) (2.66) (3.23) (2.70) (1.87)
Localized -.038 .0009 -.085 -.083 -.041 -.060
(- .43) (.01) (-1.08) (-1.00) (-.86) (-1.06)
Japan 018 .037 .009 .004 .008 -.020
Tacget (.61) (1.38) (.33) (.20) (.44) (-.99)
Europe .002 -.028 .013 .008 -.008 0ot
Target ( .06) (-.92) ( .44) (.26) (- .43) (.53)
Unionization -.0007 .0002 -.001 -.0004 6E-4 -.0004
(- .73) (.29) (-1.21) (- .52) (.11) (-83)
Herfindahi .304 .199 -.128 -.147 -.385" -.331
Index ( 1.08) (.74) {- .45) (- .66) (-2.22) (-1.61) .

(table continues)
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Table 3.12a--Continued

[ndependent Net Imports [mports Exports
Variable 1984 1981 1984 1981 1984 1981
Foreign Pay -.030 -.038 -.002 -.004 018 .031
(- .89) (-1.22) (-.07) (- .18) (.73) (1.30)

Human -.002 -.003° -.0003 -.001 - .002° .003*
Capital (-1.58) (-2.54) (- .22) (- .84) (2.37) (. 2.82)
Intensity .
R&D -.007" -.003* ..006° -.004° .002 -.SE-§
Intensity (-2.49) (-1.23) (-2.17) ( 1.87) (1.32) ( -.002)

Foreign Non- .0003 0004 X X .8E-4 -.0001
tariff ( .68) (1.02) X X {.28) (-.41)
Barriers )

Forsign -.002 -.008 X X -.022 -.017
Tariffs (- .87) (- .24) ~ X X (-1.41) (- .98)
Intercept -.023 -.042 -.032 -.039 .009 -.012
R-sq. 488 462 292 289 443 .430
F stac. 4.79° 4.91° 2.71° 2.67° §.22° 4.96°

N 122 122 122 122 122 122

Note: The figures in parentheses are t-statistics.
+ Indicates significant at the .10 level for a two-cailed test.
# Indicates significanc at the .08 level for 2 two-tailed test.

* Indicates significant at the .01 level for 3 two-tatled test.

X Indicates that the variable was not used in the regressions.
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Table 3.12b

Regression Results for the Updated Data Set Using

the Model with Barriers and Control
Variables, 1983 and 1982

Independent Net Imports [mports Exports
Variable 1983 1982 1983 1982 1983 1982
Energy -0007  .0004 -0008  -0002  -0001  -.0007
[ntensity (- .46) (.32) (- .64) (- .14) (- .18) (- .63)
Depleting .228° .259° .109#% .099#% - 15" -.187°
Resources ( 3.94) (4.63) ( 2.18) (2.11) (-2.90) (-3.56)
Labor .292° 324° 2194 .228° -.567 .098
[ntensity (2.97) (3.36) ( 2.54) ( 2.81) (-.99) {-1.17)
Capital .007 .00s8 .011 .009 .004. .003
Intensity ( .69) (.48) (1.18) ( .96) ( .48) ( .32)
Growth -.017 -.023 .028 .022 040# 0434
(-.73) (-1.00) ( 1.28) (1.13) ( 2.49) ( 2.36)
U.S. Tariffs .SE-6 4E-8 - 1E-6 -.2E-8 X X
( .79) (.73) (- .24) (-.37) X X
U.S. Nontaniff .003 .003° .002 .001 X X
Barriers ( 1.48) (1.81) (1.22) (1.22) X X
MES .593 .836 1.552° 1.520° .859° 547
(1.01) (1.48) ( 3.07) ( 3.20) (2.15) (1.23)
Localised -.018 -.0003 -.068 -.063 -.080 - 063
(-.21) (-.01) (-1.04) (-1.02) (- .96) (-1.09)
Japan Target .022 046+ .004 .007 -.008 -.0%¢
( .81) (1.69) ( .18) ( .29) (- .26) (-1.14)
Europe Target -.007 -.018 01§ .014 .004 011
(- .24) (-.59) ( .63) ( .63) ( .19) ( .54)
Unionization  -.0006 -.0006 -.0008 -.000s -8E-4 .0002
(- .87) (-.72) (-1.16) (-.79) (- .13) ( .36)
Herfindahl .269 179 -.188 -.136 - 434m -.280
Index ( .99) (.67) (- .80) (- .62) (-2.30) (-1.33)
Foreign Pay -.028 -.029 -.002 -.1E-4 .020 - .02
(- .83) (-.96) (- .09) (- .6E-3) ( .93) ( 1.04)

(table continues)
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Table 3.12b--Continued

Exports

[ndependent Net Imports Imports
Variable 1983 1982 1983 1982 1983 1982
Human Capital -.003+  -.004° -0004  -.008 002°  .003°
Intensity (-1.87) (-2.7% (- .3%) (- .56) ( 2.69) (3.37)
R&D Intensity -.006#% -.004 -.005#% -.004% .002 .0006
(-2.16)  (-1.60) (-2.09)  (-2.03) ( .98) (.31)
Foreign Non- .0003 (-1.60) X X -.SE-4 -.002
taniff (1) (.81) X X (-.18) (- .83)
Barners
Foreign Tariff -.007 .001 X X (- .018) (-.027)
(- .29) ( .06) X X (- .98) (-1.46)
[ntercept -.039 -.063 -.017 -.040 .010 .010
R-«q. 451 493 306 318 413 411
F stat. 4.70° 5.87° 2.90° 3.02° 4.681° 4.58°
N 122 122 122 122 122 122

Note: The figures in parentheses are t-statistics.

+ [ndicates significant at the .10 level for a two-tailed test.
# [ndicaces significant at the .08 level for a two-tailed test.
® Indicates significant at the .01 level for a two-tailed test.
X Indicates that the variable was not used in the regression.
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similar.1®  Morcover, there arc no statistically significant
changes in the coctficients over time. 19

[n sum, these tests confirm the basic findings for the
larger data sct. Spccifically, it appears that the dctermin-
ants of trade have not changed radically over the coursc of
the early 1980s.

118 Only two differences are observed. In the import
regressions, U.S. nontariff barricrs are becoming a stronger
dcterrent to imports. In the cxport regressions, foreign
compensation is becoming more positively associated with
exports.

119 As noted previously, statistical differences in the
coefficients over time can be assessed by using dummy
interaction variables with data from the end points of the
period--1981 and 1984 in this case.
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G. SUMMARY OF EMPIRICAL FINDINGS

The cmpirical results largely confirm the hypothesized
relationships between industry characteristics and trade flows
that are summarized in Table 3.3. Morcover, the results
indicate that the structural relationships which shape U.S.
trade f(lows have not changed significantly over the last
decade. However, the relative advantages of U.S. controlled
firms appear to have changed somecwhat. [mportantly, US.
firms appear to have an increasing advantage in industries
where know-how is a particularly important input and have
found that producing abroad avoids the comparative
disadvantages associated with unionized production in the
U.S. However, these shifts have not been so0 dramatic that
they have altered the traditional structure of U.S. trade
flows.

1. Cross-Sectional Results
a. Advantages of Manufacturing [n The U.S.

As was anticipated, the U.S.’s comparative strength is in
manufacturing products that use skilled labor and tech-
nological know-how intensively, while its rclative weakness is
in the manufacture ol products that emplov proportionately
more unskilled labor.}?0 Capital intensity does not appear to
be a particularly significant industry characteristic, perhaps
because ot the international mobility of capital.

Qur examination of tradc barricrs is consistent with the
common view that trade barriers reduce trade (lows. How-
ever, the relationships do not appear to be as simple as

120 As was anticipated, the rclationship of U.S. net
imports and imports to R&D intensity is insignificant due to
contradictory effects. The product differcatiation effect of
R&D suggests a positive reclationship, while the expected
strength of the U.S. in producing these products predicts 2
negative relationship. R&D was always positively associated
with U.S. exports, perhaps because these two forces both
support highcr U.S. export levels.
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analysts often assume they arc. Since trade Dbarriers
probably are erected in markets where imports are a signiti-
cant threat, there may be a simultancous rclationship between
trade flows and tradc barricrs. As a result, higher trade
barriers may be observed where higher levels of imports arc
present, ¢ven though imports are lower than they would be
absent the trade barriers.

A number of market characteristics appear to Dbe
associated with higher import levels: energy intensity,
depleting resource intensity, growth, MES, and unionization.
Each of these relationships was anticipated. Perhaps the
only surprise in the cross-sectional results is the observation
that the Europeans and Japanese are targeting diffcrent
industries. Based on simple correiations between .these two
explanatory variables and other explanatory variables, it
appears that the Japanese are targeting human capital
intensive industries, while the Europeans are targeting more
traditional labor intensive industries.

Generally, the results appear to be quite robust to
changes in specification. Variables can be deleted without
having particularly significant impacts on the signs of
remaining variables, although for some variables the evidence
is weaker than for others. Subsamples appear to have similar
properties.!?!  Tests of models that recognize that R&D and
human capital may be simultancously dctermined and affccred
by trade flows indicated that these considerations are not
statistically  significant. Alternative heteroscedasticity
corrections have minimal effects.

b. Strengths of U.S. Controlled Corporations
The results for the cross-sectional trade flow models

which are adjusted for international direct investment are
very similar to those for the unadjusted model. The only

121 The local/internationally traded scgmentation of the
sample improved the statistical significance of the results.
The consumer/producer goods bifurcation did not improve the
fit and suggested that additional work in this arca is needed.
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coefficients that have a sign that differs significantly at
least once across models are the coefficients for the
unionization, R&D, and foreign pay variables. The sign
differences involving the first two of these variables are
consistent with the view that U.S. controlled firms are
investing in forcign manufacturing opcrations to avoid unions
and to exploit their R&D advantages. The sign differcnce for
the third of these variables may result because foreign firms
are attracted to invest in the U.S. when the industry
intensively employs skilled (higher wage) labor.

2. Pooled Regression Results

The pooled regressions evidence substaatial stability in
the structural relationships that shape trade flows.
Evidently, the basic relationships that encourage firms to
produce in the U.S. have not changed significantly, although
gradual changes may be occurring.

The regressions that analyze trade flows that are
adjusted to reflect international direct investment flows do
evidence some statistically significant shifts in the structural
relationships over time. However, the changes in regression
coefficients are limited in number and often reinforce
existing structural reclationships, rather than indicating an
erosion of these relationships. For example, among the
variables we include in the basic model, there are no
statistically significant changes in the coefficients for the
labor intensity or capital intcnsity variables. While
coefficients for the Human Capital and R&D intensity
variables did change in some of our poolcd rcgressions, the
movement in both cases indicates increasing U.S. strength in
products that involve technological know-how relative to
many other nations.!22

Other changes in the regression coefficients over time
are consistent with the hypothesis that U.S. nontarift
barriers to trade may be having a more significant
prohibitory impact on imports, while Japanesc and Europecan

122 Sce footnotes 35 and 123.
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targeting efforts appear to be having less of an adverse
impact on U.S. exports. And the pooled regressions suggest
that the adverse effects of unions on U.S. controlled firms’
competitiveness have diminished over time, since they have
moved production overscas.

The analyses of adjusted and unadjusted trade flow data
indicate that US. industries are not losing their traditional
competitive strcngths relative to other U.S. industrics.
Changes in trade structure, to the extent they arec occurring,
appear to be leading U.S. produccrs to exploit their historical
strengths and avoid their traditional. disadvantages by
investing abroad. Yet, direct forcign investment has not
been so significant that it has altered the basic structure of
trade flows. No evidence of dramatic changes of the type
suggested by the seven explanations for the growth in the
trade deficit is apparent. '
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CHAPTER IV
CHANGE IN THE PERFORMANCE OF U.S. INDUSTRIES
A. INTRODUCTION

Factors associated with U.S. competitiveness in tradce
appear to have been relatively stable throughout the 1970s
and early 1980s. As the empirical results reported in Chapter
[II indicate, manufacturing operations located in the U.S.
retain their traditional competitive advantage in production
that requires sophisticated know-how and continuc to cxperi-
ence a competitive disadvantage in production that uses
unskilled labor intensively. Moreover, it appears that, to the
extent change has occurred, these relationships have streng-
thened over time.!?®  Yer, as others have pointed out, the
competitive performance of manv U.S. industries appears to
have declined.!?* Can these two observations be consistent?

122This finding reflects an analysis that considers
numerous manufacturing industries and trade with ail
countries. Particular industries or trade patterns with
individual countries may have diverged somewhat from thesc
average relationships. For a discussion of particular product
markets, scc the various studies of the National Rescarch
Council (1982-85). And for a discussion of shifts in trade
competitiveness with Japan, sce Marston (1987).

124 Landau and Rosenberg (1986) and various industry
studies by the National Rescarch Council (1982-1983).



Our earlier empirical findings may be quite consistent
with the obscrved rise in the trade dcficit, since the
compectitive performance of U.S. industries can dccline
because of changes that do not affect the relatioaships
between trade flows and the industry charactcristics incliuded
in our previous anailysis. Two possibilitics are the focus of
our attention in this chapter.!?> First, the characteristics of
particular industries, such as their factor intensitics, may
have changed so that net imports increased. For example,
we found in the last chapter that higher unionization is
associated with more imports, thus if unionization increased
and this relationship remained stable, then unionization could
be one cause of increased imports. Second, it is possible
that variables not included in our analysis, including
economy-wide variables, such as exchange rates, may have
changed, causing the rise in net imports.

125 There is also the possibility that the failure to
observe significant shifts in the structural relationships
captured by our model is due to mcasurement error. [n
particular, as noted in Chapter [II, we are torced to assume
that some variables do not change over time, when they may
change somewhat. However, given the stability in the
structure of trade evidenced in the preceding scction, as well
as stability in the explanatory variables that can be traced
over time (covered in this chapter), it scems unlikely that
this is the casc.



B. CHANGES [N INDUSTRY CHARACTERISTICS THAT
AFFECT INTERNATIONAL COMPETITIVENESS

Shifts in the rclative competitiveness of an individual
industry may reflect adjustments in the characteristics of the
industry, within the context of stable comparative advantage
refationships. For example, 1f strong research and
development cfforts are associated with strong exports, but
industries reduce their research and development
expenditures, export performance would be expected to
decline even though the relationship between exports and
research and development was stable. Put ‘stightly
differently, when relative factor abundancies are stable,
changes in industrial input requirements will be reflected in
shifts in the trade balance of particular U.S. industries.

While it is theoretically possible that changes in the
characteristics ot U.S. industries underiie the observed rise in
U.S. trade deficits, available empirical evidence suggests that
this is not the case. OQur sample of 360 industries accounts
for most U.S. manufacturing industries and evidences an
increase in the merchandise deficit much like that which the
entire economy experienced.!?® Yet, we observe considerable
stability in the characteristics of the industries within our
sample.

126 For our sample manulacturing industrics, nct
imports increased by S$50 billion or 9.4% of total trade
between 1975 and [981. This figure differs from the change
shown in Table .1, $19.1 billion, because unprocessed U.S.
agricultural exports are included in the merchandise trade
balance, but not in our sample. Similarly oil imports are not
included in our sample, but arc included in the mecrchandise
trade accounts.

Interestingly, our net import penctration ratios do not
change much. The average import penetration ratio moves
from .00117 to .00123. This implies that many of the most
dramatic increases in net imports have occurrced ‘in- large
industries.
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Four tests were performed to evaluate the stability of
the industry characteristics we used in our empirical tests.
First, we examined the stability of the rankings of industrics
with respect to their net import levels. Second, we looked
at the stability of industry characteristics across time, for
those industry characteristics for which we ‘have data that
change over time. Third, we related the changes in the
trade flow variables to changes in the industry
characteristics to see how much of the obscrved change in
trade flows is explained by changes in the industry
characteristics. Fourth, we cvaluated the sensitivity of trade
flows to changes in variables that could be observed at only
one point in time. The first three measurc whether these
characteristics have changed e¢nough to have significantly
atfect trade flows. The fourth checks whether any ¢hange in
the characteristics, regardless of how large, could result in
significant changes in imports and exports. '

The rankings of industries with respect to their trade
flows have been quite stable. While there have been some
shifts in position during the last decade. statistical tests
indicate that the shifting has not been substantial. The rank
order of manufacturing industries by the levc! of net imports
in 1975 is highly correlated with the rank order which
existed in 1984, This correlation is .87. based on our
updated (smaller) sample. For our larger sample. which
covers the 1975-1981 period, the correlation is .90. Both of
these correlations are statistically significant.

Industry characteristics available in time series have also
been quite stable. As Table 4.1 reports. the values for
industry characteristics in 1975 are highly c¢orrelated with
their values in 198!. Indeced, none of the eight explanatory
variables that vary across time in our sample have a
correlation that is below .80. This indicates that industries
with high values for an explanatory variable in 1975 arc very
likely to have high values in 1981. Moreover. the changes in
mean values for these variables are relatively small.
especially for the variables that are most directly related to
the seven proposed explanations of the trade detficits that we
analyze. The variables available in time scries include the
primary variables used in traditional trade modecls.
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Table 4.1

Correlation of Explanatory Variables Over Time

(197S and 1981)

Explanatory Correlation % Change
Variable Coefficient in Mean
Labor Intensity .81 - 1.3
Capital Intensity 91 7.1
U.S. Tariffs .81 -10.8
Herfindahi Index .84 -1.5
Foreign Pay .99 21.8
Human Capital 91 .8
R&D Intensity 96 7.5
Energy Intensity .98 11.8
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To determine how changes in the explanatory variables
are rclated to changes in the trade flows, we rcgressed the
1975-1981 changes in eight explanatory variables on the
changes in the trade flow variables over the same time
period. The results are reported in Table 4.2. The results in
-Table 4.2 show little evidence that input rcquirecments or
other industry characteristics changed in ways that would
cause a sharp rise in the trade deficit.!®? Specifically, it is

127 Consistent with our earlier finding that changes
have taken place in characteristics associated with trade
flows adjusted for international direct investment, 2 number
of changes in explanatory variabies are significantly rclated
to changes in the adjusted trade flows. The U.S. rtariffs
variable is the only significant explanatory factor for the
adjusted imports regression and the explanatory power of the
model is correspondingly small (less than 4%). [t is posi-
tively related to changes in U.S. tariffs. In contrast, four
changes in explanatory variables are significant in explaining
changes in adjusted exports. By far the most important
explanatory factor is the change in R&D intensity. [ncreases
in R&D intensity are relatively important in explaining
increases in adjusted export penctration. Incrcases in foreign
compensation and human capital also are positively related to
adjusted export activity. Increases in labor intensity are
negatively related to changes in adjusted export activity.
These four changes in industry characteristics account for
15.6% of the change in adjusted export penetration. In the
net imports equation, all five variables discussed above are
significant in the expected directions. The model accounts
for 17% of the change in adjusted net imports. The
coefficients are shown in Appendix B.4.

130



Table 4.2

Results for Regressions Relating Changes in
Industry Charactenscics to Changes in Trade Flows

Change Variable

Coefficients of Changes in Penetration of

Net Imports Imports Exports
Labor Intensity -.127+ -.073 111
Capital Intensity 014 -.007 -.030
U.S. Tariffs -.079 -.098+ X
Herfindahl Index 048 -.007 079
Foreign Pay -.040 -.191° -.167°
Human Capital .010 059 .086
R&D Intensity .040 -.001 -.064
Energy [ntensity -.085 .037 1319
Intercept .022 044 .022
R-Square .030 .048 .088
F 1.352 2.390% 2.991°

+ Indicates significant at the 10% level for a two-tailed test.
# [ndicates significant at the .05% level for a two-tailed test.
* Indicates significant at the .01% level for a two-taiied tesc.
xxx [ndicates that the variable is not used in the

pacticular modei specification.
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clear that those changes that did occur account tor rciatively
little of the change in trade flows.!?® The highest degree of
explanatory power is achicved in the export equation where
the R-square is 5.6%, indicting that changes in the indepen-
dent wvariables explain little of the risc in the trade
deficit.129

128 within the overall stability of the independent and
dependent variables there are a few industries for which
trade flows change significantly and there is a_corresponding
shift in these industries’ characteristics. For example, in the
press control instruments and lenses industry (SIC 3823), net
imports increased and the industry’s position in the ranking
of industries by net imports changed by over 100 positions
between 1975 and 1981. Yet the gap between the actual and
predicted net imports was narrower in 1981 than it was in
1975. The regression equation appears to have been able to
predict the increase in net imports because the industry
shifted toward much less human capital intensive production
over the 1975-1981 period.

129 Given the significance of market characteristics in
predicting trade flows, one might expect that changes in
these characteristics would be significantly related to changes
in trade flows. However, this need not be the case. Other
variables may be responsible for changes in trade flows
across time, despite the fact that market characteristics
often do not vary appreciably across time, so it is frequently
the case that industry characteristics do not explain much of
the intertemporal variation. [n contrast, macroeconomic
variables often vary substantially across time, and thus
frequently explain intertemporal variations in economic
variables such as trade flows.

Given the stability of the coefficients that relate
market characteristics to trade flows, one might also expect
to observe the same slope coefficicats in the regression that
relates changes in market characteristics to changes in trade
flows as one observes in rcgressions that studv the structure
of trade flows in'a particular vear. However, this expecta-
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Although we have data on changes in industry
characteristics on the main comparative advantage variables,
we do not have time serics for all of the variables we use in
our regressions. Consequently, questions could remain about
the degree to which increased tradc deficits are explained by
changes in the variables that were not available in time
series form.

In order to explore these questions, we examined the
elasticities of the variables in the 1975 regressions and
sought qualitative information on the stability or direction of
changes in the explanatory variables with only a single
period of observation across time. These elasticities are
reported in Table 3.6b. The cases of greatest concern are
those in which the elasticities of trade flows were relatively
large. If elasticities for a particular characteristic are small,
there is relatively little chance that changes in this
characteristic (unless they were drastic) account for much of
the increase in the trade deficit. In only two cases would
an increase of 10% in one of these explanatory variable
produce so much as .1% increase in import penetration (or a
.1% decrease in export penetration). Those variables are MES
and Unionization.13°

tion is in error because relationships bectween omitted
variables and independent variables inciuded in the rcgres-
sions may cause the slope cocfficicats to differ (Kmenta
(1971), pp. 392-395). Two types of omitted variables that
will have this effect are likely to be present. First. the
regressions that study changes in trade flows exclude some
variables that were included in regressions that analyzed
trade flow levels. Second, there may be variables that are
excluded from both types of regressions that are only
correlated, or correlated in a different way, with changes in
market characteristics that are included in the regressions
which focus on changes in trade flows.

130 Increases in the level of U.S. wages do not appear to
have been significantly associated with the growth of net
imports. Changes in U.S. wages are strongly reflected in our
human capital measure. This measure has a low import
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In the case of MES, we believe that there has been little
shift over time because MES is imbcdded in the nation’s
capital stock which changes only slowly.!3! Similarly,
Unionization has been relatively stable, and to the extent it
has changed, it has gradually declined.!3 Given the positive
coefficient on this variable in the import regressions and
negative coefficient in the export regressions, the reduction
in unionization should have reduced, not incrcased the trade
deficit.

penetration eclasticity (-.883) and has a small change in the
mean of less than 1% over the 1975 to 1981 period. In the
regressions in which changes in human capital were used to
explain changes in trade flows, the change in human capital
variable was not statistically significant.

More directly, the average change in relative US. wages
involved a small decrease over the 1975 to 1981 period with
wage gains abroad generally outstripping U.S. wage gains
despite the rise in the value of the dollar in 1980 and 1981.
Although they remained higher than forcign wages. U.S.
wages fell by 8% relative to the increase in Europe and by
15.8% relative to the increase in Japan. Since the wage
coefficient in the proposed hypothesis is positive. this decline
should have reduced the net imports and the trade deficit
rather than increased them.

Bl Consistent with our belief, examination of MES
changes over the period 1972 to 1977, using FTC line of
business industries, shows that MES changed by roughly 11%.
Moreover, this change was a decrease, not an increase. This
would have led to a decrease in the trade deficit rather than
to an increase, given the positive sign on the net imports
regression coefficient.

132 See Gifford (1983).



Although the trade policy variables werc among thosc
with small coefficients, we did some additional exploration of
the stability of these variables because they might change
more quickly and dramatically than the tcchnology rclated
variables. We found that most policy variables appear to be
quite stable. While others may have changed considcrably,
and therefore probably contribute to the variance that our
models do not explain, the small size of their elasticitics
makes it unlikely that they could account for much of the
increase in the trade deficit.

The policy variables that are not available in time series
are foreign targeting, foreign tariff and nontariff barriers,
and U.S. nontariff barriers. Foreign targeting in our model
represents a stock of foreign government interventions over
several years. Hence year to year decisions would not
change the variable to a great extent. . Our foreign tariff
and nontariff data are from recent compilations and include
actions taken during the 1580s by our major trading partners.
Foreign tariff and nontariff barriers were fairly stable over
the observed period (U.S. Dept. of Commerce (1985), p. 48).
The apparent continuity of interveations by these
governments probably occurs because the coalitions that
support such policies are often stable. Over much of the
main period of observation, foreign tariffs were stable
because of "stand still" agreements initiated in 1973 as part
of the Tokyo round of tariff negotiations that concluded in
1879. . Between 1979 and 1983, tariff levels were adjusting,
but since tariff changes were often across the board, relative
tariff levels were stable. The simple correlations over time
in CCN Japanese and European tariffs from 1979 to 1983
were .51 and .95 respectively (conversations with Worid Bank
staff, January 1987).

Having recent data on forcign tariff and nontariff
barriers does not obviate the possibility of errors in
variables, but recent data has the advantage of avoiding the
possibility that the most recent regression coctficients are
insignificant only because the data is dated.



The measures of U.S. nontariff barriers are by far the
most outdated data in our data set. [t is believed, however,
that U.S. nontariff barriers have been expanded rather than
contracted ((Deardorf and Stern (1985)), so changes in this
variable are likely to have reduced rather than expanded
trade penetration. Recent’ studies of trade policy have
continued to focus on U.S. nonrtariff barriers to imports of
textiles, apparel, and metals (Zysman and Tyson (1983)) which
also featured prominently in the nontariff barriers to entry
data set that we use.

In sum, there is no evidence of the massive shifts in the
characteristics of individual industries that would be
necessary to produce the sizeable increases in trade deficits
which have occurred recently. Indeed, both the independent
and dependent variables appear to be fairly stable. More-
over, the changes in the independent variables that are
observed do not explain much of the observed change in
trade flows.
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C. CHANGES IN OMITTED VARIABLES

Since the relationships that explanatory variables have
with trade flows have not changed significantly and changes
in explanatory variables do not appear to explain much of
the change in trade flows, it must be that changes in omitted
variables underlic the recent rise in US. trade deficits. The
behavior of the intercept term in the import and net import
regressions is consistent with this view. Spccifically,
regressions that pool 1975 and 1981 data and include a single
dummy variable to indicate the year along with the complete
set of explanatory variables indicate that the intercept
increases over time in the net import and import
regressions.!33  Evidently, omitted variables that atfect many
of the industries in our study simultaneously havc changed
over time in ways that lecad to trade deficits.

Here, we discuss omitted microcconomic and macro-
economic variables separately. Our evidence suggests that
omitted microeconomic variables may be important in explain-
ing trade patterns for some industries wherc our model did
the poorest job of predicting these patterns. However, as
was suggested in the introductory chapter, it appears likely
that changes in macroeconomic variables explain much of the
rise in net imports.

We cxamine two macroeconomic variables: e¢xchange
rates and aggregate demand. These variables are sclected
~because they are believed to be closely associated with the
“simple macroeconomic explanations of rccent trade deficits.
Specifically, the relationship between exchange rates and

133 As noted earlier, when dummy variables for the slope
regressions are added, these intercept dummies become
insignificant individually. All of the dummics arc insignifi-
cant as a group.

The change in the intercept of the export equation was
not statistically significant. However, it was fairly large (it
would have been significant at the .25 level) and did move in
a direction that suggest a decline in U.S. exports over time.
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trade deficits is explored because, in most macrocconomic
theories, they provide the crucial link between recent inflows
of forecign capital and trade deficits. And thc relationship
between aggregate demand is studied because it is key to the
theory that macroeconomic forces caused the U.S. demand for
imports to rise relative to the foreign demand for US.
exports.

QOur examination of the relationship between these two
macroeconomic variabies and trade deficits confirms the view
that the recent rise in the balance of payments deflicits is
associated with macroeconomic forces. We conclude that
while omitted microeconomic variables may be the key to
changes in trade flows in some markets, nfacroeconomic
variables have a larger and more widespread effect.

1. Omitted Microeconomic Changes That Appear To Affect
Trade Flows

Econometric studies rarcly contain all of the explanatory
variables that affect the associated dependent variabie. . As a
result, they normally are unable to explain a substantial
portion of the total variation in the independent variable.l3¢
In our study, we were forced to omit some theoretically
plausible explanatory microcconomic variables because of data
constraints. As a result, we were not surprised to observe
that our statistical models only approximate actual trade
flows and that our R-square levels are gencrally limited to
the .15 to .60 range.!3% To get an idea of what types of
omitted microeconomic variables might bec important. we
examined observations for which the modecl made the worst
predictions.

134 Some of the variation may also be due to random
noise and errors in measurement of the variables included in
the study.

135 For cross-scction regressions using disaggregated
data, this is not unusually low. For example, Maskus (1981),
reports similar, and typically lower, R-square values.
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Table 4.3 identifies the twenty-seven industries for which
the predicted value of net import penetration diftfered from
the actual value by more than 23% of domestic new supply
(US. output plus imports) in the industry. For these larger
outliers, we are able to get some idea of the types of
relationships that are omitted from the regression study, but
which may be important. Three industries (SIC 3483, SIC
3721, and SIC 3795) involve products with military applica-
tions. U.S. government support of the military and national
defense considerations which are not captured by our model
probably account for the fact that the model overestimates
the level of net imports. For six other industries, production
invoives the use of natural resources, which the US. may
have in more abundant supply (SIC 2874, SIC 2044) or less
abundant supply (SIC 2429, SIC 2911, SIC 3333, SIC 3915)
than our model indicates.!3® Product differentiation, based
on historical reputations for product quality, may explain the
relatively high level*of imports in four industries. Widely

138 The U.S. historically has had particularly large
deposits of phosphorous in Florida, which gives the US. a
comparative advantage in the production ot fertilizers (SIC
2874). Similarly, the US.’s abundant supply of arable land
gives it a comparative advantage in rice production that, in
combination with relatively low U.S. demand for rice, leads
to exports of milled rice (SIC 2044). While it would appear
that the U.S. has a comparative advantage in the production
of wood that is used by sawmills (SIC 2429), there are some
specialty woods (such as teak and ebony) that are not in
abundant supply. It is the milling of these woods that
probably explains the behavior of SIC 2429 U.S. dependence
on foreign oil, zinc, and gems explain the remaining three
raw material outliers (SIC 2911, SIC 3333, and SIC 39153).

While the steel industry does not appear to be as large
an outlier as the industries we include in Table 4.3, its
position appears to be similar to that of some of the other
industries which rely heavily on natural resources. U.S.
iron-ore reserves have declined, which c¢aused U.S. raw
material input costs to rise reclative to the costs foreign
producers face.
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TABLE 4.3

Net Import Ouzlion.

SIC 197% 1981
[ndustry Name Code Erroe Error
Rice Milling _ 2044 -.60 -.64
Wines, Brandy, & - :

Brandy Spirits 2084 +.21 +.26 °
Distiiled Liquor, .
«Except Brandy 2279 ¢ +.22 +.38
Carpets & Rugs, Nec 2279 +.22 +.38
Cordage & Twine 2298 +.26 +.14
Textile Goods, Nec 2299  +.88 +.38
Raincoats & Other

Watarproof Qutar

Garmaents 2398 +.27 +.18
Leather & Sheep Lined

Clothing 2386 +.28 +.28
Special Product Sawmills,

Nec 2429 +.12 +.26
Phosphatic Fertilizers ) 2874 -.18 -.26
Petroleum Refining - 2911 +.24 +~.28
Rubber & Plastics

Footware 3021 +.29 +.48
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TABLE 4.3--Continued

sIC 197% 1981
Industry Name Code Error Error
Footware, except

Rubber, Nec 3149 +.40 +.44
Fine Earthenware -

Food Utensiis 3263 +.27 +.41
Primary sinc 3333 +.28 +.39
Ammunition, excluding

Small Arms, Nec 3483 -.28 -.22
Construction Machinery 3531 -.31 -.28
Calculating, Accounting

Machines ’ 3574 +.27 +.21
Sewing Machines 3636 +.2§ +.13
Motor Vehicles &

Car Bodies 3711 +.18 +.31
Aireraft 3721 -.27 -.21
Motoreycles, Bicycles,

& Parts 3751 +.52 +.46
Tanks & Tank

Components 3798 -.60 -.50
Watches, Clocks, Clockwork

Operated Devices, & Parta 3873 +.16 +.35
Jewelers’ Findings &

Materials, & Lapidary Work 3915 +.59 +.67
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TABLE 4¢.3--Continued

SIC 1978 1981

Industry Name Code Error Ecror

Doils 3942 +.11 +.27
Feathers, Plums & Artificial

Trees & Flowers 3962 +.31 +.41

Qutliers are defined here aa abservations for which the
predicted vaiue from either the 197S or 1981 fuil model
regressions differ {rom the observed value by an absoiute
value of more than .25. Figures shown are actual ne¢
imports less predicted net imports.
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recognized forcign brand names are prominent supplicrs in
these industries (SIC 2084 wine, SIC 2085 liquor, SIC 3263
china, SIC 3873 clocks and watches). In twelve other
industries, it is probable that unskilled labor inputs are morc
important in producing the product (or the versions ot the
product which are imported) than the labor. intensity of
competing U.S. manufacturers indicates (SIC 2298, SIC 2299,
SIC 2385, SIC 2386, SIC 3021, SIC 3149, SIC 3574, SIC 3636,
SIC 3751, SIC 3962, SIC 2279, SIC 3942).!37 Construction
machinery (SIC 35331) and motor vehicles (SIC 3711) are the
two industries not included in the previous categories.!3®

137 This possibility is not only evident in the charac-
teristics of the imported products (consider jute mats, SIC
2279), but is evident in the unusually high labor intensity of
U.S. manufacturers (SIC 2386, SIC 3021, SIC 3483, SIC 3636,
SIC 3751).

133 The U.S. does surprisingly well in the construction
machinery industry, having unusually high exports.

In the case of the motor vchicles industry, imports are
higher than expected and exports are lower. The error
appears to relate to the unexpected growth in the small car
market brought about by the oil shock. U.S. manufacturers
evidently responded more slowly or were less well positioned
for the shift in demand for small cars. U.S. firms do not
appear to be at a physical technological disadvantage. sincc
they have access to the same technology as the Japanese
automobile manufacturers (National Research Council (1982),
p. 101), although perhaps not the same organizational and
management techniques. Indeed, the U.S. plants tend to be
more capital intensive than the Japanese plants (National
Research Council (1982), p. 3). Another possible source of
error in prediction is that U.S. auto workers won unusually
large pay concessions during the 1970s without a comparable
accompanying increase in  productivity. Auto industry
compensation rates were 30% above the manutacturing
average in 1970, but rose to 50% above the industry average
by 1981. Yet, productivity did not rise proportionately
(Economic Report of the President (1985), p. 92). To the
extent that wage increascs are usually tied to productivity

143



In summary, the differences between predicted values
and observed values suggest that a variety of microeconomic
explanatory variables have been omitted.!3® Examination of
these errors suggests that some of the omitted variables
capture characteristics of particular industries. Howecver, it
appears unlikely that changes in these microcconomic vari-
ables explain all of the changes in the structure of trade
flows that have occurrcd, -since most of these variables
probably did not change significantly over the last decade.
Given that finding substantial structural changes ian trade
flows is a prerequisite for concluding that microeconomic
changes caused the increase in the trade deficit and given
that we have found little change in the structure of U.S.
trade flows, we now turn to a- brief examination of. evidence
that changes in macroeconomic variables are consistent with
the recent rise in U.S. trade deficits. -

2. Omitted Macroeconomic Variables That Appear To
Affect Trade Flows

As is noted above, simple macroeconomic relationships
suggest that the rise in the deficit is likely to be associated
with changes in macroeconomic variables. If this is true,
then one would expect that many industries experienced a
rise in their trade deficits.!*® Consistent with this predic-

increases, but were not in this instance, our model would
predict a stronger competitive position for U.S. auto makers,
because wages have such a significant effect on the human
capital wvariable, even though their competitiveness was
actually reduced.

139 Besides the variables discussed in the text, we
suspect that the following variables probably are importanc
U.S. government regulations, export controls, and foreign
industry characteristics.

140 Although all industries are affeccted somewhat by
changes in macroeconomic variables, some industries mav be
affected more than others. For example, changes in the
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tion, nearly all U.S. industries experienced declining intcrna-
tional competitiveness to some degree between 1981 and 1984,
Of the 122 industries in our updated sample, 84% had
increases in net import penctration. !4}

In addition to this gencral confirmation of the macro-
economic explanations for trade deficits, there is direct
support for the view that recent inflows of foreign .capital,
attracted by relatively high ‘US. interest rates, and increases
in U.S. aggregate demand relative to toreign aggregate
demand are responsible for recent trade deficits. Specifically,
exchange rates appear to have risen and led to an increase
in net imports, as the macroeconomic theory of international
financial flows predicts. Also there appears to be a positive
association between rececnt increases in U.S. .aggregate
demand and net imports, as the aggregate demand theory
suggests. o

a. Exchange Rates

According to the macroeconomic theory of international
financial flows, higher U.S. interest rates will attract foreign

exchange rate, which alter the relative prices of U.S. imports
and exports, will affect industries differently, depending on
the price elasticity of demand for imports and exports.
Similarly, the effect of an increase in U.S. aggregatc demand
relative to foreign aggregate demand on a particular industry
will dcpend on the income elasticities of U.S. imports and
exports. While differences in income and price elasticities
are expected to cause some shifting in the relative positions
of industries when they are ranked according to their net
import levels, these changes do not reflect changes in the
underlying comparative advantage relationships. Instecad, they
reflect transitory changes due to the ebb and flow of macro-
economic forces that affect relative price and income levels.

141 15 contrast, during the 1975-1981 period, 57% had
increases in net import penetration. From 19735 to 1984, 73%
expericnced increcased net import pcnetration.
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capital. Since U.S. financial assets are dcnominated in
dollars, this will lead to an increasc in the demand for the
dollar. Because increases in the value of the dollar make
U.S. goods more expensive relative to foreign goods, there
will be a reduction in the international competitiveness of
U.S. manufacturers. This decrcase in competitiveness is
expected to be reflected in higher net imports, causing the
trade deficit to equal the surplus on the capital account.!4?

There is empirical support for this argument. U.s.
industries appear to have been wunder severe co\mpctitive
pressure because of the relatively high value of the dollar.
For example, in the automobile industry, it has been argued
that about $700 of the roughly $2000 cost disadvantage of
U.S. automobile manufacturers in 1983 was due to the
unusually high exchange rate.}4® Similarly, in steel, machine
tools, textiles, and many other. industries, analysts have
pointed to exchange rates as an important source of the US.
competitive disadvantage.!** As a result, it is not too
surprising that the increase in the value of the dollar
between 1980 and 1985 was associated with a decline in the
U.S. trade balance (Figure 4.1).148

142As was pointed out in the introduction, there is a
balance of payments accounting identity that rcquires that
the U.S.s current account (real trade deficit) equal its
surplus on the capital account.

143 *Detroit Battle: The Cost Gap,” New York Times.
May 28, 1983, pp. 35, 37. .

144 National Research Council (1985), National Rescarch
Council (1983b), and National Research Council (1983a).

145 The dollar increased in recal value by 65% between
1980 and the close of 1984 (Economic Report of the President
(1985), p. 103). Statistical tests predict that a 1% real
appreciation in the dollar adds $2 billion to the deficit, after
a sufficient lag to allow the appreciation to have its full
effect (Economic Report of the President (1984), pp. 46-7).
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While the adverse effect of the increased value of the
dollar on the competitive position of U.S. industrics scems to
have been quite widespread, the effect has been larger in
some industries than others. In particular, it appears likely
that the effect will be largest for products where the demand
for U.S. exports and imports was quite elastic, since these
products are most sensitive to changes in relative prices.
For example, estimates of price elasticities by Baidwin (1976)
indicate that these elasticities are particularly large (between
3.20 and 4.4) in the case of metal working machinery and
office/computing machines. Qur data. indicate sizeable
increases in net import penetration in Metal-Cutting Machine
Tools (11.6%) and Office Machines, Typewriters, Etc.
(26.7%).146 ' ‘

b. Changes in Rclative Aggregate Demand

According to macroeconomic theory, imports are likely to
vary positively with the level of aggregate demand, other
things being equal. Specifically, as U.S. incomes rise, the
U.S. demand for imports is likely to rise. Morcover, if U.S.
incomes rise relative to foreign incomes, the U.S. demand for
imports should rise relative to the foreign demand for U.S.
exports.’*? As a result, macroeconomic theory predicts that,

146 Of the 62 industries for which export elasticitics
were available, only thrce had elasticities below one. These
were glass and glass products, primary nonferrous mecrtals, and
heating and plumbing products (Baldwin (1976)).

Of the 62 products for which import price elasticities
were estimated, only 6 had price elasticities which were
below one. These industries were: livestock and products,
other agricultural products, forestry/fisheryv  products,
agricultural/forestry/fishery services, ordnance and accessor-
ies, and household appliances (Baldwin (1976)).

147 The foreign share of U.S. sales will increase ‘either
if income elasticities for foreign output in an industry
exceeds the income elasticity for domestically produced goods
or if U.S. supply is less price elastic than foreign supply.
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during these periods, U.S. demand for imports will rise
relative to foreign demand for U.S. exports and growing
trade deficits are more likely.

Available data are generally consistent with this
theory.#® As Figure 4.2 indicates, when U.S. growth picks
up relative to the growth of its trading partners, U.S. trade
deficits rise.!*® Consider the recent experience. At the end
of 1982, the U.S. balance of payments deficit appears to have
been reduced by aggregate demand effects, since the U.S.
demand was falling relative to foreign demand. However, in
1983 and 1984 the U.S. economy grew relative to the

48 Even if foreign demand was synchronized with U.S.
demand so that US. aggregate demand rose proportionally
with world aggregate demand, increases in aggregate demand
could affect the U.S. differently. For example, the US.
income elasticity of demand for imports could be higher than
foreign income elasticities, which would make it more
sensitive to swings in demand. This difference in the
elasticity of demand appears to be present, since the U.S.
trade balance tends to move toward surplus in world ressions
and toward deficit in world expansions. See the Economic
Report of the President (1984), p. 48. '

1499 Morcover, LDCs have becn experiencing financial
difficulties (partially due to the OPEC oil shock) in mceting
their debts. This has led them to place strict limitations on
their imports during much of the recent past. Since many of
these LDCs are Latin American countries with whom the U.S.
has done a substantial amount of trade, U.S. exports have
suffered disproportionately. In the early 1980s, this effect
may have worsened the U.S. trade balance by $10-S20 billion
doilars (Economic Report of the President (1983), p. 75).
During 1984, this problem was reduced (Economic Report of
the President (1985), p. 103). However, it is possible that
some countries, such as Mexico, may again tace additional
difficulties, since they have invested in oil and its price has
fallen.
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economies of its trading partners.’®  The rclatively strong
U.S. recovery, and the general world-wide recession, was
associated with a sharp risc in the U.S. trade deficit.!5!

150 In 1983, the growth rate for real U.S. GNP was
3.5%, while it was 3.3% in Japan and only 1.2% for the
European Economic Community. For 1984, the U.S. growth
rate was 6.5%, when the Japanese growth rate was 3.2% and
the E.E.C. growth rate was 2.1% (Economic Report of the
President (1986), p. 378).

151 Estimates suggest that perhaps as much as 235% (S8.5
billion) of the increase in the deficit after 1980 is due to
this change in rclative levels of aggregatc demand. Economic
Report of the President (1985), p. 103.
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D. CONCLUSION

There is no conflict betwecen the obscrvation that US.
trade deficits arc rising and our finding that U.S.
comparative advantage relationships have been rclatively
stable over the last decadec. Evidently, there have been
shifts in macroeconomic variables that have increased the
level of imports in most industries, without shifting trade
patterns across industrics significantly. While other tvpes of
changes, such as shifts in omitted microcconomic variables or
changes in the magnitudes of included variables, would also
make the two observations consistent, available data suggest
that these alternative explanations are not as important.
Moreover, simple macroeconomic theories and available
empirical evidence suggest  strongly that macroeconomic
forces underlie recent trade deficits.

Changes in most microeconomic variables have either
been gradual or narrowly focused. As a result, they are
unlikely to generate the large deficits that are observed.
Only the changes in international capital flows (with
associated changes in exchange rates) and, for part of the
period, changes in the rclative levels of aggregate demand,
have been large enough and sharp enough to explain the
sudden rise in net imports.



APPENDIX A
DESCRIPTIONS OF DATA

This appendix contains descriptions of the variables used
in the multiple regression models as well as information
about the sources of the data. The dependent variables are
described first. The independent variables are described in
the order presented in Table 2.2. A summary table is shown
at the conclusion of the section.

Dependent Variables
Net Import Penetration

Net import penetration is calculated as the ratio
(Imports - Exports)/(U.S. Production + Imports).

The import data used in the study were gathered for the
Department of Labor’s Trade Monitoring System (U.S. Burcau
of Labor Statistics, Office of Productivity and Technology,
Division of Foreign Labor Statistics and Trade). The export
data. were assecmbled directly from a four- and five-digit
concordance linking SIC classifications to trade data coliccted
on the basis of the Tariff Schedule of the United Statcs
Annotated (TSUSA) classes. All of these component mecasures
were recorded in millions of dollars.

The Trade Monitoring System utilizes import based SIC
definitions which differ for some industries from the output
SIC basis on which other data were available. As a result, it
was neccessary to develop a concordance to bring the Trade
Monitoring Data onto the same basis. This was done using
the following rules: (1) When an import SIC in the Trade
Monitoring data is identical to the output SIC, a one to one
correspondence is used; (2) When an import SIC applies to
two or more complete output SIC’s, the import penctration
ratio from the import SIC is assigned to all of the component
output SIC’s; (3) When an import SIC applies to a. predomi-
nance of an output SIC, the import SIC ratio is assigned to
that output SIC; and (4) When no predominant relationship
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between an output SIC and an import SIC can be detcrmined,
the output SIC is dropped.

For approximately 70 or our 360 four-digit industrics, the
U.S. shipments data for the import data set did not match
the U.S. shipments data for the export data set. Most of
these mismatches were corrected by shifting five-digit
component industries from one four-digit industry to another
to replicate the placement of five-digit industries in the
import data set. For the remaining industries, U.S. shipments
in the export data set were adjusted to match the shipments
in the import data set. The export level was changed in
proportion to this adjustment to U.S. shipments in the export
data set.

Import Penetration

Import penetration is calculated as the ratio (Imports) /
(U.S. Production + Imports). [t uses the import data as
described above.

Export Penetration

Export Penetration is calculated as the ratio (Exports) /
(U.S. Production + Imports). It uses the cxport data as
described above.

Foreign Direct Investment

Foreign direct investment in the United States is
measured as the proportion of all employed persons in a
two-digit industry who are employed by a forcign-owned firm.
Only firms with 50 or more employees are included in the
sample. Foreign ownership is defined as foreign control of
10% or more of the voting stock. For two industries
(tobacco and furniture), data on employment was unavailable.
Here, establishment data was used to estimate the relative
importance of foreign direct investment in the industry. Data
was obtained from the Bureau of the Census publication,
Selected Characteristics of Foreign-Owned U.S. Firms for
1975, 1976, 1978, 1979, 1980, and 1981].
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Direct Foreign Investment

Direct Foreign Investment by the United States s
measured at the two-digit SIC level using the ratio: taxable
income (income subject to tax) earned by U.S.-based firms
from foreign sources divided by the U.S. taxable incomes.
Information on the total taxable income from foreign sources
was obtained from the IRS publications Statistics of Income,
International Income and Taxes, 1974 and 1976-1979 and the
Statistics of Income Bulletin, Summer 1984. Information on
"Income subject to tax" was obtained from the IRS
publication Corporation Income Tax Returns 1974, 1976 and
1980.

Independent Variables
Human Capital Intensity

Human capital (HUMANK) is calculated as average hourly
compensation in the industry minus the minimum wage,
multiplied by one over the interest rate (.10), multiplied by
labor intensity. Industry compensation data came from the
U.S. Bureau of Labor Statistics, Office of Productivity and
Technology, Division of Foreign Labor Statistics and Trade as
did the labor intensity data. The minimum wage is the
lowest average compensation figure from the average compen-
sation data set. Average industry compensation and average
minimum compensation are both expressed in dollars.

Labor Intensity

Labor intensity (LABOR) of U.S. manufacturing firms is
defined as the ratio total worker compensation in the
industry divided by value added, both expressed in millions of
dollars. This figure includes consideration of salaried and
non-salaried workers and includes wages and fringe benefits.
Value added is used in the denominator to match the opera-
tions carried out by the firms in the industry category
separate from the value added by their suppliers.

Data were available at the four-digit lcvel in most
instances. In approximately 10% of the sample, four-digit
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output SIC data had been amalgamated to calculate the values
in the data source. In these instances, labor intensity values
for the aggregate were calculated and then assigned to the
component four digit output SIC industries. Data for labor
intensity were made available by the U.S. Dcpartment of
Labor, Bureau of Labor Statistics, Office of Productivity and
Technology. The data were originally taken from BLS publi-
cations and from materials gathered by the Office of
Productivity and Technology. -

Foreign Compensation

Real hourly compensation rates (FPAY) by industry for
Japanese workers are used in the regressionss These data
were obtained from the U.S. Department of Labor, Bureau of
Labor Statistics, Office of Productivity and Technology.
Observations at the two- and three-digit level were assigned
to the component four-digit industries. Observations are
expressed in dollar equivalents. Our composite European
compensation figure, the average figure for West Germany
and Great Britain, proved to be too highly correlated with
the Japanese compensation figure to be included separately.

Unionization

Unionization rates (UNION) were obtained directly from
R. Freeman and J. Medoff’s article, "New Estimates of
Private Sector Unionism in the United States”, Industrial
Labor Relations Review 32 (January 1979), pages 155-188.
For three-digit industries., the authors calculated the
percentage of production workers in the industry that are
union members. These three-digit level data were then
assigned to the four-digit level industrics.

Research and Development Intensity

The research and development variable (R&D) is defined
as the intensity of total research and devclopmental expendi-
tures as a percent of value added. Two digit level data for
this variable were taken from the annual National Patterns of
Science and Technology published by the National Science
Foundation (Table 38 and 41). Four-digit industries were
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assigned the values of the rclated two-digit cntries.
Conversion from the R&D over sales figures in this publica-
tion to R&D over value added was accomplished by muitiply-
ing R&D over sales from NSF by sales over valuc added from
the Department of Labor data. Both sales and value added in
the D.O.L. data are in millions of dollars.

Government R&D Intensity

Government R&D is defined as the intensity of R&D
efforts financed by the U.S. government. This data.was also
taken from National Patterns of Science and Technology and
calculated as the difference between total R&D intensity and
corporate R&D intensity. As in the total -R&D variable,
four-digit assignments were made from the two-digit data and
converted to value added intensities.

Depleting Natural Resource Industries

To create the depleting natural resources dummy variable
(DEPLRES), the natural resources industries identified in
Baldwin (1971) were divided on the basis of whether the
natural resource was rencwable or not. The recnewable
resources industries were defined to include the food, lumber,
paper and tobacco industries. The depleting natural resource
industries group includes the remainder of Baldwin’s natural
resource industries with the exception of petroleum process-
ing, which is accounted for by the energy intensity variable.

Energy Intensity

The energy intensity variable (ENERGY) is detined as the
dollar value of energy used by the industry divided by the
value added, both expressed in miilions of dollars. The
source of the data on energy use was the U.S. Department of
Commerce, Office of Research Analysis and Statistics in the
Bureau of Industrial Economics. The data tape contains
unpublished data primarily at the two-digit level with addi-
tional detail in a few instances. Data werec available for the
years 1975 to 1977, hence the 1978 through 1981 values for
this variable rcpeat the 1977 observations.: The value added
information -from BLS at the four-digit level was aggregated
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to the two-digit level in order to calculate the value added
observations used to calculate the variable. The two-digit
values were reassigned to the component four-digit industries
under a homogencity assumption.

Net Capital Stock Intensity

The net plant and equipment stock estimates (CAPITAL)
are from the Office of Business Analysis at the Department
of Commerce. These estimates are made by adjusting nominal
capital assets for wear and loss of efficiency in preduction
by assigning rental prices to each type of asset. The net
capital plant and equipment assets from OBA are divided by
value added figures tor the same industry greups. Both are
expressed in the same units. The mixed three- and .four-digit
ratios are then assigned to the component four-digit indus-
tries. : »

Documentation of the techniques used in creating the
capital stock estimates can be obtained from OBA. A
description appears in the Bureau of Labor Statistic’s Bulletin
2178, "Trends in Multifactor Productivity 1948-1981" (1983) at
Appendix C, pp. 39-65.

Growth in Demand

The growth in demand variable (GROWTH) is the pro-
portional change in U.S. consumption from 1972 to 1981. It
is calcuiated as (U.S. Production + Imports - Exports for
1981) - (U.S. Production + Imports - Exports for 1972)
(US. Production + Imports - Exports for 1972), using the
same data sources as the dependent variables at the
four-digit level. The growth variable is introduced as a
proxy for the expected profitability of entry into the
industry. Empirical models of entry have generally found
that growth is quite strongly associated with successtul entry
- of new firms and foreign competitors.

U.S. Tariffs

The tariff variable (USTARIFF) used in the modeling is
the effective tariff rate. It is the ratio of import duties (in
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dollars) to the value of imports (in millions of dollars) for
the four-digit industries.

Data on duties was organized and aggregated to the
four-digit level based on a seven-digit level concordance to
TSUSA data. Access to the data was through the TRADENET
data system maintained by the Departments of Labor and
Commerce. The import data used in calculating the variable
is from the Department of Labor’s Trade Monitoring System.

U.S. Nontariff Barriers

Estimates for nontariff barriers (USNONTAR) are taken
from Robert Baldwin’s 1970 Brookings publication Nontariff
Distortions of International Trade. Since ' this data was
gathered during the 60°s, it must be used under the somewhat
strong assumption that there has been continuity in U.S.
nontariff barriers. U.S. Nontariff Barriers are expressed as a
percentage equivalent tariff.

Foreign Tariffs

The foreign tariffs variable (FTARIFF) is a dummy vari-
able which designates industries in which a substantial
foreign tariff on imports from the U.S. was reported for one
of our primary trade partners in the 1985 Annual Report on
National Trade Estimates, Office of the United States Trade
Representative, Washington, D.C,, 1985, This report, which is
required by the Trade and Tariff Act of 1984, discusses what
are believed to be "significant” trade barriers to U.S. cxports.
Tariff barriers reported in this publication are assumed to be
of long standing and thus applicable to earlier years. The
publication provides descriptions of the industries involved
and the dummy variable assignments are constructed as
narrowly as possible from these descriptions.

Foreign Nontariff Barriers

This variable (FNONTAR) is a count, by industry, of
major trade protection actions taken by Japan or members of
the EEC against U.S. exports. The data set was obtained
from UNCTAD and is based on their {our-digit tabulations.
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A description of the data is contained in "Protectionism and
Structural Adjustment” a report by the UNCTAD Secretariat,
February 2, 1983.

European Targeting

A dummy variable indicating industrial policy targeting
undertaken by European governments (EURTARG) was created
to control for the effects of. these policies. In this dummy
variable, 2 one is used if the industry was the subject of
European government subsidization apparently aimed at
increasing exports by these countries. The dummy is based
on the UJS. International Trade Commission’s publication
Foreign Industrial Targeting and Its Effects on U.S.
Industries Phase II: The European Community and Member
States, 1984. Pages 17, 129, and 137 contain the charts and
text used in constructing the variable. The information is
largely available at ‘the two-digit level with more specific
details available in a few instances. The two-digit level
findings are assigned to the related four digit industries.

By its nature, targeting efforts are at least somewhat
ambiguous. Help for particular industries may be primarily a
regional development effort with only minor implications for
‘international trade. Alternatively, general small business aid,
for example, may be primarily directed toward particular
industries with substantial export potential without making
these links very visible. The ITC publication makes an effort
to unscramble some of these ambiguities, but the reader is
cautioned that this a very complex classification problem with
strong incentives for governments to obscure what is the real
intent or result of particular industrial aid policics.

A further complication is the possibility that the vari-
able is really capturing how countrics decide to target rather
than the effects of their targeting. For example, 2 country
might target those industries that seem to be approaching
take-off on their own. If this is the case, targeting would
be associated with increased U.S. imports not because target-
ing was particularty successful but rather because targeting
efforts are originated in industrics that already show
evidence of being able to penetrate U.S. markets.
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Japanese Targeting

The design and qualifications of the European targcting
variable are repeated for the Japanese targeting variable
(JPTARG). The source for the Japanese targeting variable is
the US.I.T.C.s publication Foreign Industrial Targeting and
Its Effects on U.S. Industries Phase [, Japan. The chart
containing targeting information is on page F-2.

Minimum Efficient Scale

The Minimum Efficient Scale variable (MES) for this data
set is defined as the average proportion of the market served
by the largest plants making up 50% of industry output. The
data is derived from the Bureau of the Census’, 1977 Census
of Manufacturing. MES data were calculated at the four-
digit level by the staff of the FTC’s Line of Business
Program.

Localized Shipments

The localized shipments variable (LOCAL) used in the
study is 2 dummy variable set at | for industries in which
the proportion of goods produced by U.S. firms that are
shipped less than 100 miles was greater than 75 percent.
The statistic appears in the US. Census of Transportation
(1972) as Table 2, "Percent Distribution of Commodities by
Distance of Shipments." This four-digit lcvel variable is
meant to rcflect the focus in the industrial organization
literature on shipment patterns as a test for localized
markets. High levels of extremely localized shipments are
interpreted in this literature as an indication that markets
are localized.

Industry Structure

Industry structure (HERF) is represcnted by the
Herfindahl index bascd on EIS darta.” EIS estimates wcre
available for the vears 1974, 1976, 1977, 1978, and 19769.
Observations for other vears are based on the mean of the
surrounding years or on the closest previous vear. EIS data
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is available on the four-digit level and in it, markct share is
expressed as the proportion of the market served by a
particular firm.

In addition to the variables used in the principal
regression models, median vears of education, proportion of
workers who are black, skill characteristics of workers, and
three technology dummy variables were used in the simul-
taneous equations models discussed in Chapter IIL The
education, skill, and race variables werc taken from the 1980
population census (Department of Commerce, 1984). The
industry technology dummy variables were supplied by F. M.
Scherer. The data are described in Scherer’s 1965 article
"Firm Size, Market Structure, Opportunity, and Output of
Patented Inventions”, American Economic Review, 3535
(December, 1965), pp. 1097-1125. )
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Table A.1
Summary of Characteristics of the Data

Variable Aggregation Frequency Primary Source
Name Level of Observation of Data
Net [mport
Penet. 4 yearly D. of Labor
Import
Penetration 4 yearly D. of Labor
Export
Penetration 4 yearly D. of Commerce
Foreign Direct 2 yearly D. of Commerce
[nvestment (not 1977)
Direct Foreign .
Investment 2 1974,76,80 D. of Commerce
Human Capital 4 yearly D. of Labor
Labor Intensity 4 yearly D. of Labor’
Foreign
Compensation 2-4 yesrly D. of Labor
Unionization 3 1 year Freeman
(mid 1970s)
R&D Intensity 2 yearly N.S.F.
Depleting Nacural 2 once covering Baldwin
Rasources 1960s
Eaergy 2 1975,76,77 D. of Commerce
Capital
Intensity 4 yearly D. of Commaerce
U.S. Tariffs 4 yearly D. of Commerce
U.S. Nontanff 3 once covering Baldwin
Bar. 1960s
Foreign Tariffs 3-4 once covering U.S. Trade
1980s Rep.
Foreign 4 once covering U.N.C.T.A.D.
Nontariff 1580s
European 2 once up to [.T.C.
Targeting 1980s
Japanese 2 once up to [.T.C.
Targeting 1980s
Min. Efficient 4 1 year D. of
Sec. (1977) Commerce
Localized 4 1 year (1972) D. of
Shipments Commerce
Herfindahl Index 4 1974,76,77, EIS
78,79 .
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APPENDIX B.2

Model with Barriers and Control Variables
Regression Results for 1976-1980

Net Imports

Indep. Variabie 1980 1979 1978 1977 1976
Energy [ntensicy .Q014% .001#% .001% .002# 002#%
(2.03) (2.14) (2.31) (2.50) (2.36)
Depleting .089% .081#% .113° .112° 117t
Resources (2.34) (2.30) (3.06) (3.14) (3.33)
Labor .378¢ .328° .294° .302* .260°
Intensity (5.30) (4.43) (3.76) (3.95) (3.38)
Capital -.008 -.013 -.006 -.008 -.013
Intensity (-.55) (-1.28) (-.67) (-.89) (-1.44)
Growth 017 .009 .010 .009 .008
(1.03) (.58) (.62) (.59) (.58)
U.S. Taniffs -.6E-6# -.TE-6% -6E-6# -5E-8+ -.SE-§
(-2.03) (-2.17) (-2.08) (-1.70) (-1.62)
U.S. Nontariff -.001 -.001 -.002 -.001 -.001
Barriers (-.88) (-1.34) (-1.82) (-1.19) (-.71)
MES ST1# .668° .562# 529 .539%
(2.18) (2.70) (2.31) (2.37) (2.44)
Localized -.013 -.032 .013 .017 017
(-.35) (-.91) (.37) (.48) (.49)
Japan Target .024 .024 .203 .028 .028
(1.04) (1.10) (1.04) (1.29) (1.29)
Europe Target -.034 -.021 -.019 -.020 -.020
(-1.47) (-.94) (-.83) (-.89) (-.88)
Unionization .002° .002* .002° .002° .002°
(2.86) (2.93) (3.09) (2.79) (2.90)
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APPENDIX B.2--Continued

Net Imports
Independent .
Variable 1980 1979 1978 1977 1978
Herfindahl Index .046 -.020 .08s .083 .107
(.28) (-.13) (.34) (.43) .(.84)
Forsign Pay -.085% -.043% -048% -061% -.073°
(2.44) (-2.18) (-2.48)  (-2.44)  (-2.59)
Human Capital -.008° -.008° -.008° -.0086° -.006*
Intensity (-5.36) (-5.62) (-5.68) (-5.83) (-5.80)
R&D Intensity 4E-3 -.001 .8E-4 -.3E-3 -.2E-3
(.14) (-.48) (.03) (--11) (-.07)
Foreign Nontariff 4E-4 -.3E-4 -« SE-4 -2E-3 -.1E-3
Barriers (.13) (-.11) (-.16) (-.57) (-.37)
Foreign Tariffs -.022 -.017 -.021 - 018 -.019
(-1.18) (-.98) (-1.17) (-.92) (-1.06)
Inteccept -.039 -.008 .029 017 .032
(-.81) (-.13) (.42) (.24) (.48)
R-sq 230 248 .250 238 248
F scat 5.67 ® 8.15 6.31 5.93 6.285
N 360 360 360 360 360

+ Indicates significant at the .10 level for a two-tailed test.
# Indicates significant at the .08 level for 2 two-tailed test.
* Indicates significant at the .01 level for a two-tailed test.
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APPENDIX B.4

Coaefficient of Changes in Industry Characteristics
Associated with Changes in Trade Flows
Adjusted for [nternational Direct [nvestment

Coefficients of Changes in
Penetration of

Change Variable Net Imports Imports Exports
Labor [ntensity -.1812% .0087 -.0068
Capital Intansity .0680 -.0789 0879
U.S. Tariffs .1285% -.0874+ -
Herfindah! Index .0148 .0090 -.0477
Foreign Pay -.0240 -.1286#% -.11634%
Human Capital .1855#% .0876 .0209
R&D Intensity .1829° 0159 .1399%
Energy Intensity .0301 -.0408 -.0180
Intercept 8.928 16.7%7 16.964
R-Square .0621 0364 0330
F 2.907° 1.399+ 2.004%

+ Indicates significant at the .10 level for a two-tailed test.
# Indicates significant at the .05 level for a two-tailed test.
° Indicates significant at the .01 lavel for a two-tailed tesc.
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APPENDIX B.S

Poll Results on Causes of the U.S. Trade Deficit

Q For each of the listad 1tems, say whether you think it is a major cause of
the U.S. trade deficit, a minor cause, or not a cause at all.

ltem Major * Minor Not a Do Not
Cause Cause Cause Know

a. High salaries and benefits

for U.S. workers compared to N

foreign workers. 84% 22% % ™%

b. Restrictions by foreign
governments on imports of

American goods. 29 26 4 9
¢. The high vaiue of the

U.S. dollar. 57 268 S 12
d. Better management at

foreign companies. -39 36 10 15
e. The U.S. budget deficit. 60 21 6 13

{. Better quality foreign
goods. 49 33 9 9

g- American government trade
policies. : 48 31 S 16

Source: Washingron Post, October 2, 1985, p. A23.
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APPENDIX D.
ADDITIONAL SENSITIVITY TESTS

This appendix contains discussions and tables of results
for three sets of sensitivity tests: subsamples of industrics
for consumer/producer goods and native/ international
shipment patterns, simultaneous equations models, and
aiternative heteroscedasticity adjustments.

1. Subsamples
a. Consumer versus Producer Goods Industries

We split the sample according .to whether products of
the industry are directly used by consumers.!3? We expected
the: comparative advantage rclationships to be clearer for
producer goods, since we hypothesized that taste differences
are less likely to vary internationally in this segment.

Industries were included in the consumer goods
subsample if they seil more than 50% of their output directly
for consumer use. Industries below this cutoff are termed
producer goods industries and make up the other subsample
in this bifurcation. This division of industries has beecn used
in industrial organization studies because it is believed that
the information and information search c¢onditions in
consumer goods industries are likely to be quite dittferent
than in producer goods industries.!53

Tables D.la and D.Ib contain the results for this
division of the sample. The fit for consumer goods industries
appears to be better than that for producer goods industries,

152 Industries were classified on the basis of the con-
sumer goods variable in the Dcpartment of Commerce's 1972
input-output tables. We are grateful to Robert Brogan for
making the data available to us (Brogan (19835), p. 22).

183 Comanor and Wilson (1975).
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Table D.1a

1978 Consumer versus Producer Goods
Full Model Regression Results

Net Imports Imports Exports
Independent Consumer Producer Consumer Producer Consumer Producer
Variable Goods Goods Goods Goods Goods Goods
Energy 0224 002#  .004 001#% -.003 -.0008
Intensity (2.23) (2.42) (.34) (2.13) . (- .98) (-1.31)
Depleting X .138° X .041 X_ -.090°
Resources X (3.64) X (1.54) X (-3.22)
Labor .310 178 .486 .031 -.083 -.144
) Intensity (2.06) (1.99) (3.60) (.51) (-1.14) . (-2.24)
Capital -.029 -.003 -.087 -.003 .002 -.002
[ntansity (-.77) (-.35) (-1.58) . (- .43) (.14) (-.22)
Growth .033 -.013 0814 017 .048° .030#%
(1.06) (- .81) (2.53) (1.43) (3.86) (2.46)
U.S. Tariffs -3E-6 -4E-8 -SE-6 -4E-8 X X
(-.78) (- .99) (-1.08) (-1.38) X X
U.S. Non- .003 -.8E-4 -002 -.0002 X X
tariff (1.08) (-.07) (-.69) (- .31) X X
Barriers
MES --.291 .180 .397 .530 259 .33$
(- .66) (.711) (.90) (2.87) (1.62) (1.74)"
Localised -.028 047 -077 018 -.020 - 030
(- .48) (1.18) (-1.20) (.51) (- .86) (-1.01)
Japan Target  -.111 020  -.103 001 .003  -018
(-1.54) (.89) (-1.37) ~ (.09) (-.12) (-1.04)
Europe Target -.088 -.006 .010 .019 -.013 011
(-1.14) (- .23) (.18) (1.07) (- .58) (.67)
Unionisation .004# .001 .002 .001#% -.0003 .0002
(2.37) (1.48) (1.28) (2.27) (- .49) { .36)
Herfindahl .106 .087 .028 -.049 -.061 -.100
Index ( .43) ( .40) (.11) (- .47) (- .69) (- .95)
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Table D.1a -- Continued

Net [mports [mports Exports *
Independent Consumer Producer Consumer Producer Consumer Producer
Variable Goods Goods Goods Goods Goods Goods
Foreign Pay 119 - 0714 182 -.031 0003 . 039
(1.13) (-2.23) (1.41) (-1.41) ( 007) (1.83)
Human - 002 -.004° -002 - 002# .0008: 002#%
Capical (- .98) (-3.08) (-1.04) (-2.28) (1.08) (2.14)
[ntenaity
R&D .006 .001 -.009 003 006 .002
[ncensity ( .62) (.852) (-1.17) (1.41) (1.84) (1.00)
Foreign Non- -.0004 0008 X X 9E-4 .0002
tanff (-1.30) (1.02) X X ( 78) (.60)
Barriers
Foreign -.1868° .009 X X - 008 - 007
Tanfls (-3.27) ( .43) X X (- 32) (- 43)
[ntereept -.367 .028 -.374 068 0ss 034
R-1q. 423 191 336 137 402 201
F stas. a.7° 3.10° 2.96° 2.37° 3.95° 3.76°
N 104 256 104 256 104 256

Note: The figures in parentheses are t-statistics.

+ Indicates significant at the .10 level for a two-tailed test.
# Indicates significant ac the .0S level for a two-tailed tesc.
* Indicazes significant at the .01 levei for a two-tailed teasc.

X Indicates thac the variable was not used in the regression.
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Table D.1b

1981 Consumer versus Producer Coods
Full Model Regression Results

Net Imports Imports Exports
[ndepen. Consumer Producer Consumer Producer ConsumerProducer
Variable Goods Goods Goods Goods Goods Goods
Energy .028% .Olls -.0009 .001#% -.003 \-.0002
Intensity (2.23) (2.23) (-0.09) (2.28) (-.090) (-0.85)
Depleting X .121° X 087# X -.081°
Resouces X (3.17) X (1.83) X (-2.28)
Labor 182 .301° 405 % .098 -.044 -.208°
Intansity (1.07) (3.45)  (2.49) (1.39) (-0.88)  (-3.37)
Capital -.010 0007 -071+ -.0006 -.002 -.002
Intensity (-0.28) (0.10) (-1.88)  (-0.11) (-0.17)  (-0.42)
Growth .086% .007 097#% 011 .009 .006
(2.38) (0.40)  (2.49) (0.73) (0.71) (0.46)
U.S. Tariffs -.3E-8 -6E-6 -.7E.6 «.6E-8+ X X
(<0.57)  (-1.53) (-1.24) (-1.74) X X
U.S. Nontariff .0004 -.0009 «.008% -.0007 X X
Barriers (0.13) (-0.73) (-1.98) (-0.78) X X
MES -.808 6134 132 17T 359+ .158
(-1.46) (2.06) (0.23) (3.23) (1.81) (0.78)
Localised -.0001 .004 -.086 -.001 -.038 -.003
(-0.002) (0.09) (-1.11) (-0.04) (-1.31) (-O_JO)
Japan -.099 .018 -.118 .002 -.029 -.016
Targes (-1.28) (0.79) (-1.33) (0.09) (-1.00) (-0.98)
Europe -.137 -.003 .0s80 017 .007 .010
Target (-1.68) (-0.18)  (0.68) (0.88) (0.33) (0.65)
Unionization .008° .0006 .00S# .0007 -.0008 .001
(3.81) (0.34) (2.43) (1.18) (-1.09) (0.27)
Herfindahl .0398 -0.88 .098 -.065 -.154 .018
Index (1.20) (-0.47) (0.27) (0.45) (-1.27) (0.14)
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Table D.1b -- Coatinued

Net Imports [mports Exports
Independent Consumer Producer Consumer Producer Consumer Producer
Variable Goods Goods Goods Goods Goods Goods
Foreign 014 -.040+ .008 -.028 ~.020 .012
Pay (0.16) (-1.68) (1.08) (-1.41) (0.63) . (0.70)
Human -.008+ -.004° -.008% -.002#% .0008 002#
Capital (-1.88) (-3.33) (-2.20) (-2.02) {0.92) (2.55)
Intensity .

R&D 014 0002 -.010 .002 008 .003°
Iatensity (1.47) (0.09) (-1.23) (1.42) (1.54) (1.78)
Foreign -.0002 .000 X X SE-4 .0003
Noncariff (-0.64) (0.88) X X (0.38) (0.82)

Barriers
Foreign -.313° -.002 X X .008 .004
Tarifls (-4.98) (-0.11) X X (0.41) (0.28)
Intercept -.186 -.081 -.249 059 049 .109
R-sq. .504 177 .36 137 .297 184
F sac. S.14° 2.84° 3.28° 2.37° 2.48° 2.93°
N 104 256 ‘104 238 104 256

Note: The figures in parentheses are t-statistics.

+ Indicates significant at the .10 level for a two-tailed test.
# Indicates significant at the .08 level for a two-tailed test.
* Indicates significant at the .01 level for a two-tailed test.
X Indicates that the variabie was not used in the regression.
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contrary to our initial hypothesis.!5¢ Turning to the
coefficients, there are numerous minor differences in
cocfficients between the subsamples, and a few major
differences. Variables where differences do not appear to be
significant include the U.S. tariff variable, Europcan
targeting, and human capital. Differences in signs, where
one or both of the sample coefficicnts arc signitficant or
nearly significant in both 1981 and 1975, include Japancse
targeting, foreign compensation, and foreign nontariff
barriers in the net import regressions. Large differences
in coefficients also occur with the foreign: tariffs
variable.!¥® Although there is no apparent difference in the

154 A5 the table below shows, the fit for. .consumer
goods is superior to the fit for producer goods industries and
the fit for the undivided sample.

Adjusted R-Square

1981
Full Consumer Producer
Sample Goods Goods
Imports 150 .246 .082
Exports .143 177 .108
Net
Imports 204 406 d15

F-tests indicate that therc are statistically significant
differcnces between the two subsamples for imports and net
imports, but not for exports. For a discussion of the
methodology underlying the statistical test employed, sce
Kmenta (1971), p. 373.

135 In Tables D.1a and D.lb, although the foreign tariff
variable shows significant differences between consumer and
producer goods for the 1975 and 1981 net import regressions,
there is 'no parallel differences evident in the export
regressions.  Since any significant result in the net import
regression should be reflected in either the import or export
equations (or both), logic necessitates that the difference in
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net import equation for the R&D variable, R&D has opposite,
although insignificant, signs in the import runs.

The variables for which coefficients appear to differ
between consumer and producer goods industries fall into two
categories: trade policies (Japanese targeting, foreign tariffs,
and foreign nontariff barriers) and technological sophistica-
tion (R&D and toreign compensation, interpreting foreign
compensation as foreign human capital). For the trade policy
variables, the producer goods industries evidence results that
are consistent with the more traditional hypothesis that a
nation’s barriers reduce its import penetration levels. That
is, the coefficients for the foreign trade barriers are positive
and the coefficients for U.S. barriers are negative in the net
import equations. The consumer goods subsample produces
the opposite signs suggesting that the "common: threat" or
retaliation explanations apply to trade in consumer products.

For the technology variables, a priori predictions that
the US. has an advantage in technology intensive goods are
to a limited extent realized for the producer goods
subsample, but are violated for the consumer goods
subsample. That is, the technology variables tend to be
somewhat more ncgatively associated with net imports for
producer goods than for the consumer goods. However, these
relationships are not particulary strong and are not always
evident. Nonetheless, the findings are consistent with the
idea that R&D in consumer products produces a substantial
degree of product differentiation, which would encourage
two-way trade flows. '

the relationships between foreign tariffs and net imports in
the two subsamples must stem from difference. in the
relationships between foreign tariffs and U.S. imports in
producer and consumer goods. We excluded toreign tariffs
from the U.S. import equation because no direct linkages
were expected. Evidently, there may be indirect links.
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b. National versus [nternational Geographic Markets

The second bifurcation we explored divides the sample
according to the level of international trade in the' market.
If traded goods (imports pius exports) account for more than
5% of total production available for U.S. consumption, then
the industry is viewed as international. Otherwise, the
industry is classified as national.!® Tables D.2a -and D.2b
contain the results for the regressions on these two sub-
samples. As noted above, we expected national industries to
introduce "noise” into the relationship, since production levels
are less directly related to factors that affect international
trade flows. By removing them from the sample, we hoped
to improve the fit of the regressions.

158 We recognize that this division is somewhat crude
and that a more detailed geographic market analvsis might
lead to a different treatment of some industries.

185



Table D.2a

1975 National versus [nternational
Shipments Full Model Regression Results

{ndependent Net Imports Imports Exports
Variable National Inter. National I[nter. National [nter.
Energy 0008° 0024  .000S* 001+  -0004+ -.0009
Intensity (2.79) (2.09) (2.82) (1.69) ) (-1.78) (-1.56)
Depieting .011 .139° .0008 082 -.010 -.083°
Resources (1.28) (3.00) (.14) (1.47) (-1.82) (-3.01)
Labor Q39w .338° 011 1794 -.031° -.150#4
Intensity (2.38) (3.21) (1.03) (2.48) (-2.73) ) (-2.44)
Capital -.008 -.007 -.008 -.010 .008 -.004
[ncensity (-1.84) (-.68) (-1.87)  (-1.23) (1.88) (-.54)
Growth .001 .002 .003 0204 .002 027#%
( .18) (.09) ( .72) ( 2.11) ( .38) ( 2.48)
u.s. -6E-7 -7E-6+ -6E-7 - TE-8% X X
Tariffs (-1.08)  (-1.78) (-1.83)  (-2.13) X X
U.S. Non- -.0002 -.0004 -.0004% -001 X X
taniff (- .81) (-.29) (-2.22) (-1.10) X X
Barriers
MES 013 393 .082 .810° 037 222
( .22) (1.38) (1.37) (2.74) ( .91) (1.28)
Japan .008 .024 -.003 .028 - 00S .006
Target ( 94) ( .77) (- .90) ( 1.16) (-1.38) ( .31)
Europe -.019° -.02¢ -.008 -.023 .010% -.002
Target (-2.87) (- .82) (-1.22) (-1.02)  ( 2.32) (- .14)
Unionisation .1E-4 .002% -.3E-4 .002#% .3E-4 -.0008
( .08) ( 2.48) (-.33) { 2.43) ( .26) (-1.00)
Berfindahi -.032 122 -.012 -.018 019 -.132
(-1.31) ( 67) (-.77) (- .11) ( 1.12) (-1.20)
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Table D.2a -- Continued

[ndependent Net Imports Imports Exports
Variable National Incer. National Inter. National Inter.
Foreign Pay -.028° -.0834 -.008+6 -.050+ .014° 033
(-3.39) (<2.18) (-1.74) (-1.78) ( 2.80) ( 1.44)
Human ..0003 ..007° -.00024+ - -.004° -.8E-§ .003°
Capital (-1.18) (-5.06) (-1.67) (-3.50)  (-.08) ( 3.92)
R&D .0002 .002 SE-4 .0009 .0001 -.0003
Intensity ( 17y ( 82) ( .08) ( .38) ( 18) ( -.17)
Forsign Non- «9E-4 -.0002 X X .8E-4 4E-4
taniff (-.m (-7 X X (109) ( 20
Barriers
Foreign -.004 -.0009 X X -.001 -.001
Tarifls (- 92) (-.03) X X (-.38)  (-.08)
[ntercept .036 017 028 096 -.002 Q73
R-eq. .396 278 .282 173 .349 .2684
F stat, 3.32¢ 5.28° 2.11° 3.32° 3.18° 5.73°
N 108 288 108 285 108 28S

Note: The figures in parentheses are t-statistics.

+ Indicates significant at the 10% level for a two-tailed test.

# Indicates significant ac the .05% level for 2 two-tailed test.
* Indicates significant at the .01% level for a two-tailed test.
X Indicates that the variable was not used in the regression.
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Table D.2b

1981 National versus [nternational
Shipments Full Modai Regression Raesuits

[ndependent New Imports Imports Exports
Variable National Inter. National Inter. National Inter.
Energy .0008 .002%  .0001 .001+ -9E-4 +.0004
Intensity ( 88) (213) ( .48) ( 1.93) (-.37) (- .87)
Depieting -.0009 .138*  ..007 .069+ -.008 -.069°
Resources (- .08) ( 2.97) (-.98) ( 1.79) (- .64) (-2.72)
Labor 023 413°  .o016 281 .041°  -.160°
Intensity ( 1.28) ( 4.29) (-1.33) ( 3.59) (-3.36) (-3.08)
Capital .002 -.002 .004 -.008 .003 -.008
Intensity ( .38) ( .28) ( 1.49) (- .82) { 98) (-.83)
Growth .013° .027 .0009 .030+ -.012#% .001

(1.88) (141) ( 170 ( 1.93) (-2.27) ( .12)
U.S. Tarifls -.SE-7 -.8E-8+ - TE-T+ - E-8+ XX
(- .868) (-1.81) (-1.73) (-1.81) X X
U.S. Non- 4E-4 -.003+ -2E-4 -.002% X X
tariffs ( .12) (-1.87) (-.09) (-2.00) X X
Barriers
MES .009 851+ -.009 .798° -.007 .090
( .10) ( 2.10) (-.18) ( 3.10) (- .11) { .55)
Japan Target .0006 043 -.002 Q44+ -.0007 -.0003
( .10) ( 1.37) (- .62) ( 1.68) (- .17) (- .02)
Europe Targset -.007 -.018 «.008 -.021 -.002 -.002
(- .74) (- .64) (-.98) (- .91) (- .33) (- .18)
Unionization .0003 .002#% 2E.8 .001#% -.0003+ -.0004
(1.88) (229 ( .02) ( 2.04) (-1.93) (- .82)
Herfindahl .001 .089 .010 014 .001 -.015

( 08) ( .34) ( .38) ( .09) ( 03) (-.13)

(tabie continues)
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Table D.2b -- Continued

Independent Net Imports Imports Exports:
Variable National Inter. National [nter. National Inter.
Foreign Pay -.008 -.Q70+ -.002 -.0469% .0Q1 017

(- .78) (-2.56) (- .47) (-2.08) ( .23) (_ 1.16)
Human Capital 1E-4 -.007* .0002 -.008 .0001 .002°
Intensity ( .08) (-5.48) ( .84) (-4.39) (.70) (3.41)
R&D Incensity -.001 -.0008 -.0008 .0004 .0009 .002
(-1.64) (-.31) (-1.24) ( .18) ( 1.53) . ( 1.22)
Foreign Non- -.9E-4 2E-4 X X .0002 6E-4
tariffs (- .40) ( .08) X X (123) ( .33)
Barriers
Foreign -.002 -.033 X X -.002 .007
Tariffs (- .31) (-1.33) X X (- .43) { .81)
Intercept -.011 -.010 017 .086 .084 .106
R-eq. 278 .282 .19§ .198 .402 .201
F stat. 1.34 6.11° 1.00 4.37° 2.77° 4.47°
N 78 282 78 282 78 282

Nots: The figures in parentheses are t-statistics.
+ Indicates significant at the 10% level for a two-tailed test.

# Indicates significant at the .0S% level for a two-tailed test.

* Indicates significant at the .01% level for a two-tailed test.
X Indicatas that the variable was not used in the regression.
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The results are consistent with our basic hypothesis.'57
The fit is better for our international regression than it is
for the full sample regression.!®®  Moreover, except for the
export equation, the fit is worse for the local goods sample
than it is for the full sample.

While the overall fit improves in moving from the whole
sample to the internationaily-traded subsample, the differ-
ences in the individual coefficients are each rclatively
small.1%®  Only a few coefficients have different signs.!6C

157 We dropped the variable "local” from these regres-
sions due to singularity problems. For the national subsam-
ples, there was no variation in this variable across observations.

158
Adjusted R-Square
1981
Full Local Nonlocal
Sample Goods Goods
Imports 150 .0003 1353
Exports .143 257 159
Net Imports .204 .070 236

F-tests indicate that there are statistically significant
differences between the subsampies for the import and nct
import equations, but. not the export equation. For a discus-
sion of the methodology which we uscd for this statistical
test, see Kmenta, (1971), p. 373.

159 We expected to see more significant sign differences
for the coefficients in the national data subset than we
actually found. Perhaps some of these national markets are
sufficiently linked to international markets to allow the same
model fit.
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However, nonc of these differences are statistically
significant. 161

2. Simultaneous Equation Tests

Our basic model assumes that trade flows are shaped by
the characteristics of the industry, but that the characteris-
tics of the industry are not affected by trade flows. This
assumption, which has been made in most previous analyses
of trade flows, may not be valid. We conducted a number of
statistical tests to see if the data indicated that this
assumption should be rejected.

We tested the possibility that R&D and human capital
are simultaneously determinéd with trade flows. These two
industry characteristics were chosen for the simultaneity
tests because they are particularly important to our findings
and because, based on theory, it is possible that simultaneity
might be important in these cases. With respect to R&D, the
availability of an export market (proxied by the level of
exports) may mean that the returns from R&D are larger,
which should encourage research and development. Imports
may also influence R&D expenditures. If increased competi-
tive pressure leads to more R&D, as it might since R&D is
one form of competitive endeavor, then increased import
competition could lcad to higher R&D.

180 For 1975, only coefficients in the export regression
have different signs in the nonlocal sample than in the full
sample. The variables for which there is a difference
include: Japanese targeting, European targeting, and R&D
intensity. For 1981, there were different signs in the full
and nonlocal regressions for all three trade flow models. In
the net import regression, capital intensity and R&D intensity
coefficients change. In the import equation, capital intensity
and the Herfindahl index coefficients change. And in the
export regressions, the capital intensity, Japanese targeting,
European targeting, and foreign taritf coefficients change.

181 This was determined by using the test suggested by
Kmenta (1971), p. 373.
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We also suspected that human capital might be
endogenous. Since our mcasure of human capital is based on
a measure of US. wages, we suspected that import
competition might affect the value of human capital in
particular industries. Specifically, higher import competition
might be expected to lower the value of human capital in the
industry, since import competition may lower the wages of
U.S. workers in an industry. -

To test for the presence of these simultaneous relation-
ships, we developed two simultaneous equation models. In
one, R&D was the only endogenous variable. In the other,
both R&D and human capital were treated-as endogenous
variables. The - R&D equation hypothesized that R&D is a
linear function of net imports, unionization, technological
opportunity (as captured by electrical, traditional, and
chemical industry dummies), industry concentration, and
industry growth rate. The human capital equation hypothe-
sized that human capital is a function of median education,
race, sex, unionization, industry concentration, capital
intensity, R&D intensity, and net import penetration. Results
are in Table D.3.

After obtaining the simultaneous equation estimates of
the coefficients for the trade flow equations, we tested for
the presence of a statistically significant simultaneous
relationship using a Hausman Test.!82 None of the Hausman
tests indicated that the results were significantly different.
As a result, we focus on the simpler OLS resuits in the
report.

162 Hausman (1978). Our application of this test
involved the following steps. First, we used a complete
specification of both of these equations, applying two-stage
least squares estimation. Second, the coefficients from these
runs were compared to the OLS results reported earlicr to
see if the results were significantly different. This
comparison involved the use of a chi-square test. See
Appendix B.3 for regression results incorporating the two
simultaneous equation models.
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Table D.3

Simultaneous Equations Models with Barpiers and Control
Variables, 1981
(Dependent Variable = Net Import Penetration)

Models
Independent With R&D With R&D and
Variable Equation Human Capital Equations
Energy Intensity .001#% .001%
(2.08) (2.09)
Depleting Resources 094+ . 108 %
(1.85) (2.22)
Labor Intensity 311° .387°
(4.13) (3.38)
Capital Intensity -.008 -.008
(-.75) (--78)
Growth .038 .030
(1.59) (1.43)
U.S. Tarifls -.8E-6+ - 6E-6+
(-1.66) (-1.70)
U.S. Nontariff -.002 -.002
Barriers (-1.54) (-1.49)
MES .658% .863°
(2.50) (2.52)
Localized -.023 -.018
(-.87) (-.37)
Japan Target .024 027
(.99) (1.14)
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Table D.3-- Continued

Simuitaneous Equations Models with Barriers and Control

Variables, 1981

(Dependent Variable = Net Import Penetration)

Independent With R&D With R&D and
Variable Equation. Human Capital Equations
Europe Target - 4E-3 -.010
(-.01) (-.29)
Unionizasion .002# .002%
_ (1.96) (2.19)
Herfindahi Index .037 .078
(.22) (.43)
Foreign Pay -.048+ -.044
{-1.71) (-1.40)
Human Capital -.008* -.007#
Intensity (-3.47) (<2.41)
R&D Intensity -.006 -.003
(-.78) (-.48)
Foreign Nontariff 1.0E-4 .SE-4
(.33) (.14)
Foreign Tariff -.002 -.027
(-1.00) (-1.22)
N 368 360

+ Indicates significant at the .10 level for a two-tailed tesc.
# Indicates significant at the .05 level for a two-tailed test.
* Indicates significant at the .01 level for a two-tailed tesc.



4. Alternative Heteroscedasticity Ad justments

We divide the appropriate explanatory variables by value
added both because we think the resulting variables are
sensible and easily interpreted measures of the relationships
we are studying and because this adjustment reduces the
likelihood that heteroscendasticity is present. 183

While some researchers have also followed this
approach, others have deflated variables by the saquare root
of sales. This approach produces coefficients that are
somewhat harder to interpret. Nonetheless, we tested this
approach.}®  Qur tests indicated that it did not remove
heteroscedasticity as well as the value added deflator which
we used.!®  The results from these runs are reported in
Table D.3, so that our findings can be compared to earlier
studies which used this adjustment.

163 Heteroscedasticity occurs when the variance of the
error term differs across observations, violating a standard
assumption of ordinary least squares regression. Tests we
performed indicated that heteroscedasticity was present when
unadjusted regressions were run.

164 We used the tests described in Judge et al. (1982),
pp. 416-420. See note (?) for a further discussion of these
tests.

165 The square root of sales deflator, which seems to
have been the most commonly used method to reduce
heteroscedasticity problems in previous studies, does not
completely remove the heteroscedasticity present in the data.
Indeed, our tests suggest that more heteroscedasticity
remains when explanatory variables are adjusted using the
square root of sales than when value added is used, as we do
here.
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As is evident in Table D.4, the choice of deflator does
not appear to make a substantial difference.l®¢ However, a
few differences were observed. The coefficient for labor,
human capital intensity, and MES became insignificant while
R&D intensity became significantly negative at the ten
percent level. *

166 Besides using the hetroscedasticity-related
adjustments discussed in the text, we also experimented with
making additional ad;ustments. as suggested in Judge et al
(1982), pp. 416-420. These additional adjustments do not
produce major changes in signs or significance levels in most
cases. No instances occur in which a significant or nearly
significant coefficient changes signs. The most frequently
observed changes occur for the R&D and growth variables,
however there is no consistent weakening or strengthening of
the significance of these variables. Since heteroscedasticity
affects the efficiency of the estimates and does not lead to
biased estimates and because the coefficients are fairiy stable
across a variety of adjustments to the explanatory variables
(dividing inputs by sales, square root of sales, and new
supply) for heteroscedasticity, we conclude that our use of
value added as the deflator is reasonable. Given the relative
directness of interpreting the results using the value added
deflator, since the resulting ratios appear to be sensible
variables for analysis, we think the focus on the variables
that are deflated by value added is appropriate.
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Table D .4

Model with Barriers and Control Variables Deflated by
the Square Root of Industry Sales Rather than Value Added

Independent Net Imports *
Variable 1978 1981 1984
Energy Intensity .001°* .001~ .003#%

(1.88) (1.35) (2.28)

Depleting Resources 5.069% 8.658° 19.710°
(2.44)  (2.84) . (3.67)

Labor [ntensity .018 -.027 -.082
( .42) (-.63) (-.89)

Capital Intensity -.003 -.006 -.003
(-.39) (-.86) (-.42)

Growth 1.061 4.740° -1.013
(1.20) (3.20) (- .44)

U.S. Tariffs -2E.4 -3E-4 .1E-3°
{-1.23) (-.15) (1.88)

U.S. Nontariff Barriers 074  -072 .078
(1.29)  (-.78) (.48)

MES -7.794 -25.379 -34.578
(-.58) (-1.08) (-.16)

Localised 1.904 2.998 3.604
(.88) (.88) (.44)

Japan Target -.100 .7%6 -.278
(-.08) (.37) (-.10)

(Table continues.)

197



TABLE D.4 -- Continued

Independent Net Imports

Vaciabie 1975 1981 1984
Europe Target 093  1.902 3.992
(.08) (.99) _ (1.88)
Unionisation .089 .158% 098
(1.58)  (2.51) (1.14)
Herfindahl Index 9.488 13.852 -14.803
£1.29) (.97) (-.56)
Foreign Pay -1.929 .3.788% -3.568
(-1.30) (-2.17) (-1.30)
Human Capital Intensity -.001 -.28.3 .3E-3
(-1.24) (-.33) (-.36)
R&D -.002+ -.002 -.002
(~1.71)  (~1.52) (~1.22)
Poreign Nontariff Barriers -.001 .020 081
(-.08) (.73) (1.18)
Foreign Tarifls 393 -1.843 -3.493
(.40) (-1.13) (-1.40)
Intercept 1070 $.274  10.256
’ (.38) (1.18) (1.27)
R-eq 148 .132 531
Footat 3.30° 2.89° 8.49°
N 380 380 122

+ Indicates significant at the .10% level for a two-tailed test.
# Indicates significant ac the .0S% level for a two-tailed test.
* Indicates significant at the .01% level for a two-tailed test.
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