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Abstract . Th e margins of manufactu re rs and reta ilers are lar gely determined by the absolute and 
relative magnitudes of two cross-e last icities that define the willingness of consumers to switch brands 
withi n sto re and to switch stores within br and. When one of the se cross-e lasticities is high and the 
o ther low, margins of firms at the two stages are inversely associa ted . Th is phe nomenon is widespread 
but not universal in industries whose reta iling segments are imperfect ly competitive . as is typicall y 
tru e. Th e inverse association is inconsi stent with "singl e stage" models which assume tha t ret ailing is 
perfectly competitive and th ar the deriv ed demand theorem holds. This article exp lores the dynamics 
Ihat produce the nega tive correlation betwee n mar gins at the two stages . summarizes the empirical 
evidence and identifies some import ant a reas in which accepted conclusions shou ld be re-examin ed in 
light of this rela tion ship. 

Kr~' ...erds. Single and dual stage models. inte r and intrabr and cross-e lasticit ies , man ufacture rs- bland 
domina tion, re tailer dom ination. retai l gross mar gin. 

I. Background 

The inverse association between the margins of consumer goods manufacturers 
and the finns that distribute their products to household consumers is a prevalent 
although not ubiquitous phenomenon. This relationship has prevailed since the 
introduction and rapid spread of branding and of manufacturers' brand advert ising 
in the late nineteenth century. It has been experienced by generations of business 
people, many of whom have put its lessons to work. 

Yet strangely, the negative correlation between margins at the two stages ­
whichfor brevity will be referred to as the "inverse association" - and its important 
implications have gone largely unrecognized in the economics literature. An early 
exception was Marshall's brief observation in Industry and Trade (1920) that while 
retailers were forced to sell popular advertised brands " at prices that barely 
covered expenses" (p. 301). the manufacturers were selling them at wholesale for 
relatively high prices. 

In the contemporary market ing literatu re Steiner (1978a, 1978c) presented an 
informal "dual stage" model that predicted the inverse association, which relation­
ship he had observed in toys and other industries (1973). Subsequently, Albion 
(1983) and Albion and Farris (198Ia , 1981b) have endorsed and expanded this 
analysis. 
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Lynch ( 1986) developed a fo nnal model based on Stei ner 's dual stage construct . 
He demonstrates that with a monopolistically competitive retaili ng segment the 
elasticity of demand facing a bran d's man ufacturer can change inversely with that 
experienced by the brand's retailers. Lynch points o ut that th is result is inconsistent 
with the predictions of standard models tha t posit some combination of pure 
competition and pure monopoly at the two stages and with an)' model in which 
the derived demand theorem holds. AU such models prediet that changes in 
elast icities and marg ins at th e two levels wi ll be either posi tively related or uncorre­
lated but never inversely related. Lynch also finds it theoretically interesting that 
with a monopolistically competitive retailing segment the behavior of finns at the 
two levels is not bounded by their conduct in the pola r extrem es of pure competi­
tion and pure monopoly. 

The present article builds on and extends the dual stage model. It shows that 
the structure of a consumer goods industry and the relative and absolute margins 
of manufacturers and retailers are largely detennined by the magnitudes of two 
cross-elasticities that defin e the willingness of consumers to' switch brands withi n 
store and to switch sto res within brand. Whe n the magnitudes are marked ly 
different , margins at the two stages will be negatively related . The article also 
presents empirical eviden ce of the prevale nce of thi s inverse relationship and 
assert s that it requires some amendi ng of presently accepted analytical techni ques 
and conclusions. 

We begin by defining and identifying the terms and conce pts that will be used . 
Section III summarizes the extensive empirical suppon for the inverse association . 
Section IV lays out the dynamics that produce th is result in a dual stage wor ld. 
It draws in part on the author 's own business experience as a consumer goods 
manufact urer. The following section defines the scope of the inverse relat ionsh ip 
and describes the industry structures in which the values of the two key cross­
elasticities are roughly similar, caus ing margins at the two stages to be positively 
corre lated . The concluding section spotlights some of the major areas that req uire 
substantial rethinking in light of the negative re latio nsh ip betwe en margins at the 
two stages. 

II . Some Concepts and Definitions 

Commodity and non-commodity categories. We will investigate margi n relatio n­
ships at the two stages in commodity classes and in various structures found in 
non-commodity industries. Commodity classes are those in which the goods are 
physically fungible , or virtually 50. and consumers recognize this homogeneity 
bot h acro ss brands and acro ss stores. Examples ar e milk. eggs and sugar. If 
consume rs fail to recognize the physical homogeneity, the category is a no n­
commodity one . This failure can result from the manufacturer's prod uct differe nti­
ation efforts (aspirin , gasoline) or from consumer ignorance , as in many physically 
homogeneous apparel categori es (D ardis and Skow, 1969) . . 
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Singl~ and dlUJI stag~ models, Economics does not lack for models of vertical 
relationships nor for those that posit some form of imperfect competition. Still . 
the re is a strong tendency to employ " single stage" models to anal yze consumer 
goods industries . In this methodology the wholesale /retail markets tha t inte rve ne 
bet ween consumer goods manufacturers and household consumers are ignored by 
the usually implicit assu mpt ion that they are inert and perfectly compe titive . The 
manufacturer's or factory price PM is then a reasonable and unb iased pr oxy for 
the price consumers pay PC. 

In real consumer goods industries wholesalers and retailers have a degree of 
mar ket power and face downward slopin g demand schedules. Stores are differ­
en tiated by locat ion, repu tation and product assortment, while large chains often 
enjoy economies of scale and scope no t attainable by independent merchants. 
Moreo ver , retailers often have market power as buyers . Thi s upstream leverage 
arises because the merchant who desires to stock, say. 4 brands in a product 
category often finds that he can select from among perhaps 20 brands offe red by 
the category 's manufact urers . 

Therefore . the markets down stream from the manufacturer are best thought of 
as monopolistically competi tive with varying degrees of oligopoly and monopsony, 
depending on the product class. Consumer goods industri es can be ap propriateI)' 
analyzed through a simplified dual stage mod el in which manufacturers sell to 
independent "retailers" who resell to household consumers. ' Ret ail firm s perform 
all the distri butive functio ns ne-cessary to mo ve goods from factories to households. 

Dual stage effects. The dual stage manufacturer 's demand schedule is shaped by 
three pa rameters tha t play little o r no role when producers sell to consume rs 
directly or through an inert retailing segment. Retail penetrat ion is a measure of 
a brand 's dis tribution. A brand 'lith an X% retail pene trat ion is dis tributed in 
stores tha t together account for X% of category volume. Dealer support is the 
store disp lay. local advert ising and other promotion al efforts that retailers place 
behi nd a brand. Re tail gross margin (RGM) is the difference bet ween the brand's 
consumer (retai l) price PC and its factory selling price PM (the retailer ' s invoice cost 
in a dual stage world) divided by PC. This same ratio is termed gross distribution 
margin (GDM) when manufacturers also sell to wholesalers. 

Note tha t RGM is the margin over retailers ' invoice costs. Their non-invoice 
marginal costs are excluded. Hence, RGM overstates the true retail margin and 
understates ED R , although not materially, since the non-in voice portion of re­
taile rs' total marginal cost is small (Preston, 1963), unde r 10% (Farris, 1993) .2 

Derived demand and demand elasticities, In a single stage world with its inen and 
perfectly com peti tive retailing sector, a brand's consumer level demand schedul e 
D K specifies the quantities demanded at each retail price by a consta nt size gro up 
of consumers , exposed to some constant , nominal leve l of dealer suppon . Th e 
manufacturer 's demand schedule DM is derived from DK by subtra cting the cost 
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of distribution including a competitive markup at each quantity. Since the elasticity 
of demand faced by the retail er (Eo R) is infinite. a change in Eos is uncorre lated 
with EO R • and through the derived demand theorem Em~ and EO M are positively 
associated (See Lynch. 1986). 

In a dual stage world a brand's true consumer level demand curve DC is more 
elastic than OK because DC reflects that retail penetration and dealer support 
vary inversely with PM (Steiner. 1984. pp. 183-185). Moreover . except in the 
mutual dependence structure (Section 5-A) . changes in Ep R tend to induce inverse 
changes in EO M ; and when EO M falls (rises) , it also decreases (increases) relative 
to Eoc -

Horizontal and vertical components of ma rket power. In a dual stage environment 
the market power and the margins of an individual manufacturer or retailer are 
a joint function of its horizontal competitive position against firms at the same 
level and its vertical bargaining power with finns at the other stage. A firm's 
market share is a rough surrogate for the fanner. Some sources of retailer market 
power have already been noted . Manufacturers' market power is generally attri­
buted to such potential entry barriers as scale economies, high capital to sales 
requirements, patents and ownership of a popular, trademarked advertised brand . 

Vertically, manufacturers and retailers vie with one anothe r to increase their 
respective share of a brand's retail price and thus to capture a larger portion of 
the available rents in the vertical system. RGM is a reasonable surrogate for the 
vertical position of retailers and one minus RGM for that of manufacturers." To 
illustrate, Steiner (1991a) has shown that holding constant the vigor of competition 
at the manufacturing stage and consumer utility functions, a monopolist manufac­
turer's margin will rise when intrabrand competition among the retail resellers of 
the brand becomes intensified and its RGM falls. For a non-monopolist manufac­
turer, a below-industry average RGM not only increases the firm's margin but 
improves its horizontal competitive position by forcing rival, higher ROM brands 
to set a lower factory price to attain the same retail price (See discussion in Section 
IV and Albion , 1983; Nelson and Hilke, 1991). 

Key cross-elasticity relationships . At the retail level, interbrand competit ion takes 
place between stores and on the counters of the same store . It will be more 
vigorous in the second environment, since consumer search costs are far lower 
within than among stores. Interbrand competition within store is therefore the 
more important determinant of manufacturers' margins. 

The chief horizontal determinan t of retailer margins in a product class is clearly 
the intensity of competition among retail stores rather than the extent of interbrand 
competition within store. Among stores, competition takes place on both an inter 
and an intrabrand basis. The former involves competition among differentiated 
items and therefore cannot rise to the same level of intensity as competition on 
the same brand . To simplify, we therefore omit the effects of interbrand competi­
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tion among stores and focus on the roles of Interbrand competition within stores 
and intrabrand competition among stores ." 

W& wish to discover whether, when a retailer raises the price of a brand or 
discontinues stocking it. consumers are more disposed to switch brands within 
store or to switch stores within brand . These responses can be represented by two 
cross-elasticities that capt ure both the horizontal and vertical determinants of 
market power and margins. Where PC and Q are the consumer prices and quanti­
ties sold of Brands X and Y in store s a and b: 

. . dOY. dPCX. 
Eb ~. the interbrand cross-elasticirv = -­ + --­

. . QY. PCX. 
(1) 

. . . 
E~' b. the intr abrand cross -elas ticitv = 

. 
dOXb dPCX" 
- - + - - -
OXb PCX. 

(2) 

For a little-known manufacturer's brand or in product categories dominated by 
such brands. the interbrand cross-elasticity is high and the intrab rand cross-elas­
ticity low. so manufacturers are predicted to have slim margins and retailers wide 
ones. For a leading advertised brand or in categories dominated by such brands. 
the relative cross-elasticity and margin relationships will be reversed. When the 
magnitudes of E b' ~ and E~ ' b are similar, so too should be margins at the two stages. 
The more consumers are disposed both to switch brands within store and stores 
within brand. the lower the expected total margin in the vertical system. 

III . Evidence of the Inverse Associat ion 

A. TH E INVERSE ASSOCIATION IN SPECIFIC INDUSTRIES 

Only a few studies see m to have compared margins of manufa cturers and retailers 
in the same industry; all found them to be negatively correlated. 

Food products. Wills and Mueller (1989) found a positive association between 
brand rank. market share . LNA media advertising outlays and retail price in 133 
physically homogeneous food classes. In 74 of these classes they also obtained 
brand wholesale prices. At the expenditure level with the maximum impact on 
brand price . advert ising elevated wholesale prices by 30% more than retail prices, 
implying a strong negative association between margins at the two levels. The 
magnitude of this effect would probably have been even larger had the sample 
been confined to non-commodity classes." 

Toys. In a series of articles (1973, 1978a, 1978c, 1991a. 1991b) Steiner presented 
the evidence for an inverse association in the toy business. Children under 7 form 
the heart of the toy market. They do not read ads. The industry therefore remained 
very lightly advertised in the pre-television era , and few toy brands enjoyed a 
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loyal consumer following. In 1958 rates of return for the 1.327 U.S. producers of 
toys, games and dolls were well below average for U.S. manufacturing industries 
- yet the mean industry gross distribution margin was around 49% . 

Beginning in the late 19505 toys underwent the same kind of transfonnation 
that many other consumer goods industries had experienced 50 to 75 years earlier. 
Between 1958 and 1970 toy advertising in the major media jumped from unde r 
$7 million to over $80 million. and manufacturers' profits rose strongly . Manufac­
rurers' variable margins (net sales minus production wages, purchased materials, 
sales commissions. inventor and character merchandis e royalties and freight out 
divided by manufacturers' net sales) increased steadily from 25% in 1958 to 33% 
in 1972. Over the same period, the mean industry gross distribution margin 
plunged from 49% to 33% , led by the best selling televised toys whose GDMs 
had fallen to around 20% in the U.S. and Canada by 1972. 

Prescription drugs. Rates of return in prescription dru g manufacturing have consis­
tently ranked among the highest in U.S . manufacturing industries (Comanor , 
1986), especially for the " research intensive" companies. While still on paten t, 
the drugs of these companies are known as " single source" products. I compared 
RGMs in the 18 highest volume single source dru g entities with RGMs in entities 
where interbrand competition was the most vigorous - namel y. in multi-source 
ent ities where the market share cf generics plus secondary brands exceeded 20% . 
The 58.4% mean RGM in the multi-source entities was more tha n double the 
27.4% mean RGM in the 18 leading single source entit ies. 

A multiple regression that included 62 single and multi -source drug entities was 
estimated to control for 2 other variables, the dru g's invoice cost and its refill rate , 
that were predicted to affect RGMs. The regression revealed that the $RGM rose 
It fur every 1% increase in the generic/secondary brand market shar e. Thus, 
as competition becomes more vigorous among pharmaceutica l manufacturers , it 
becomes less vigorous among retail pharmacies. (Informat ion in this section on 
prescription drugs is from Steiner 1991a.) 

Apparel. Apparel accounts for about 6% of U.S . consumption expenditures . 
Characteristically, apparel categories contain a myriad of little known manufac­
turers' brands and private labels (although manufacturers' brands have recently 
gained market share in some categories) , Bankruptcies are rampant, average firm 
size is small, advertising intensity has been light and concentration ratios are low. 
Net income as a percentage of sales and of net worth is well below average for 
U. S. manufacturing industries. 

Yet at the retail level margins are very high . The " Keystone" pricing convention 
is prevalent, where the store doubles the factory price to set its retail price and 
thereby obtains a 50% ~GM . In multi-product retail establishments, apparel 
department R GMs are well above the store-wide average. especially in women's 
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ap parel and accessories, the largest industry segment. (Apparel dat a in this section 
is from Steiner, 197& and 1993.) 

B. ADVERTISING INTENSIlY AND MARGINS 

Manufacturing sector. Recent research bas established that within industries there 
is a significant positive corre lation bet ween a man ufacturer's mark et share and its 
price, price/cost margin and profit (Ravenscraft , 1983. Weiss. 1989. Schmalensee 
and Willig, 1989. Scherer and Ross. 1990, Greer. 1991). In consumer goods 
industrie s in which advertising is important, it is th e large market sha re brands 
tha t have the large advertis ing budgets. Comanor and Wilson (1974) , Porter (1976) 
and others have shown tha t advertising intensity is positively associated with high 
rates of return for manu facturers. Thi s result has " proved to be quite robust" 
(Schere r and Ros s, 1990. p . 436) for consumer goo ds manufacturing industries in 
the U.S . and in other countries. 

The distribution sector. As brand advert ising swep t across the consumer goods 
economy. a few economists began to comment on its propen sity to drive down 
the spread between factory and consumer price. Perhaps the earliest was Fogg­
Meade (1901). She discovered that dealers were forced to resell Pear's Soap, with 
one of the largest ad vert ising budgets of its day, at its invoice cost of lOt and "So 
cannot make a cent on the sales" (p . 242) . Marshall (1920, pp . 301, 302) observed 
th at when a strongly ad vertised brand "had won its way. the dealers can be force d 
to handle it at a low rate of profit," because a refusal to do so " would simply 
drive away customers " (p . 302). Haring described the retail margin dep ressing 
effects of man ufacturers' bra nd advertising in almost the same language, pointing 
10 cigarettes as an example (1935. p . 144). 

Patent medicines and proprietary drugs were the earliest class of products to be 
aggressively advertised. These rem edies became subject to intensive re tail price 
cutting in th e U .S. and England (G rether. 1935. 1937, Palamountain , 1968) . 
Grether reponed that " almost invariably , pr oducts with extrem ely low deal er­
margins were well-known and highly advertised" (1935. p . 313). Lydia E . Pink­
ham 's Vegetable Compound.with one of the largest advertising budgets of an )' 
br and in America around th e turn of the century, still had a razor thin 13.3% 
gross distribution margin in 1939 (Borden and Marshall , 1959). This compares to 
the t raditional 45% GDM in the industry. 

Yamey (1952) relates that Engli sh consumers had relied o n salesclerks in special­
ized shops for product information in such goods as proprietary medi cines. tobacco 
and tea . Once brand advertising began to tak e over this functi on . new and mo re 
efficient types of mass ret ailers entered thes e categories. With less skilled. lower­
pa id salesclerks and oth er cost advantages th ey could profi tab ly undersell th e 
specia list retailers. As the new-type retailers gained market share. RGMs declined 
substantially in these goods . 
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During th e: 18905. bicycles became the first class of durable goods to becom e 
intensively advertised . By 1898 retail gross margins had plummeted across Amer­
ica, as department stores. then the new and more efficient form of retailing. cut 
prices of the leading bicycle brands to captu re market share from tradi tional wheel 
goods dealers (Steiner. 1979b) . 

Borden (1942) was one of the first to measure RGMs of advertised brands and 
their private label counterparts in drug and grocery products. He found . as have 
late r investigators in virtually all lines of merchandise . that nationally advertised 
brands had materially lower RGMs . 

Albion and Farris (1981a) analyzed RGMs in 51 product categories for 488 
individual brands sold in supermarkets. To capture the carry-over effects. advertis­
ing intensity was represented by a 4 year average of LNA e-Media Advertising 
outlays. Using a brand gross margin ratio (BGMR) that measured the extent to 
which a brand's RGM was above or below the category average, permitted pooling 
across categories. "The results show, on average, the highly advertised brands sell 
for gross margins that are 22% lower than the unadvertised brands and 12% lower 
than the less advertised brands. These differences are statistically significant at the 
99% level" (p . 11). 

Most other studies - e.g. Harris (1979) for breakfast cerea ls in the U.S. and 
Reekie (1979) for a number of products in the U.K. - also find an inverse 
association between manufacturers' advertising and RGM or GDM. For a sum­
mary of studies see Albion (1983, Table 3-3, pp. 58- 61). 

In sharp contrast to product categories that became intensively advertised ­
such as soap, bicycles. patent medicines and toys - ROMs in categories that 
remained lightly advertised have remained high. For example, in women's out­
erwear (dresses. blouses, waists. coats) from 1958 to 1970 the always meager 
level of brand advertising expenditures fell in constant dollars and the women's 
outerwear A /S ratio dropped from 0.3% to 0.2% . Over the same per iod, RGMs 
increased from 48% to 51% (Steiner , 1978c). 

Most segments of the stationery, housewares, luggage, drapery and bedding 
industries have remained lightly advertised. General merchandise retailers, ti·· 
principal outlets. enjoy above store-average RGMs in the departments that rese. 
these products. (Departmental RGMs are published in Chain Store Age General 
Merchandise Edition , Discount Store News, Discount Merchandiser and by the 
National Retail Merchants Association and the Internati onal Mass Retailing Insti­
tute.). 

To my knowledge, no intraindustry studies and only 2 interindustry studies have 
failed to show that advertising intensity and RGMs are negatively correlated. 
Connor and Weimer (1986) found a significant positive relationship between adver­
tising/sales ratios and ROMs in 30 food categories in supermarkets. However, 10 
were commodity products and 2 primarily producer goods. These 12 categories, 
as would be predicted, had low A/S ratios and low ROMs. Their prominence, 



725 THE INVERSE ASSOCIATION BETWEEN MARGINS 

constituting 40% of the sample, prevents generalizing the results to ncn-commod­
ity food categories. 

Weiss, Pascoe and Mart in (1983) found a non-significant positive relationship 
between FTC A/S ratios and RGMs in over 80 FTC consumer lines of business 
from passenger cars to cane sugar. The authors obtained average store -wide RGMs 
for 12 types of retail outlets (drugstores , auto dealers, etc.) and then assigned 
each line of business exclusively to one of them. If supermarkets were the leading 
outlets for cigarett es and lightbulbs, both products were assigned the 21.1% aver­
age supermarket retail RGM , altho ugh the RGM of cigarettes runs aro und 11% 
and of lightbulbs around 55% in supermarkets (Chain Store Age Supermarkets, 
various years) . Moreover, both lightbulbs and cigarettes are sold in large volume 
through other types of retailers - often at quite different retail gross margins . 
Hence, nothing can be concluded abo ut the re lationship between advertising 
intensity and RGMs across consumer goods industries from this study . 

Moreover, both the above studies use the A/S rat io rather than dollar advertising 
expenditures to rep resent advertising intensity . In my judgme nt, this constitutes a 
significant methodological problem." 

IV. Dynamics of the Inverse Association 

A. RETAI LER DOMINAT ION IN UNADVERTISED INDUSTRIES 

The classical preconditions for a vigorously competitive market are a host of buyers 
and sellers, excellent information and product homogeneity. These conditions are 
not remotely fulfilled in the second stage (retailer/consumer) market in the typical 
unadvert ised product class. 

Consumers don't have strong preferences among the myriad of litt le-known 
brands. Since individual brands lack a host of consumer buyers.they are each 
stocked by a limited number of retail sellers. Without a set of dominant brands 
that are carried by most dealers, consumers must canvass a large number of out lets 
to discover the prices asked for different brands and for the same brand. Moreover , 

. there will be relatively little reta iler adverti sing. Dealers have learned that promot­
ing unknown brands, even at steep discounts, seldom produces substantial ad­
ditional sales. Therefore consumer information is limited by the high cost of store 
search and the small volume of advertising by manufacturers and retailers alike. 

In trade parlance, "the merchandise is blind" . Consumers are not simply "blind" 
about the qualities and prices of different brands. Even more important to the 
determina tion of retail margins, they are also blind in the intrabrand market. That 
is, they do not readily recognize that X., X; and X, are the same manufacturer's 
brand X on sale in differen t stores. Hence, in the inrrabrand arena, the product 
homogeneity criterion for a competitive market is also not fulfilled. Retailers can 
mark up Brand X almost as though no other stores stocked it without fear of 
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losing sales to rival dealers. Nor will they attract much business from other store s 
by cutting the price of Brand X. 

In sum, consumers are not disposed to switch stores within brand. The low 
value of E" b depresses the elasticity of retailer demand curves EO R and leads to 
large optimal RGMs. on the order of 50% in keeping with the ubiquitous Keystone 
pricing convention . This implies that EO R is close to 2. 

RGMs are also pushed upward from the cost side . Retailers' non-invoice mar­
ginal costs tend to decline with volume and are therefore higher on slow moving 
items. Longer term , entry may erode retail ers' profits by raising their costs. but 
the substitution of costs for profits is unlikely materially to reduce ROM's or 
consumer prices. 

In categories where brands do not enjoy a solid franchise with consumers, 
shoppers ente r retail stores with a generic demand for a parti cular class of goods. 
If the factory price of Bran d X is raised slightly, the dealer can replace it with 
Bran ds Y and Z that have the same general attri butes, The store's sales will 
hardly be affected. The ease with which consumers will switch brands within store 
empowers retailers to playoff one maker against the next in search of a better 
price . The high value of Eb _s therefore leads to high retailer elasticities of substitu­
tion. In turn , this forces the industry's manu facturers to face very elastic demand 
functions and to have low optimal margins . In this manner , the natural tendency 
for manufacturers ' margins to be thin when there are a large numbe r of horizontal 
competitors is reinforced by the vertical bargaining power of retailers. 

Note that when private labels rather than manufactu rers' unadvert ised brands 
dominate a category, manufacturers' margins may be even lower . The producer's 
name is unknown to consumers and all brand goodwill inure s to the re tailer's 
benefit. Yet RG M's in private label domination will be even higher. Stores of the 
same chain do not compete by price on the chain's own-label brands, so there is 
no intra brand price compe tition . Rival chains do not stock each other 's private 
labels, so there is less within-store search , which reduces the vigor of interbrand 
competition. 

8. MANUFACTURE RS' BRAND DO MINATION IN INTENSIVELY ADVERTISED 

INDUSTRIES 

Manufacturer/retailer relationships in categorie s dominated by a handful of highly 
advertised brand s are the reverse of those in retailer domination. For the category's 
leading brands, although not for its fringe brands, ES_b is high and Eb _. is low, so 
manufacture rs have wide margins and retailers narrow ones. 

Consumers have far stronger loyalties for individual brands and are not readily 
disposed to switch brands within (or among) stores. Hen ce, retailers have relatively 
low elasticities of substitution for a leading brand. This allows their makers to 
increase factory prices without suffering a substantial loss of demand throug h 
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diminished retail penetration and dealer support, in contrast to the experience of 
fringe producers. 

In the retailing segment , when a brand becomes well-known through advertising 
or for any reason , the intrabrand product differentiation that characterizes the 
competition between stores on a "blind" item is swept away and Ed . rises. Con­
sumers quickly recognize that the Tide or the Barbie dolls on sale at Stores a, b 
and c are identical. Moreover, a high-market share brand in a large-volume 
category is important to consumers. -A retailer will lose market share by charging 
more than other retailers for what consumers recognize as the same thing. Once 
intensified intrabrand competition has forced down the RGM and resale price of 
the leading brand, interbrand competition within store depresses the margins and 
resale prices of competing goods . 

Leading advertised brands in numerous product classes are periodically offered 
at temporarily reduced factory prices , a practice that strengthens the inverse 
association . Supermarkets and other multi-product retailers have long found that 
store traffic can be increased by sale prices on high profile brands , the everyday 
prices of which are most familiar to consumers. Once lured to the store , the 
shopper also purchase s other items at regular margins . Chevalier and Curhan 
(1976) found that supermarkets tended to "over perform" when leading brands 
went "on deal" - with price cutting , advertisi ng and display that exceeded the 
terms of the manufacturer's deal. Thereby, leading advertised brands increase 
their sales and margins at the expense of their smaller , horizontal competitors and 
of their retailers, alike (Steiner, 1984).' 

Cost-side influences also reduce RGM s in intensively advertised product classes. 
For over 100 years , after advertising has been successfully introduced into a 
previously unadvertised class of goods, retail price cutting on the leading advertised 
brands has erupted and their RGMs got squeezed. Subsequently, high-cost stores 
were forced to downplay or to discontinue stocking the most demanded brands 
and so lost market share to more efficient types of retailers . The consequent 
reduction in the long-run cost of distribution furt her depressed RGMs. 

C. THE FRINGE MANUFACTURER IN AN ADVERTISED INDUSTRY: THE CASE OF 

GRANDPA'S PINE TAR SOAP 

To understand why the nature of the inverse association facing advertised brands 
and fringe brands in the same industry is marked ly different, we describe and 
interpret the competitive situation facing Grandpa's Pine Tar Soap . Shortly after 
World War II this unadvertised fringe brand, first marketed in 1878, was still 
attempting to compete against the advertised brands of the Big 3 soap makers ­
Procter & Gamble, Lever Brothers and Colgate-Palmolive. Soap had been one of 
the earliest product classes to be advertised in the U .S (Pres brey , 1929), and 
grocers had long since become accustomed to making " practically no markup" on 
the advertised brand (Klaw, 1969). 
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On the standard l Ot size. fringe brands like Grandpa 's Tar Soap were offered 
to the trade at 6tt to 7t while the adve rtised brands of the Big 3 soap makers 
would be offered at ~t to Be and still sell at retail for a dime." The difference in 
factory prices actually understa tes the difference in manufacturer's margins be­
tween the two classes of producers due to the extensive scale economies in soap 
making . Clearly, margins at the two stages were inversely related within the 
industry - high manufacturer and low retailer margins for the advertised brands 
and the reverse for the fringe brands. 

To this author and others at the Grandpa Soap Company. it appeared that the 
lower RGM 's of the advertised brands helped sustain their higher manufacturing 
margins by forcing fringe makers to sell at a lower factory price to achieve the 
same reta il price as the advert ised soap brands. Unfortunately, there seemed little 
escape from this situat ion , for price increases were severely constrained by the 
very elastic nature of our finn 's demand schedule . This high elasticity seemed to 
emanate not so much from consumer behavior as from the conduct of the distrib u­
tive trade . Consumers did not desert stores that raised the price of Grandpa' s Tar 
Soap by a penny nor flock to those who cut it a penny. 

But when the factory price of a lOt fringe soap brand was raised relative to 
others, the competing brands became more profitable to dealers. Since fringe 
brands lacked a loyal following with consumers, retailers could quickly substitute 
among them without materia lly affecting total depanmental sales. Therefore an 
increase in a fringe brand 's factory price caused it to lose retail penetration. and 
the brand became convenie ntly available to a smaller universe of consumers. 
Store s that continued to stock the price-increased brand accorded it less dealer 
support, further diminishing its sales. Likewise, a cut in factory price boosted a 
fringe brand's reta il penetration and dealer support and increased its sales, al­
though once again consumer utility function s for the brand had nOI changed . 

By contrast, Ivory, Palmolive and other leading brands enjoy a quite stable , 
90%'" level of retai l penetration. The manufacturer's unit sales therefore rise or 
fall only to the extent that a nearly constant size group of consumers change s its 
purchases in keeping with the dictate s of derived demand. Thus. for the leading 
brand. OC is close to DK - the schedule which defines what consumers will buy 
when retail penetration and dealer support are constant . For the fringe brand , 
DC, and ceteris paribus OM , are far more elastic than DK because retail pene­
tration and dealer support vary inversely with PM. Moreover. we have seen that 
when EO R rises and a brand's RGM declines . EO M falls relative to its fonner 
value and to the EO M s of competing higher-ROM brands. In sum. the three dual 
stage effects virtually assure that with equal consumer demand elasticities (as 
defined by OK) a leading brand will have a lower E oc and a still lower EO M than 
a fringe brand. 
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D. SUCCESSFUL ADVERTISING OF A PREVIOUSLY UNADVERTISED BRAND , GIRDER 

AND PANEL BUILDING SETS 

We now illustrate, through another real-world example, how the introduction of 
successful advertising of a previously unadvertised brand reverses the relati ve 
values ES.b and E, .• raising the manufacturer's margin and lowering the retailers'. 
The analysis also demonstrates the crucial role of the three dual stage effects ­
retail penetration, dealer support and RGM in this process. 

In keeping with industry norms, Kenner's Girder and Panel Building Sets had 
a GDM (Kenner sold to both wholesalers and retailers) of around 50% in 1956 
and 1957. In 1958 and 1959 the toy maker used the new medium of television 
advertising in a limited number of 1 0c~1 markets. The sales and GDMs of the 
building sets changed little in the non-TV markets. But in the TV test markets the 
adver tising created a groundswell of consumer demand. Through the mechanisms 
previously described, the elasticities of reta iler demand schedules (E OR ) rose, 
pervasive retail price cutting erupted and the building sets' GDM fell to an 
estimated 33%.9 Despite the plunge in retailers' margins, the growing popularity 
of the Girde r and Panel Sets impelled many new dealers to begin carrying them 
and encouraged existing outlets to advertise them far more aggressively in the 
local papers. 

In 1960 the Girder and Panel Sets became nationall y advertised and their GDM's 
continued to decline for several years as more discoun t stores began to stock and 
feature them. Meanwhile, as outpu t grew, Kenner discovered there were sizable 
scale economies in tooling, manufacturing and assembly of the Building Sets and 
in the purchase of television media. Accordingly, as its dealers' margins plunged, 
Kenner's own margins and profi ts from the Girder and Panel Line grew materially 
at the pre-Tv level of factory prices, which were not raised for several years. 

Figures I and 2 depict these events. To simplify the exposition , the manufac­
turer's marginal and average variable costs and retailers' non-invoice marginal 
costs have been held constant and the manufacturer is assumed to sell only to 
retailers. 

Figure l A illustrates the pre-advertising equilibrium. At quantity Q, the factory 
price PM is B on DM . The 50% RGM (BA/QA) produces a retail price of A 
along DC. At Q the retailers' $ non-invoice marginal cost per unit is BY, so the 
retailers' true margin is about 40% (Y A /Q A) . The manufacturer 's margin is about 
20% (DBIOB). 

Figure IB portrays the situation shortly after the successful TV campaign. The 
intensified intrabrand competition has pushed the retail price down to E along the 
brand's new post-advertising consumer demand curve DCL The quantity sold Ql 
has more than tripled . The old factory price had been maintained, but Figure IB 
illustrates that it was no longer opt imal. Therefore factory price is raised from F 
to G on the extended manufacturer's demand curve DM!. The new equilibrium 
post-advertising retail price H is well below its pre-advertising counterpart . and 
the new equilibrium quan tity Q2 is more than twice Q. 
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By comparing Figures lA and 2 we can examine the results for the manufacturer 
and his retailers. The retailers' true margin has plunged from about 40% prior to 
advertising to about 21% in the post-advertising equilibrium (YIH/02H in Figure 
2). Although, by assumption, the manufacturer 's marginal costs have remained 
constant, the firm's margin has risen from about 27% in Figure la to about 40% 
in Figure 2 (LG/Q2G) . 

From Figure 2 we can distinguish between the two sources of the manufacturer's 
sales. The area (O, PMl , G, 02) is the manufacturer's sales volume in the post­
advertising equilibrium and (0, PM, D , Q) in the pre-advertising equilibrium. 
Had the pre-advertising 50% RGM continued into the post-advertising period, 
the manufacturer would have faced demand curve DM2 and his sales gain would 
have been limited to the area (0. B, K, 03). This represents the portion of the 
total sales increase that came from horizontal competitors, such as Erector Sets, 
and from the purchases of consumers new to the category. But the post-advert ising 
ROM fell to around 33% (GH/02H), so the manufacturer now received two­
thirds rathe r than one-half of each retail sales dollar. The larger shaded area (PM, 
PMI. G, 02, 0 3, K) represents the revenues the manufacturer took from his 
retailers through his enhanced vertical position. 

V. Exceptions to the Inverse Association 

We have seen that throughout much of the consumer goods economy the magni­
tudes of E•.b and Eb .• are markedly different, causing margins in manufacturing 
and retailing to be inversely related . Indeed, an intriguing article by Bradburd 
suggests that the inverse association between margins at successive stages also 
characterizes producer goods industries.'? 

However , the inverse association does not extend to product classes where the 
propensities to switch brands within store and stores within brand are roughly 
equal. We identify and briefly describe some of these situations below. 

A. EQUAL MANUFACTURER/ RETAILER POWER IN NON· COMMODITY CLASSES 

Mutual dependence. It was Bowman's (1952) insight that RPM arose out of " mut­
ual dependence" between an "insecure partial monopolist" manufacturer and his 
insecure partial monopolist retailers. When price cutting erupt s on a moderately 
popular brand, its producer is concerned that numerous dealers will succeed in 
switching consumers to a higher margin substitute brand, resulting in a loss of 
retail penetration and dealer support. Concurrently, dealers feel that if they do 
not meet the lower prices, a good many consumers will switch their patronage to 
a price-cutting store . The mutual insecurity prompts the manufacturer and his 
retailers to adopt a minimum resale price in the belief that the profits of both 
parties will be enhanced. If they are right, margins at both stages will rise. 



732 ROBERT L. STEINER 

The mixed regimen . In this structure, margins at the two stages are again positively 
correlated. However, since the parties are both powerful rather than insecure, the 
margins are moderate (Steiner, 1978a). The mixed regimen occurs in categories 
where a handful of leading national brands are opposed by strong private label 
brands of large chain retailers. Within stores there is a relatively high cross­
elasticity of demand between the two kinds of brands . This keeps the lid on the 
factory prices of leading advertised brands . Vigorous intrabrand competition on 
these items produ ces low RGM s and results in a moderate level of nati onal brand 
retail prices. These prices . together with the " reputation premium" (Braithwaite . 
1929; Borden, 1942) that famous advertised brands command with consumers, 
forces competing private label goods to be retailed at considerably lower prices. 
The foregoing dynamics may require a 20-40% private label marke t share . Yet 
the process often commences at a far lower share , as recently illustrated in the 
cigarette and disposable diaper industries.1I 

The replacement tire business has historically exemplified these characteristics. 
In the 19705 and before the a-firm concentration ratio was over 70% , yet tire 
producers' rates of return were below average for U.S. manufacturing industries. 
The private label market share was in the 30-40% range and the average industry 
gross distribution margin a modest 30_33% .12 

Bilateral monopoly . Although this structure is rare in real world consumer goods 
markets, we note it for completeness and because it has received much analytical 
atten tion. With one manufacturer 's brand and one retail store there is neither 
inter nor intrabrand competition. Since both Eb .• and E•.b are zero, we would 
predict high and roughly equal margins in manufacturing and retailing. Interest­
ingly this same result is genera ted through a differen t analytical approach that 
examines the effects of dual marginalization. 

B. TRUE COMMODITI' CLASSES 

In categories where consumers recognize that the goods are fungible across stores 
and across brand s both ~.b and Eb.• will have very high values. 

RGM's will be low because grading of commodity goods performs the same 
role that manufacturer 's advertising does in the intrabrand mark et of non-commod­
ity goods. It enables consumers readily to recognize that, for example. the grade 
A large eggs in differen t stores are iden tical. The inability of advert ising and other 
branding efforts to differen tiate brands creates a highly competitive manufacturing 
environment, so producers' margins will also be thin unless there are non-market­
ing related entry barriers.. 



733 1lIE INVERSE ASSOCJAnON BETWEEN MARGINS 

p,.; \..alo<:1 
Do 'M'" 
Rol.ilo, Do.'.......'"
 

wiUinE""'-' 

br3n<k""MI,;n 

M.....r""'U<a'· 
11--.1 On'''i....M>n 

ni l. ,.,~ 1 

M"''''P,ly 

/ 

Fig. 3. Industry structures located by magnitud es of Eb., and E'_b' 

C. LOCATING INDUSTRY STRUCTURES BY REFE RENCE TO a, .• AND E,.'b 

Figure 3 evolved from a suggestion by Michael Lynch that I should atte mpt to 
locate industry structures by the relat ive values of Et>.• and E•.t>. The locat ions 
shown are intended to be illustrative rather than precise. 

Along the NE/SW diagonal total margins increase to the southwes t. On an}' 
perpe ndicular (NW/SE ) to the diagonal. total margins are equal , with the retailers' 
share of the to tal increasing to the northwest and the manufacture rs' share to the 
southeast. '? At the nort heast corner is situated the true commodity industry in 
which both stages approach perfect competition and total margins are the lowest. 
At the southwest corner with the highest total margin is the bilatera l monopoly 
structure in which E,.• and E•.to are both zero. 

VI. Implications 

We now identify 4 of the numerous area s which require rethinking in light of the 
inverse association between margins at the two levels. 

Explaining manufacturers' margins and profits. Both individual brand ROM s and 
mean industry ROMs vary widely. Only recently have a few economists recognized 
that differential ROMs can create entry and mobility barriers (Albion, 1983; 
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Nelson and Hilke . 1991). The manufacturer of a high RGM brand must accept a 
lower factory price than competing brands with thinner RGMs if his bran d is to 
sell at the same price to consumers. 

I therefore propose that RGM be included as an independent variable in regres­
sions seeking to explain manufacturers ' margins. prices and profi ts. Th is would 
capture the reality that a manufacturer's market power is a joint function of its 
competitive sta nding with its re tailers and with rival producers. The addi tion of 
RGM is predicted to raise the regression's R2

• and the coefficient on ROM is 
expected to be sizable. negative and significant. 

Thus. correcting for other variables. wher e RGM is below average . both within 
and among indus trie s. manufacturers ' margins will be higher . As the analysis 
below will indicate , this is not a predict ion about aggregate indus try" profits or 
rents but about their distribution among and between manufacturers and retailers. 

Industry welfare analysis. In keeping with the single stage paradigm, welfare 
calculations for consumer goods industries reflect values at the manufacturing 
stage. What transpires in the downstream distribution markets is ignored . although 
in non-fo od industries somewhat more value is added in the downstream wholesa­
le/re tail markets than by final consumer goods manufacturers (Steiner. 1991c. note 
29, p. 49). Since costs and margins in distribution are not measured. there is 
no concept of distrib utors surplus. Total indust ry' surplus is simply the sum of 
manufacturers and consumers surplus. 

Changes in productivity and in the vigor o f competition at one stage can be 
amplified , offset or outweighed by correspon ding changes at the other. These 
dynamics can't be captured unless both stages of an industry are examined. I ~ 

Obviously, single stage models yield the ir most misleading result s in industries 
where there is a strong inverse association betwe en margins in manufacturing and 
retailing. 

We/fare effects of manufacturers' brand advertising. In a single stage world rising 
factory prices. associated with intensified advertising. imply rising retail prices. In 
a dual stage environment, if SRGMs fall by more than the rise in factory' prices 
as advertising is increased, retail prices will fall. I have shown that this can occur 
with constant costs in manufacturing. although the effect is more pronounced 
when ret urns to scale are present. Hence , some ame nding of the conclusions of 
Comanor and Wilson (1974) and Porter (1976) seems indicated . In both studies 
output is valued in man ufacturers' selling prices . In some of the industrie s where 
consumers are judged to be worse off due to intensive advertising.they may be 
better off. 

Moreover, the conclusion in Comanor and Wilson that " relative advertising 
expenditures appear to be more important than relative prices in allocating sales 
among industries" (p . 239) may also require revision. Due to the negative corre­
lation between adve rt ising inte nsity and RGMs, using manufacturers' prices and 
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demand schedules as surrogates for consumer prices and demand schedules leads 
to biased results. 

First , the influence of price on the allocation of consumer demand among 
industries is overstated. Actual consumer prices in heavily advertised industries 
are lower relative to those in ot her industries than they appear to be in th is 
methodology. Next , the influence of manufacturers' advertising on the interindus­
try allocation of demand among consumers is exaggerated . As shown in Figures 
1 and 2 and in the accompanying discussion . when advert ising drives down a 
brand's RGM. OM shifts out relat ive to DC. A good part of the increase in the 
manufacturer's sales comes from retailers and not from consumers. Likewise , 
the RGM effect causes manufacturer level market demand schedules in strongly 
advertised industries to lie closer to consumer level market demand schedules than 
in less intensively advertised industries. Therefore, advertising has a weaker sales 
allocating influence among the consumers of different classes of products than 
among the manufacturers of these products. 

Porter's work is significant for its attempt to incorporate the role of the retailer. 
Still. manufacturers ' advertising is seen as welfare diminishing on the grounds that 
it "l eads to allocative inefficiency and elevation of manufacturers' rate of ret urn" 
(p . 236). Porter concludes that advertising's deleterious effects are greater in 
convenience goods. in part because the coefficient on advertising in his regressions 
explaining profits is far st ronger than in non-convenience goods . If, as I suspect, 
conven ience good s have lower RGMs, ceteris paribus, this conclusion would also 
require amending. 

The paradox of the advertising/response function . In a well-known summary of 
the evidence on the advertising/response function , Simon and Arndt (1980) re­
ported that studies "li nking physical measures of sales impact to physical amounts 
of advertising consistently indicate diminishing returns to advertising ..." . With 
two exceptions, studies relating sales in dollars to dollars of advertising also showed 
diminishing returns to advertising . Despite this apparently strong evidence , the 
au thors discovered that the grea t majority of advertising practitioners believed 
that the advertising/response function was S-Shaped, with a substantial period of 
increasing ret urns before an inflection po int is reached and diminishing returns set 
in. As vice president of advertising for Kenner Products, this author shared that 
belief. 

Once again, analyzing the evidence in a dual stage framework unlocks the 
paradox. Diminishing returns from the start may characterize the function when 
the response is meas ured in units or valued in the pr ices consumers pay. But if 
concurrently a brand's factory price is rising relati ve to its retail price , there is 
often a period of increasing ret urns when output is valued in the prices manufac­
tu rers receive. These dynamics also explain why the optimal advertising budget 
for a manufacturer in a dual stage world is higher than in a single stage environment 
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where retailers' margins are not depressed by increases in advertising intensi ty 
(Steiner, 1981, 1987). 

The competitive process . The inverse association between margins at successive 
stages has important implications fOT our understanding of the dynamics of compe­
tition. In antitrust law and in economics competition is a process that takes place 
solely among firms at the same level. 

But we have seen that when intensified competition depresses margin s at o ne 
stage. margins at the other stage are likely to r is e . As a brand's popularity grows. 
the manufacturer 's revenues are augmented trom two sources - a fall in the 
brand's RGM and a rise in its market share . A "vert ical" gross margin dollar 
taken from retailers is just as good as a "horizontal" gross margin dollar taken 
from rival manufacturers. Thus. competition has both a vertical and a horizontal 
dimension. 

Notes 
• Economic Consultant , Washington D.C. 1 gratefully acknowledge the valuable comments on an 
earlier draft by Ralph Bradburd. William Comanor, Douglas Greer. Michael Lynch and Thomas 
Overstreet . Jr. 
I In many consumer goods industries, manufacturers sell their out put to distributors , as well as directly 
to retailers. This docs not require a "triple stage" model. since the wholesalevretai! markets can 
ordinarily be combined into one without introducing material distonion. 
2 Retailers are hard pressed to calculate profit per brand. since they cannot easily allocate overhead 
against the thousands of individual items they stock. However , a brand's dollar RGM per square foot 
of selling space or per dollar invested in inventory are good estimates of liS contribution 10 store 
overhead and profit. 
J Elsewhere (Steiner, 1991a) I've used the term v ertica l Market Share to represent the pon ion of the 
retail price going to the manufacturer (I -ROM) and to retailers (ROM). 
• Imerb rand competition among stores is the least direct of the three forms of brand competition. 
Therefore both the mean magnitude of the cross-elasticity that defines this form of competition and 
its range are lower tha n those of E. '~ and ~_ •. In Section 4 we will show that the values of Eh and 
E" b vary widely, depending principally on how well the brands are known. 

Virtually all interbrand competition is forced to take place among stores rather than within them 
where exclusive dea ling arrangements are prevalent. In light bulbs. a moderate priced category, these 
arrangements had caused interbrand cross-elasticities to be very low. Subsequently. in some markets 
a major grocery chain added a second (less expensive) light bulb line, thereby introducing ir uerbrand 
competition within its stores. Demand elasticities were quickly invigorated and retail light bulb prices 
fell sharply in these markets {Steiner , 1985). 
, Margins at the two stages are predicted to be positively associated in true commodity industries (see 
Section V) . The aut hors' intention was to indude in their sample only categories in which the goods 
were thought to be more or less physically homogeneous. However. in numerous cases (e.g.. com 
nakes) consumers definitely do not regard the rival brands as fungible, so they at e properl y classified 
as non-c:ommodity categories. 
6 Although the A /S ratio has been widely used as a surrogate for advertising intensity, it is difficult 
to fathom why sales belong in this definition. If in the aggregate finns in 2 industries spend the same 
amount to purchase identical media. schedules, the industries would seem to have the same advenising 
intensity. Yet using A/S produces the conclusion that if Industry A's sales are twice Industry B's, it i~ 

only half as intensively advertised. Of course spending the same budgets would be the profit maximizing 
strategy for firms in both industries if the variable margins in Industry B were twice those of A. 
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II is panicu1atly inappropriate to use Ihe AIS ratio when the re .re larJe inlerinduslJy differena:s in 
size .nd in average prodUCl: price . as in w ees. Pascoe . nd M.nln (1983). To iIIustt'lte, in the 1974 
FTC Line of Business Report more media dollars were spent adven mng passenger cars than in .ny 
OIher induu ry. save one . However. passen~er can have only . 0."" AIS rllio . nd therefore fell to 
1131h place when induslries were r.nked by lite AlS ratio . 

Advenising academics find lItat .lternate meHU rn of advenisin, intensil y are nOl: c:loselycorrelated 
. nd recommend using several of tl'ltm. BUI if only one is 5Cltded., !he AIS r.lio is IJO( lite parareeter 
of ehoKe (Laneaster , Balra .nd Miracle. 1982: Hovland and lancaster , 1985). Finally. lite FTCs 
media advertising (jaIl which were used in boIh $Iudies. are noisy and w bjec1 10 a substanrial large­
firm bias. LNA is a far supenor source . II collects qlUlnerly outlaY' in the 6 majo r media for all bra nlb 
and wms them by very dlscrele product d assc:s. 
, In 1982 70'" of factory shipmenls were " on deat" in the Iypical heallh and bea uty aid Clle , ory 
(Ouek:tl, 1982). The re is evidence Ihat Ihis slra legy may 00 loo~ e r be IS efleCII\'e. Procte r & Gamblc. 
the world's largesr advert iser , recenny an nounce d it was draslic.ally reducing or elimi naling deals on 
us bra nds and inslead was lowering their everyday Iactory prices. The extent to which th is new policy 
will be adopted by othcr lead ing cc nvemence good manufacturers ISnot yet clear ( Wall Strut Journal, 
1992, P. 1, A-Il l. 
a In 1949 P&G offered its best selling medium size of Ivory Soap to the trade II $7.75 in 100 case lots 
and $8.00 in smaller quantities. Although it was referred to as the "lOt sue", aggressive grocers e tten 
offered il on special for less. By cc ntrasr, few customers ordered Grandpa's Pine Tar Soap in 100 case 
le u or cut its reta il price below lOt . 
~ Parenthetically, Kenner's French licensee had a virtually identical experience on its Spirograph toy 
when the prohibitions against toy commercials on TV were sudden ly removed JUSt in time for the 1975 
Chrislmas season . The French licensee qu ickly prepared a commercial and bough t television time for 
Kenner's Spirogra ph. a staple Ihal had been in ils line for some years. Duri ng the TV campaign 
Spirograph's retail price plunged by arou nd 40% and its sales volume increased an amazing 7-fold over 
the le\'t'1sof prior Christmas seasons. 
1" Using input-outPl.lt lables and manuf~u rers' pricc fCO!it margins from Ihe Census of Man ufactu res. 
Bradburd (1982) soughl primari ly 10 probe the associalion between ccs r-impcn aece and price /CO!it 
rn.aIJlIU in producer 's goods . Howeve r hi!; re~ns.ion s abo included a variable for the eo wnse eam 
ind ustry's price fCO!it margins. Based on derived demand theory, Bradbu rd had expected a positive 
correlllion between the mallins of the f1nns in the selling and bUYlnS induMnes. To his surprise. 
mere was a sizable and sla t i~ricall y significant negaeve ecrreneon. Bradburd obse rved - one possible 
explallli ion is thai there is a ftxed amount of monopol y ren t tha t can be tx lraeted in the entire vertecal 
st r\ICIu~ of production for an)' good" (p . 4(9). 

II For ~a rs the private label unit market share in cigarenes was cJosc: 10 zero. Sudden ly. by 1984 it 
had spurted to around 4% . Alanned at Ihis evidence of a rising intt rbrand ~laS lici ly of demand. 
the major 1000CCO manufacturers Ihemselves became private labe l suppliers and also introd uced lower 
priced branded lines. By ea rly Apri l 1993 the combined unit market share of alltypes of "discount 
ogereues " had reached 36% (Wall Streel Jou rnal. 1993). At th is ju ncture Philip Morris loo k the 
revolutionary step of cuttin g the price of Marlboro. the industry's dominant brand, by some 20% in 
bopes of rebuilding Marlboro ' s erod ing markel ibare. Shortly thereafter, rival R. J. Reynold s. the 
second ranking cigaret te maker. cut prices on its Winsto n and Camel bra nds. 

With Pampers, the pionee r brand in the category and Luvs, Proc ter &; Ga mble had a 50.5% share 
of the disposab le diaper business in 1988. Its share plunged to 41.9% in 1992, while the private label 
sha re rose from 14.1% 1020.4% (an d Kimberly auk's share increased from 33.7% 1036.9% ). In 
Ap ril 1993 Procter & Gamble announced a 5% price cut on Pampers, its third within a year , and a 
16'% price CUt on Luvs. (Adven isinl! Age, 1993). 
n For background on the lire busines.s , see FTC Staff Report (1966) , Schere r and Ross (1990, p. 281), 
Cook and Schulte (1967. pp. 169-182). Comanor and Wilson (1974, pp . 135, 188-199 ). Also set 
vario us issues of Mode m Tire Deale r.,for ellmple Janua ry 1979. pp. 32-33. for nllional brandJpri vale 
labe l marke l sha rn . 
n As du wn. 10'[al margins arc JOUlhly equal in retailer and privale labe l domi nat ion, mUlual depen . 
dena: and manufacturers' brand do mination. In tuitively, I be lieve that unde r most CO!it and demand 
condit ions 10111 margins will be higher in mutual dependence but cannot II this juncture prove tha t 
conj«1lire. 
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I~ A dual stage welf. re diagram is provided in Steiner (1985). Vertica l productivity indexe1; for the 
tey and women's outerwear induslries were ronstruaed in Steine r, 1978c. 
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For more than three decades Robert Steiner has been arguing that economists have 
neglected both retailers and the competition between retailers and their manufacturer 
suppliers.1   The most extreme form of neglect is to act as though retailers do not even 
exist; manufacturers or importers are assumed to sell directly to consumers.  Steiner calls 
the latter the “single stage” thinking in opposition to his “dual stage” theory in which 
both retailers and manufacturers play an important role in determining consumer prices 
and the quantities and types of goods sold.  Clearly one consequence of this “single 
stage” view is that manufacturers have no influence on the retail margins at which their 
products are sold to consumers, nor do retailers have any influence on the factory price 
they pay to their suppliers.  A further consequence: any change in prices at the 
manufacturing level is assumed to be passed through to the consumer dollar for dollar.  
Another way of putting this is that retailers who on average mark-up the products they 
buy from manufacturers by more than 40% are assumed by economists to apply a zero 
percent mark-up to any price changes.  The retailer’s dollar gross margin per unit ($rgm) 
is assumed to be unaffected by changes at the manufacturing level.   In contrast, Steiner, 
based in part on his own business experience and in part on his own and others study of 
certain empirical regularities, asserts that manufacturers, through brand advertising, can 
directly affect retailers by forcing them to compete harder and to lower their margins on 
leading national brands.  His early experience at Kenner Products provided a dramatic 
example.   In 1958, Kenner was one of earliest toy companies to use the new medium of 
television to advertise their toys.  The results exceeded even Steiner’s youthful 
expectations.  Not only did unit sales of the Girder & Panel sets increase many fold, but 
to his surprise retailers and wholesalers reduced their margins on the product so that the 
gross distribution margin fell from 50% to 33%.  Since Kenner maintained its original 
factory price, the result was that retail prices fell by about 25%.   After two years, Kenner 
raised their factory price, but the post-TV advertising retail price of the Girder & Panel 
sets remained well below their pre-TV levels.2  This was not an isolated, anomalous, 
case.  Steiner has shown that the advent of television advertising in the toy industry in the 
1950s led to a substantial decline in the retail price of toys, despite the fact that 
manufacturers raised their prices!  To an economist steeped in the model of perfect 
competition, this claim, that a rise in factory prices is associated with a fall in retail 
prices, appears fantastic, yet it is clear that it happened and not just in the toy industry.  
But Steiner also argues that retailers do not only dance to the tune played by 
manufacturer advertisers.  Steiner further argues that there are impressive empirical 
                                                           
1 See his early papers, Does Advertising Lower Consumer Prices? Journal of Marketing, vol. 37 #4 (1973). 

Also Reprint # 37, American Enterprise Institute (1976), The Prejudice Against Marketing, Journal of 

Marketing, vol.40 #3 (1976), A Dual-Stage Approach to the Effects of Brand Advertising on Competition 

and Price, in John Cady, Editor, Marketing and the Public Interest, Proceedings of 1977 Symposium 

Conducted by Marketing Science Institute in Honor of E.T. Grether. MSI Rejport No. 78-105. 

2 In my 1986 attempt to model Steiner’s theory, I referred to the inverse association of margins at the 
retailing and manufacturing levels as the “Steiner Effect.” Here I will use the term “strong Steiner Effect” 
to refer to situations where the fall in retail margins more than offsets any increase in factory price.  
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regularities in retailing that have important consequences for how prices at the factory 
level are, or are not, reflected at the retail level that have been virtually ignored by 
economists.  Further, Steiner argues that economists ignore vertically competitive 
interactions between retailers and manufacturers.  Manufacturers, through successful 
brand advertising can force retailers to become more competitive and to reduce their 
margins on popular brands.  Retailers are not passive.  Through their control of shelf 
space allocation, display position, through promotion of their own store brands, retailers 
can pressure manufacturers to lower factory prices.  If Steiner is correct, then his views 
have important implications for measuring the welfare effects of market power in 
manufacturing and retailing, for estimating passthroughs of manufacturing level price 
changes to the retail level, and for antitrust analysis including merger analysis and 
vertical restraints.  
 
Neglect of Retailing? 
There is no doubting the economic significance of retailing.  As shown in Figure 1, the 
percentage retail gross margins (%rgms) for all retailers combined account for almost one 
third of the price of every product bought by consumers.  For later reference, it is also 
worth noting how remarkably stable this overall %rgm is.  According to the Annual 
Census of Retail Trade, the %rgm for all retail stores averaged 32% over the period 1986 
– 1998.  It varied little: a low of 31%, a high 32.4% with a coefficient of variation of only 
1.2%.  Specific retail types showed more variation with department stores and the apparel 
categories having the lowest variations at 2.5%, and gasoline stations the highest at 7.3%.  
Gasoline stations also had the lowest average %rgm at 20.6%.     
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Figure 1 

Retail Percent Gross Margins, 1986-1998

0

10

20

30

40

50

1986 1989 1992 1995 1998

Year

Pe
rc

en
t

Retail sales, total.......................
General merchandise group stores............
Dept. stores (excl. leased depts.)........
Food group stores...........................
Grocery stores............................
Gasoline service stations...................
Apparel and accessory stores................
Men's and boys' clothing stores...........
Women's clothing, accessory stores........
Shoe stores...............................
Drug and proprietary stores.................
Year

 3



Nearly one of out of every six employees on a non-farm payroll works in wholesale or 
retail trade.  Currently, the world’s largest corporation is a retailer employing more than 
one million workers in the United States alone and had annual sales of $244.5 billion in 
2003.3 Yet if, in some far future, the New Palgrave’s Dictionary of Economics is the only 
work on the economy to survive, future historians/economist would not even know 
retailing existed.4   The New Palgrave’s is the economist’s encyclopedia par excellence. 
It was organized by, edited by and written by economists “…to define the state of the 
discipline by presenting a comprehensive and critical account of economic thought.5” In 
four massive volumes totaling more than 4,000 pages, there is not a single article on 
retailing or wholesaling.  Nine articles are concerned with “distribution” but these are 
solely concerned with either how income is divided among the factors of production, or 
how it should be divided (the ethics of income distribution) or with probability 
distributions.  Although retailing was less important early in the nineteenth than in the 
twentieth century6, historian/economists of the far future would be slightly better 
informed if only the original Dictionary of Political Economy edited by R. Inglis 
Palgrave (1894-1899) had survived, rather than its successor.  In the old Palgrave’s 
Dictionary, the first of its kind in English, the historian/archaeologist would find several 
discussions of wholesale and retail trade, including a discussion of the 
advantages/disadvantages of operating at larger scales.  They would be still better 
informed if the surviving encyclopedia was not exclusively devoted to economics, but 
had a broader focus on “social science.” The Encyclopedia of the Social Sciences, edited 
by the economists Edwin R. Seligman and Alvin Johnson, contains articles on 
anthropology, history, political science, psychology, sociology, statistics, law, education 
and social work in addition to economics. It was published in 15 volumes between 1930 
and 1935.  It contains numerous articles on retail trade, retail credit and one on 
wholesaling.  Although its successor, The International Encyclopedia of the Social 
Sciences, 1968, edited by sociologist David Sills with statistician W. Allen Wallis as 
chairman of the editorial advisory board, has no article containing the words “retailing” 
or “wholesaling” in the title, it does in fact contain an excellent discussion of both under 
the somewhat eccentric title “Internal Trade.” by economist Richard Heflebower.7  In 
that article, Heflebower notes, for the first time by an  economist, the curious neglect of 
retail/wholesale trade by economists, despite its economic importance, and calls 
retailing/wholesaling “ …the stepchild of economic analysis.”   He goes on to say, 
 

“ But in the development of price and output theory, economists have dealt primarily 
with the structure and performance of the raw-material and manufacturing industries (or 
with transport and electric power) and have treated these as if manufacturers sold finished 
products directly to consumers or, alternatively, as if the distributive trades were 
analytically neutral. Except in an occasional empirical study (e.g., Adelman 1959, pp. 
109-149, 248-274), the distributive trades have been neglected in their roles as buyers 

                                                           
3 See Wal-Mart’s 2003 10-K filing at the SEC. 
4 The New Palgrave: A Dictionary of Economics, edited by John Eatwell, Murray Milgate and Peter 
Newman, 1987.  
5 Ibid. p. .  See also George Stigler’s  fairly critical review,  "Palgrave's Dictionary of Economics," 
Journal of Economic Literature, Vol. 26 (4) pp. 1729-36 1988.   
6 In 1900, wholesale and retail trade accounted for about 10% of the total labor force, compared to about 
17% of total non-farm labor force in 1987.  See … 
7 “Internal Trade,”International Encyclopedia of the Social Sciences, Volume 7, pp. 493 -499. 
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from, or as potential entrants into, supplying into supplying industries (whereby they 
influence significantly the performance of earlier-stage markets), or as resellers that 
affect the information provided about, and consumers’ choices among, goods made by 
rival manufacturers. This lack of economic analysis and the general confusion about the 
economic function of the distributive trades have contributed in no small part to the 
question asked in the book Does Distribution Cost Too Much?, which is answered 
affirmatively there and elsewhere”. 8   
 

Heflebower’s observations, if anything, seem even truer today than they were more than 
three decades ago.  Overall, I conclude that economists as a profession have shown 
surprisingly little interest in the distributive trades, despite their large and growing 
economic importance. 
  
Both Textbooks and Empirical Studies Typically Either Ignore Retailing or Assume 
100% Pass-through of Manufacturer or Importer Price Changes 
 
Economists routinely attempt to assess how much of an industry-wide upstream cost 
increase will be passed through to consumers.  To do so, one would think they would 
have to consider how wholesalers and retailers react to an increase in their costs. 
Economists are not famous for agreeing with one another, but on this question there is a 
surprising uniformity of practice in the way economists deal with pass-throughs to 
consumers.  Most textbooks, whether the question arises in the context of an excise tax9, 
a unit tariff10, or of manufacturer price increases in antitrust litigation11, provide the same 
analysis and the same answer.  The pass-through to consumers will be 100% or less.  The 
exact percentage pass-through depends on the relative magnitudes of the elasticities of 
supply and demand.  The more elastic supply relative to demand, the closer the pass-
through to 100%.   Either 100% of the cost increase will be passed-through, or some of 
the cost increase will be “absorbed” by firms in a competitive industry.  In no case will 
more than a 100% of the increase be passed on.  The use of the word “absorption” in this 
context can be misleading. Sellers in a perfectly competitive industry don’t “absorb” any 
cost increase in the usual sense of that word, i.e., accept lower profits rather than raise 
price sufficiently recover the full cost increase. By assumption there are no excess profits 
that can be reduced in the first place. What is really happening is completely a reflection 
of the assumption that supply curves slope upward, or, that firms are subject to 
diseconomies of scale. The reason competitive firms may pass on less than 100% of a 
cost increase is that, at the smaller scale induced by the price increase, their average and 
marginal costs, exclusive of the tax increase, are assumed to go down. So in the sense of 
accepting lower profits, competitive firms don’t “absorb” any of a tax increase. If price 
rises by less than the amount of the tax increase it is only because firms are assumed to be 
subject to diseconomies of scale, so unit costs are lower at the lower output induced by 
the cost increase.   Economies of scale, or decreasing unit cost with increases in output, 

                                                           
8  Ibid., p. 493.  
9 E.g. Musgrave & Musgrave, Public Finance in Theory and Practice, 3rd Ed., 1980, 261-264.    
10 E.g., Paul Krugman and Maurice Obstfeld, International Economics: Theory and Policy, 5th Edition, 
2000, pp. 190-191.   
11 William Landes and Richard Posner, Should Indirect Purchasers Have Standing To Sue Under the 
Antitrust Laws? An Economic Analysis of the Rule of Illinois Brick.U. of Chicago Law Review, V. 46 (#3), 
Spring 1979. 
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are excluded by assumption because they are inconsistent with perfectly competitive 
equilibrium. 
 
In practice, the answer economists generally give is even simpler: 100% will be passed 
through to consumers.  It is as though neither wholesalers nor retailers exist.  I’ll provide 
three brief examples that could be almost indefinitely multiplied. 
 
International trade 
 
 
 Economists often attempt to assess the impact of tariff, quota changes of anti-dumping 
actions on consumers and hence on retail prices and quantities.   A Google internet search 
will quickly reveal a plethora of quantitative models to do this ranging from small partial 
equilibrium models built using the GEMS modeling language covering only a few sectors 
and two regions to grand Computational General Equilibrium (CGE) models such as the 
Global Trade Analysis Project (GTAP) model.  That these models are widely used (or at 
least cited) in policy deliberations can be confirmed by an examination of ITC decisions 
and reports, or FTC or GAO reports etc.  Not even the grandest of these models, 
however, contains any explicit treatment of retailing, nor any discussion of why retailing 
is omitted, nor of how to adjust the model’s producer prices to obtain retail prices.12  The 
only example I have found that explicitly mentions retailing is in an ITC Report that 
attempts to measure the economic effects on the U. S. domestic economy of eliminating 
all significant import restraints.  In this case, the ITC used both its own CGE model and 
partial equilibrium models for those sectors where data availability prevented the use of 
the CGE model.13  The ITC CGE model is quite elaborate, with more than 70 major 
sectors. One of the interesting features of this model is that it “… explicitly accounts for 
upstream and downstream production linkages.”14  Retailing/wholesaling is one sector.  
Chapter 3 of this report is especially interesting because it attempts to measure the effects 
on U.S. consumers of removing import restrictions on apparel and textiles.  Apparel and 
textiles are sold at relatively high retail %rgms of 50% or more.  In 1995, for example, a 
pair of men’s denim jeans had an average manufacturing/wholesale price of $14.20, but 
sold at retail for $32, a %rgm of almost 56%.15   Men’s cotton dress shirts with an 
average manufacturing/wholesale price of $11.24, sold at retail for $31.38, a %rgm of 
64%.    
 

                                                           
12 For example, the 63 page description of the GTAP model does not contain the word “retail.”  See 
Hertel, Thomas W. and Marinos E. Tsigas  Structure of GTAP, on the web at: 
www.gtap.agecon.purdue.edu/resources/download/86.pdf 
 
13 United States International Trade Commission, THE ECONOMIC EFFECTS OF SIGNIFICANT 
U.S.IMPORT RESTRAINTS, Third Update 2002, Investigation No. 332-325, June 2002, Publication 3519 
 
14 ibid., D-4. 
15 See table 1, p.8 in Jane Bondurant and Don Ethridge,  “PROPORTIONS OF THE RETAIL DOLLAR 
RECEIVED BY COTTON INDUSTRY SEGMENTS: SELECTED CONSUMER GOODS,” available at: 
www.aeco.ttu.edu/Publications/ 1998%20Beltwide/CER-98-19.pdf. 
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On the basis of its model, the ITC staff concludes that abolishing all tariffs and import 
quotas on apparel would lead to more than a 26% increase in imports and a 17% decrease 
in the “composite” price (an average of the prices paid by importers and the prices 
received by domestic apparel producers).16  Now the question is, how does this 17% fall 
in producer prices translate into retail prices for apparel?  The table does contain a row 
for wholesale/retail trade.  The “composite price” shown for this sector is essentially the 
$ wholesale and retail margins per $ of final sales.  This price is shown to increase 
slightly by .4%.  So after restrictions are removed, for example, men’s dress shirts, which 
had wholesaled for $10 would now cost only $8.30.   Distribution margins would rise, 
however, from $10 to $10.04, so the new price paid by consumers would be $18.34.  A 
17% reduction in producer/import prices would lead to a 8.3% fall in retail prices.  [The 
retail price with a 100% pass-through would be $18.30.]  Despite taking 
wholesaling/retailing into account, the ITC model, like most others, essentially assumes 
100% pass-through of producer prices to the consumer level.  If, however, retailers 
preserve their %margins of say 50%, then the actual retail price would be $16.60 (double 
the invoice cost – the keystone formula).  Retail prices would fall by 17%, or at more 
than twice the rate estimated by the ITC.  If the assumption of constant retail %rgms,  
rather than constant $rgms, is closer to the truth, then economists generally substantially 
underestimate the consumer benefit of reducing trade restrictions and underestimate the 
consumer harm of increasing trade restrictions.     
         
Oil Prices 
The Energy Information Agency (part of the Department of Energy) uses an elaborate 
model to predict prices of gasoline, heating oil etc.17 At the refiner level, the model is 
quite elaborate, containing three separate linear programming modules to represent 
refining practices in different areas.  These modules are used to compute the marginal 
costs of both traditional and new reformulated petroleum products designed to meet new 
State and Federal emission standards.   The model even takes capacity expansion into 
account.  The model’s treatment of the pass-through of refiner prices at the retail level, 
however, is very simple, 
 

The costs of distributing and marketing petroleum products are represented by adding 
fixed distribution costs to the marginal and refinery fixed costs of products. The 
distribution costs are applied at the Census Division level (Table 60) and are assumed to 
be constant throughout the forecast and across scenarios 

 
In other words, this otherwise elaborate model assumes a 100% pass-through of refiner 
costs at the retail level.  In this case, however, at least for gasoline, there is substantial 
evidence that 100% pass-through is in fact a reasonably good approximation of the 
facts.18  Between 1983 and 1998, for example, the average wholesale price of regular 
unleaded gasoline fell from 89.5 cents per gallon to 49.9 cents per gallon.19  Retail prices 
                                                           
16 See ITC Report., op.cit., Table 3-6 on p. 67-68. 
17 A comprehensive description of the EIA NEMS PMM model can be found on the web at 
http://www.eia.doe.gov/oiaf/aeo/assumption/petroleum.html. 
18 See John Cook, EIA, Price Changes in the Gasoline Market: Are Midwestern Gasoline Prices 
Downward Sticky? February, 1999   www.eia.doe.gov/pub/oil_gas/petroleum/analysis_publications/ 
price_changes_gas_market/pdf/price_change.pdf 
19 See , Energy Information Administration/Preliminary Petroleum Marketing Annual 2003, 
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(excluding sales taxes) fell from 98 cents a gallon to 63.4 cents.  A prediction based on 
the assumption that retail $rgms would remain constant would have been closer to reality 
(58.4 cents per gallon), than one based on the assumption that %rgms would remain 
constant (54.6 cents per gallon).    Gasoline, however, is the only commodity I have 
found that is consistently better modeled by an assumption of unchanging $gm than by an 
assumption of unchanging %rgms.   
 
Cigarette Litigation Costs 

 
Two FTC Staff studies on the effects of the proposed federal tobacco litigation settlement 
provide another example.20 The FTC Staff’s base line scenario assumed that the proposed 
settlement costs would lead cigarette manufacturers to increase their factory prices by 
about 57 cents per pack by year 5 post settlement.   Retail prices were also assumed to 
rise by 57 cents per pack, that is, retailers would pass-through the factory price increase 
dollar for dollar.  The Staff’s entire rationale for this assumption is contained in the 
following sentence. 
 

 “The gains or losses from a pass-through different from 100 percent will 
accrue entirely to the manufacturing sector, so long as the wholesale and 
retail distribution of cigarettes is competitive, with distributors obtaining 
no more than a competitive rate of return for providing their services.”21

 
Steiner22 criticized the Staff Report writing that since the FTC assumptions implied a 
45% increase in the factory price and a substantial reduction in overall unit sales (11%) 
that “…it seemed inconceivable to this former consumer goods manufacturer that 
wholesalers and retailers would not boost their dollar margins by a substantial amount.”  
With an unchanged $rgm per pack, and about 2.6 billion fewer packs sold, retailers 
would have far fewer gross margin dollars to cover non-invoice costs such as the 
foregone interest cost of carrying inventory and shrinkage and the fixed costs of retailing.     
Although the proposed federal settlement never went into effect, the major cigarette 
manufacturers reached a settlement with the states and raised their factory prices very 
substantially between Nov. 1, 1998 and Nov. 1, 1999.  Steiner’s careful estimate of the 
actual pass-through led him to conclude that the % trade margin, rather than falling to 
about 13% as implied by a 100% pass-through, remained at about 17%. [Third Relevant 
Market, pp. 755 – 757.]  Two distinguished economists, both at one time Directors of the Bureau of 
Economics at the FTC, replied to Steiner’s criticism, saying 

 

                                                                                                                                                                             
Table  6.  U.S. Refiner Motor Gasoline Prices by Grade and Sales Type (Cents per Gallon Excluding 
Taxes). 
20 See FTC Staff Reports, Competition and the Financial Impact of the Proposed Tobacco Industry 
Settlement (September 1997) and Evaluation of the Tobacco Industry Analysis Submitted to Congress on 
October 8, 1997 (November 10, 1997). Congress had asked the FTC to predict the economic effects of the 
proposed tobacco industry settlement 
21 P. 26 of the September, 1997 Report cited supra in note 19. 
22 See the exchanges between Albert Foer, Robert Steiner and Jeremy Bulow and Jonathan Baker, 
December 20, 1999 at http://www.antitrustinstitute.org/recent/48.cfm.  Also see Robert Steiner, “TheThird 
Relevant Market”, The Antitrust Bulletin, Fall 2000, pp. 745 – 758. 
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“… an industry-wide cost increase will be completely passed-through to 
consumers, without an additional markup, if the industry is competitive 
and firms have constant marginal costs. This is, after all, how the 
distribution sector of the cigarette industry looks: in most localities, 
cigarette consumers can choose among a large number of convenient 
alternative sellers when purchasing that product, and there is no reason to 
think that incremental costs would vary for most wholesalers and retailers 
were product sales to decline.”  

 
Notice, nothing is said about how retailers could continue to cover their fixed costs with 
the same $rgm and far fewer unit sales.  Only incremental costs are mentioned.   
 
Why Do Economists Believe that Retailing can be Neglected?       
Why do economists so often behave as though manufacturers sell directly to consumers, 
as though retailing makes no essential difference in the determination of retail prices?  
The basic answer, as we have already seen, is that economists believe that retailing can 
be acceptably modeled as a perfectly competitive industry with constant marginal costs.  
As another economist, Ronald Cotterrill, wrote, 
 

 “Now that I have shown that manufacturers pass on 100 percent (or more) 
of this overcharge. The remaining link in the price transmission process is 
to explicitly incorporate the away-from-home and food retailing industries 
into the model. Away-from-home purveyors are straight forward because 
these firms operate in competitive markets. Any increase in their costs is 
passed through at the 100 percent rate in the general as well as the actual 
price transmission model.”23  
 

If retailing can be modeled as a perfectly competitive industry, then the “derived demand 
theorem” justifies analyzing the manufacturing sector alone without concern for the 
details of the retail sector.  Kristian Palda, in an award winning University of Chicago 
dissertation/book, explained the practice as well as anyone.  Palda, who was primarily 
interested in quantifying the effect of advertising expenditures on sales, had run into a 
problem.  In his regression analysis, he needed to “hold constant” factors other than 
advertising that might have affected the sales of “Lydia Pinkham’s Vegetable 
Compound.”  The first factor that would occur to any economist is the price paid by 
wholesalers and retailers for the product.  The problem was there had been only four 
changes in the factory prices from 1905 to 1960.  So there was little variation.  And what 
little variation there was showed no consistent pattern.  For example, between 1917 and 
1918, factory prices increased by 24%, yet dollar sales grew by almost 50%; during 1947 
the average factory price was 7% higher than it had been the year before, but dollar sales 
fell by 12%. The lack of variation in factory prices precluded their use in a regression, but 
Palda thought there was a more fundamental problem.     

                                                           
23 Estimation of Cost Pass Through to Michigan Consumers in the 
ADM Price Fixing Case, Food Marketing Policy Center, University of Connecticut, Food Marketing 
Policy Center, Research Report No. 39, November 1998. 
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“A more fundamental problem is raised by the nature of the relation between the 
factory and the retail price of the vegetable compound. While price to 
distributors is the relevant price in the analysis of the company’s sales 
variations, it could be normally expected that it is but a faithful reflection of 
the retail price. This is so because demand on the wholesale level is typically 
envisaged as being a derived demand. However, if, wholesale price movements 
are in no way systematically related to changes in the retail price, attention 
should be shifted to prices at retail level. It appears that such unusual 
circumstances, in which prices at retail moved independently of prices at 
wholesale, prevailed over long stretches of the company’s history.”24 [Emphasis 
added] 

 
Shifting attention to retail prices, however, brought to light another problem.     Despite 
the fact that the company had a strict policy of no trade discounts, no quantity discounts, 
no discount for cash etc., retail prices varied greatly.  In 1939, for example, wholesalers 
(62% of sales), retail chains (25%), independent retailers (10%) and mail order houses 
(3%) all paid the same price – 83.33 cents per bottle of the liquid tonic.25  Wholesalers 
were expected to apply their normal markup and charge retailers $1 a bottle and retailers, 
in turn, would sell to consumers at $1.50.  Yet a 1939 survey “found that 99.88 per cent 
of sales were made at prices below $1.50 and that 80 per cent of retail sales were made at 
prices below the product’s normal wholesale price of $1.00.”26   Lydia Pinkham, a 
pioneer in early heavy advertising and whose advertising to sales ratio exceeded 50% 
between 1908 and 1935, was a very popular product and retailers, complaining bitterly, 
found that they had to sell it at much less than their normal retail gross margins.  So retail 
prices, far from being a “faithful reflection” of wholesale prices, showed great variation 
despite the fact all wholesalers and retailers paid the same invoice price.   Moreover, both 
wholesalers and retailers sold the product at less than their traditional margins and, 
sometimes, even at a loss.27  Palda clearly believed that wholesale (or factory) prices 
were usually a faithful reflection of retail prices; that the Lydia Pinkham case was a rare 
anomaly.   I believe this to be the crux of the issue.  To the extent that wholesale prices 
are a faithful reflection of retail prices, that is, to the extent that Marshall’s derived 
demand theorem applied to retailing is roughly in accord with reality, then Steiner’s “dual 
stage” theory is a needless and mistaken complication.  To the extent that wholesale 
prices are not a faithful reflection of retail prices, however, economists need to pay a lot 
more attention to the details of the wholesale and retail distribution of a product, if they 
want to translate a change in a factory price into a retail price.    We now know, thanks to 
the abundance of scanner data, that the Lydia Pinkham case is not a rare anomaly, in the 
sense that retail prices often vary when wholesale prices don’t.  Indeed, retailers 
                                                           
24 Kristian S. Palda,  The Measurement of Cumulative Advertising Effects, 1964, p. 39  
25 Neil Borden, Advertising: Text and Cases, 1950, p. 204.  It is thanks to litigation that so much of what 
would ordinarily be considered highly proprietary business information is known.  In the mid-1930’s the 
two different families heir to the company bitterly disagreed on company policy.  The Massachusetts 
Supreme Court decided the case in 1937 and made public detailed records of the company’s operation.     
26 ibid., p. 205.   
27 Over 6% of sales were at prices between 59 and 81 cents, i.e., at below retail invoice cost, clearly “loss 
leaders.”  ibid., p. 205. 
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generally follow one of two major pricing strategies: “Hi-Lo” pricing or “Every Day Low 
Pricing.”28  Supermarkets and drugstore chains generally follow the first strategy; Wal-
Mart, Home Depot generally follow the second.  Many, perhaps most, retail price 
changes for Hi-Lo stores are the result of the retailer temporarily reducing his margin and 
not because the manufacturer has changed his factory price.29  For such stores, retail 
price changes do not simply mirror factory price changes, nor are factory price changes 
simply mirrored at retail level.  This evidence suggests that the derived demand theorem 
is often inapplicable to retailing.   
 
Actual Retail Industry Very Different from the Assumptions underlying the Model of 
Perfect Competition  
 
If retailing, for most purposes, could be reliably modeled as a perfectly competitive 
industry, there would be no harm, and much simplification gained, from ignoring the 
separate effects of retailing.  Then the derived demand theorem would lead to reliable 
predictions.  Retail price would equal the factory price plus transportation plus the 
marginal cost of the retailer.  Since falling marginal costs are ruled out in a perfectly 
competitive world, the retailer’s own marginal cost must be constant or rising with unit 
sales.  If the latter, then any change in factory price will be fully and faithfully passed on 
to consumers.  But for many reasons, it seems unlikely that the MPC model either has can 
be a satisfactory model of retailing.   
 
For one thing, the assumptions that go into the model are vastly different from the actual 
world of retailing.  Now it is true, as Milton Friedman pointed out almost half a century 
ago, that the appropriate test of a theory is how its predictions of the phenomenon of 
interest stack up against reality, not how realistic any one of its assumptions may be.30  
Newton’s first law of motion (a body in motion will continue in motion at constant 
velocity in a straight line unless a force intervenes to change that motion) underlies one 
of the most successful scientific theories in all human history.  Yet any four year old 
pushing a wooden block on a rug knows that it is not true, or at least not always true.  So, 
                                                           
28 See, e.g. Levy, Daniel, Mark Bergen, Shantanu Dutta, and Robert Venable (1997) “The Magnitude of 
Menu Costs: Direct Evidence from Large U.S. Supermarket Chains,” Quarterly Journal of 
Economics; 112, pp. 791-825, Daniel Hosken, David Matsa, and David Reiffen, “How do Retailers Adjust 
Prices?: Evidence from Store-Level Data”, FTC website, Jan. 2000 and Daniel Hosken and David Reiffen 
PRICING BEHAVIOR OF MULTIPRODUCT RETAILERS, Federal Trade Commission 
Revised: May, 2001.  Varian’s elegant model does, I think, capture the essence of Hi-Lo pricing, but is not 
consistent with the co-existence of Hi-Lo and EDLP  SeeVarian, Hal R. (1980) "A Model of Sales", 
American Economic Review; 70, pp. 651-9. 
  
 
29 “We establish a number of interesting facts about retail prices in the U.S. First, most products 
appear to have a “regular price.” Using the BLS data, we find that for the 20 categories of products in 
our sample, products are priced at exactly their annual modal price 62% of the time. Moreover, in 
every category, products are priced at their annual mode at least 40% of the time.” Daniel Hosken, David 
Matsa, and David Reiffen, supra note 28. 
 
 
30 “The Methodology of Positive Economics,” Essays in Positive Economics, U. of Chicago Press, 36-37, 
1953 
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very successful theories can rest on assumptions that are not always true.  But it’s also 
true that every assumption known to be false about the domain of the real world you’re 
trying to model, produces false predictions.31 So while it’s true that every useful theory 
makes “simplifying” – known to be false – assumptions about the world, the art comes in 
choosing simplifying assumptions that aren’t too false for the domain you’re interested 
in.  The motions of the moon or the path of a rocket in the atmosphere is not materially 
changed by the reality of friction.  But can the same be said for the assumptions of the PC 
model applied to retailing?   
 
The assumptions of the PC model as applied to retailing that I find most troubling are that 
it’s “spaceless”, that retailers face infinitely elastic demand curves, that retailers sell only 
one product, and most disturbing of all, that there are no economies of scale in the 
provision of retail services or for consumers who must travel to reach stores.   Less 
troubling, but often false, is the assumption that the retailer sells all units of the product at 
the same price and that retailers all pay the same price to manufacturers or wholesalers 
for each unit.  Least troubling is the assumption that there is free entry and that free entry 
leads to zero excess profits.  Not only is the vast number of retailers consistent with the 
notion that there are low barriers to entry, but entry in retailing often doesn’t require 
building a new store.  It can happen simply by reallocating existing shelf space to a 
product, or a product category that is expected to yield more retail gross margin dollars 
than an existing product or category. 
   
Space 
Recognizing that different stores have different locations and are different distances for 
different customers and that transportation is costly, leads quickly to the rejection of the 
notion that every retailer faces an infinitely elastic demand curve.  Stores located closer 
to given consumers will have an advantage over stores that are further away.   
 
One Product Retailers  
 One of the great retailing innovations of the 20th century, the A&P economy store 
introduced by John Hartford in 1912 carried only 300 SKUs.32 In 2002, a typical 
conventional grocery store carried about 22,000 SKUs, a food/drug combo 62,000 and a 
“supercenter” 125,000.33  Even a traditional convenience store carried 3,500 SKUs.  
Gasoline stations, in the past, were probably the closest thing in reality to the single 
product retailer.34   Specialized gasoline stations are, however, increasingly losing out to 
gasoline station/convenience store combos and to competition from Wal-Mart and other 
broad array low-price retailers.35 The importance of the single product assumption is that 
                                                           
31 See Paul Samuelson on the “F-Twist”, Comments On Ernest Nagel’s “Assumptions in Economic 
Theory”, #129 in Vol. II of  his Collected Papers. 
32 William Walsh, The Rise and Decline of the Great Atlantic & Pacific Tea Company, pp. 28 – 30.  
33 See http://www.bishopconsulting.com/store_format.cfm. 
34 This may explain, in part, why the assumption of a 100% pass-through is more satisfactory for gasoline 
than any other commodity I have studied. 
35 See the roundtable discussion in the Jan., 2001 issue of the National Petroleum News entitled “.The 
year 2000 was a very STRESSFUL YEAR for most in the petroleum/convenience-store industry. Several 
PEAKS in the price of gasoline sent margins to RECORD LOWS, forcing marketers to rely on other areas 
to keep stores PROFITABLE” at www.petroretail.net/npn/2001/0101/0101cvr.asp. 
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it rules out pricing some products low or even at a loss to attract customers who will buy 
a “basket” of different products.    It also precludes any analysis of why some stores 
carrying a more limited array of goods, e.g. convenience stores, can nevertheless attract 
customers who could have gone to stores carrying a much broader array of goods.  
Limiting the model to single product retailers also precludes analyzing economies of 
scope which are certainly important for consumers who can engage in “one-stop” 
shopping.  The economies of scope for consumers who buy entire baskets at the same 
store on the same shopping trip simply reflect the transportation economies of scale.  The 
cost of transporting 30 items in several shopping bags by automobile is likely to be little 
more than transporting one item.  The economist Geoffrey Heal has emphasized the 
importance of economies of scale in transportation in an elegant paper that doesn’t seem 
to have attracted much attention from the profession. [see Heal, Geoffrey, "Spatial 
structure in the retail trade: a study in product differentiation with increasing retums," 
THE BELL JOURNAL OF ECONOMICS, Autumn 1980, vol. 11, no. 2, 565 - 583.]  The 
brilliant book by Robert W. Bacon [Consumer Spatial Behaviour: A Model of  
Purchasing Decisions over Space and Time, Clarendon Press Oxford; 1984] not only 
stresses the importance of recognizing economies of scale in transportation in explaining 
shopping behavior, but also tackles the problem of multi-product retailers and how the 
concurrent existence of convenience and supermarkets can be explained.  Walter Oi36 
explains the growth of the distributive trades largely through economies of scale …  
 
Economies of Scale: Retail Stores 
In 1912 John Hartford’s A&P economy stores occupied only about 600 sq. ft. of space.  
In 2002, a conventional grocery store occupied 25,800 sq. ft. of space, a food/drug combo 
55,700 sq. ft. and a “Supercenter” occupied 195,000 sq. ft. or more than two orders of 
magnitude more than the old economy store.  Not all stores in 2002 were large.  
“Convenience” stores, of which there were many, occupied only 2750 sq. ft. or only four 
times the size of the old A&P stores.  The fast growth of Supercenters and Food/drug 
combo stores suggests that not only are there significant economies of scale, but they 
have been increasing over time.  On the other hand, a very interesting phenomenon is the 
persistent success and growth of stores at different scales.  A Supercenter is almost 71 
times larger than a typical convenience store, yet both can prosper in the same market 
area.  Clearly, there is no simple relationship between size and ability to compete for 
retail stores.  
 
 
    
Economies of Scale: Transportation 
As suggested above, economies of scale in transportation are also important, perhaps 
even more important, than economies of scale in the operation of retail stores in 
understanding the complex reality of modern retailing.  Think of the entire 
manufacturing/wholesaling/retailing system as a network.  There are tens, or even 
hundreds, of thousands of factories and farms scattered over the world shipping products 

                                                           
36 Oi, Walter Y., “ The Indirect Effect of Technology on Retail Trade” in The Impact Of Technological 
Change On Employment And Economic Growth,  Edited by Richard M. Cyert and David C. Mowery, 1988,  
329-375 
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in bulk to thousands of wholesalers and to retail warehouses.  The wholesalers and retail 
warehouses in turn ship smaller quantities to hundreds of thousand retail outlets.  
Millions of consumers transport themselves to these retail outlets and transport very small 
unit volumes of goods purchased to their homes.  Whether we’re dealing with oil or 
natural gas pipelines, the telecommunications system, municipal water systems, cable 
television/internet systems, economies of scale in transportation is a crucial determinant 
of where pipelines are placed, and how many are laid and at what capacity they are built.  
Another constant in all these networks is the “problem of the last mile”, the problems 
posed for the system of transporting small quantities to the ultimate consumers.  In 
retailing, consumers themselves solve this “last mile” problem by providing their own 
transportation.   Much of wholesaling/retailing seems to be a product of balancing 
relatively large shipments to warehouses and retail outlets against longer trips by 
consumers who also benefit from transportation economies of scale.   
 
 Why Don’t Consumers Generally Buy Directly from Manufacturers?     
One reason is that the cost of shipping a single unit from the factory that makes it will be 
much higher than the unit shipping cost to a retailer who orders many at a time.  Suppose 
you want to buy an “Easy-Bake Oven and Snack Center” which has a shipping weight of 
4 pounds.  If you wanted to get it within 3 – 5 days, you could ship via Global Express 
Mail at a cost of $34.90.37  If you’re willing to wait   4 - 6 weeks, the cheapest mode 
would run $13.30.  Although I don’t know the Shanghai factory price, I do know that 
Toys-R-US online everyday low price in early June of this year was $19.99   If, instead 
of one oven, you ordered ten, the per unit shipping cost would fall from $34.90 to $18.80 
for Express – Mail and from $13.30 to $6.37 for surface shipping   There are substantial 
economies of scale in transportation and this is certainly one reason and one important 
service retailers provide to their customers.  An interesting case in point that illustrates 
the economies of scale in transporting large shipments and the use of especially low 
prices on well known items to attract customer traffic is as follows. Wal-Mart ran a 
chain-wide ad the day before Thanksgiving in 2003 offering the Easy-Bake Oven at 
$8.88.  They purchased hundreds of thousands of ovens from Hasbro and undertook to 
transport them from Shanghai at their own expense.    
 
Absent economies of scale in retail store services and economies of scale in transportation, it is hard to see 
what service, if any, could not be supplied more cheaply by the manufacturer (especially with a 
“satisfaction guaranteed” return policy) than by a retailer.  Using a model that rules out economies of scale 
of any kind to analyze retailing, strikes me as akin to studying the prostitution industry using a rigorous 
model that assumes people get no pleasure having sex.  
 
Economies of Scale Totally Incompatible with the Modern Theory of Perfect 
Competition  
The modern theory of perfect competition, whether partial equilibrium models or the 
CGE general equilibrium models such as that used by the ITC, requires a very strong 
adherence to the assumption that there are no economies of scale.  As the ITC staff put it, 
 

A central assumption in many general equilibrium analyses is that 
production exhibits constant returns to scale. This assumption results in an 

                                                           
37 I am actually quoting the USPS rate to ship to China using their online international postage calculator. 
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almost horizontal domestic supply curve for a given product, which means that 
price changes tend to have minimal effects on supply when the domestic 
product has a large market share. In contrast, the pervasive assumption in 
partial equilibrium modeling is that production exhibits decreasing returns to 
scale. These differing assumptions are rooted in the fundamentally different 
questions asked of each model. Partial equilibrium models generally are used 
to simulate current policy changes on a specific market. In these cases, an 
upward-sloping supply curve is appropriate because the analysis covers a 
limited time horizon. Comparative static welfare analysis in general 
equilibrium models is usually focused on simulating an alternative equilibrium 
in which all resources have adjusted to their most productive uses. This 
perspective requires long-run supply elasticities, which are reflected in the 
horizontal supply curve.38   

 
When I was a student, we were taught that a competitive equilibrium was compatible 
with fixed costs, indeed with fixed plant costs of different sizes.   An industry could be 
composed of identical firms each with U-shaped average cost curves.  The competitive 
equilibrium occurs at the point where (the rising) marginal cost met the minimum point 
on the average cost curve.  Jacob Viner’s valiant attempt to square the demands of the 
theory of perfect competition with the common sense reality of fixed plant costs seemed 
to work and was a staple of textbooks for many years.39  Alas, Telser in developing 
Edgeworth’s theory of the core has shown that Viner’s construction does not work. 
 

Perhaps the most surprising result comes from the application of this theory to the widely 
used analysis of an industry consisting of identical firms with U-shaped average cost and 
increasing marginal cost. Viner (1931) is the best-known reference and is the major 
source of most of the textbook treatments of this problem. For the Viner industry there is 
a unique firm output rate at which the average cost is a minimum and equal to marginal 
cost. …. Most economists believe that this standard case, the Viner industry, does give a 
competitive equilibrium. This is false. The core is almost always empty for the Viner 
industry, so that there is no competitive equilibrium. 
… 
Many mathematical treatments of the existence of an equilibrium assume cost conditions 
equivalent to constant returns to scale. This implies finitely elastic supply schedules. The 
analysis in this chapter shows that a perfectly elastic supply schedule not only is 
sufficient for a competitive equilibrium but also is necessary.40

 
So the modern, mathematically rigorous theory of perfect competition allows no fixed 
costs, no set-up costs, no indivisible factors, none.41

 
The importance of production economies of scale in explaining the observed 
concentration of people and production across geographical space is widely appreciated 
by economists.   As T.C. Koopmans, one of the founders of modern general equilibrium 

                                                           
38 ITC – Report, supra, note 20 at p. 3.  
39 “Cost Curves and Supply Curves,” Reprinted in A.E.A.Readings in Price Theory, pp. 198-232. Originally 
published in 1931.  
40 See Lester Telser, Economic Theory and the Core, ch.3, pp. 88 – 137. 
41 Frank Machovec has written a very interesting account of the PC model came to dominate modern 
economics and displace the earlier process-oriented view of competition.  See Perfect Competition and the 
Transformation of Economics, Routledge, 1995. 
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theory has observed, if there were no economies of scale in production42, there would be 
little or no transportation of produced goods even in a world where people and resources 
are in different spatial locations.   
    

 Just as indivisible commodities can be introduced in a spaceless model, so also can 
locational problems be studied without recognizing indivisible commodities.  Much of 
the literature on location problems is of that character.  The data that define the location 
problem in this case are the geographical distributions of various mineral deposits, 
geographical variations in the suitability of land for the production of various crops, and 
costs (or input requirements) of transportation between pairs of points.  If, as in most of 
these studies, location problems are looked at from the point of view of the individual 
firm, the geographical distribution of markets is an additional datum.  In models, 
descriptive or normative, which are concerned with the location of all economic 
activities, this distribution becomes itself a variable. 

As long as indivisibility of commodities is not recognized, these models fail to grasp 
the essential character of the problems posed by urban conglomerations.  The manner in 
which the various activities of a metropolitan area are (or could best be) arranged in 
space has very little relation to mineral deposits or grades of agricultural land, although 
the particular collection of activities represented in any such area may well be strongly 
influenced by the character of these factors in the surrounding country.  If we imagine all 
land to be of the same quality, both agriculturally and in amount and accessibility of 
mineral resources, then an activity analysis model of production that includes the 
proportionality postulate would show a perfectly even distribution of activities to be 
most economical.  Each square inch of area would produce the same bundle of 
commodities from its own resources by the same bundle of activities, and all 
transportation would thus be avoided. [emphasis added]. 

… 
Again, there is no doubt about the existence and importance of transportation cost or of 

intermediate commodities.  One may conclude from these observations that, in regard to 
the allocation problems raised by indivisible commodities, with or without locational 
distinctions, theoretical analysis still has not yet absorbed and digested the simplest facts 
establishable by the most casual observation.  This is a situation readymade for armchair 
theorists willing to make a search for mathematical tools appropriate to the problems 
indicated.  Since the mathematical difficulties have so far been the main obstacle, it may 
be desirable in initial attempts to select postulates mainly from the point of view of 
facilitating the analysis, in prudent disregard of the widespread scorn for such a 
procedure.”43

 
 
So if all manufacturing were subject constant returns to scale, manufacturers would not 
only sell directly to consumers, they would actually produce the item in each consumer’s 
home.  Transportation costs would be irrelevant and there would be no retailing.  Of 
course manufacturing is subject to economies of scale, factors are indivisible etc.  But 
even with manufacturing economies of scale, there might be little or no wholesale or 
retail trade if there were no economies of scale in transportation, i.e., if the unit cost of 
shipping items between two points was independent of the number of items shipped.   If 
consumers could buy an item from the factory and pay to have it shipped to their home, 
why would they incur the travel costs from home to retail store and back again when the 
retail price would have to include the shipping costs borne by the retailer between the 
                                                           
42 Koopmans argues that all economies of scale are due to “indivisibilities,” hence he uses the latter term to 
refer to the former. 
43 Three Essays on the State of Economic Science, pp. 153-154, McGraw-Hill, 1957 
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factory and the retail outlet?  Total transportation cost would be reduced by eliminating 
retailers since the item would be shipped only once from factory to home, instead of from 
factory to store, then consumer to store and finally consumer with item to home.  
Economies of scale in transportation cost could account for the existence of retailers even 
if there were no economies of scale in operating a retail store.   
  
The assumptions discussed above are clearly false, and they produce false implications 
about the real world of retailing.    
 
Implications of the MPC Model of Retailing that Seem Patently False 
 
Implication #1: The retail price is equal to the retailer’s marginal cost which consists of 
the price paid to the manufacturer for the item plus his constant marginal cost of 
distribution.  This is clearly false, and it has to be false for every retailer who must 
survive without an outside subsidy.  All retailers have fixed labor and occupancy costs, in 
addition to non-invoice variable costs must be covered for them to survive.44  Economists 
in search of everyday examples of instances where price must be above marginal cost to 
recover costs, don’t need to leap into their cars and drive in search of a Hotelling bridge.  
A visit to the corner grocery store, cleaners etc. will serve as well, and will save on 
transportation costs. 
 
 
Implication #2: All retail prices for the same item are the same at all stores.  Infinitely 
elastic demand curves imply prices must be the same at all stores.  Many studies have 
shown that prices at stores located very close to one another have significantly different 
prices at the same point in time.45

 
Implications of the PC Model of Retailing Inconsistent with Many Empirical Findings 
Implication #3. When marginal costs are assumed to be constant, pass-through rates are 
100%.  In fact, numerous studies have found pass-through rates both substantially lower 
than 100% and some substantially higher than 100%. A recent study by Besanko et al. 
using Dominick’s data, for example, found that “…70 percent of the estimated product-
zone level pass-through rates are smaller than 1, while 30 percent are greater than 1. 
Approximately 14 percent of the estimated rates are statistically larger than 1. ...”[p.22]. 
Furthermore, 
 

We find that although category average own pass-through rates range from as low as 0.22 
for toothpaste, to as high as 5.58 for beer, on average the estimated pass-through rates for 
this large supermarket chain are much higher than the percentage claimed by 
manufacturers in the Cannondale (2001) study for all retailers. There are substantial 

                                                           
44 Despite its age, Bob R. Holdren’s, The Structure of a Retail Market and the Market Behavior of Units, 
Prentice-Hall, 1960, chapter 3, remains, for an economist, one of the best accounts of the cost structure of a 
retailer.  For the two stores examined in detail, non-invoice variable costs are about 2% of the cost of goods 
sold.  See Tables 7 & 8.  
45 See, among many others, the careful studies by Allen Jung, published in the Journal of Business in 
1960s, Howard Marvel on gasoline pricing, 1976,  Pratt, John W., David A. Wise and Richard Zeckhauser, 
“Price Differences in Almost Competitive Markets," with, Quarterly Journal of Economics, May 1979, 
189-211 
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differences in pass-through estimates across retail stores and categories, and between 
products within categories. We find that 87 percent of own pass-through estimates are 
positive. As many as 14 percent of the own pass-through rates are significantly greater 
than one, implying that in these cases, on average the retailer offers a larger discount to 
the consumer than the retailer receives from the manufacturer, for the time period of our 
study. These findings challenge the “empirical generalization” that most products display 
passthrough much smaller than one (Blattberg et al. 1995), although our results are 
consistent with empirical findings of Armstrong (1991) and Walters (1989). 
… A notable finding from our analysis is the extent of statistically significant cross pass-
through effects. As many as two-thirds of the estimated cross pass-through rates are 
significant. This implies that the retailer responds to a trade promotion for one brand by 
changing retail prices of multiple products in the category. We also show that the 
estimated own pass-through rates are biased if such cross effects are ignored.  
Interestingly, the cross pass-through effects of a given brand’s wholesale price change are 
positive for some competing products in the category, and negative for others. [footnotes 
omitted]46  

  
The significant number of non-zero cross pass-through rates is one more indication that 
retailing will not be understood until economists explicitly recognize that retailers 
typically sell many products, not one. 
 
Implication # 4: Retail margins depend only on marginal retailer costs and are 
independent of the elasticity of consumer demand.  There should be no significant 
correlation of the type described by Steiner’s second inverse association (the “Steiner 
Effect”), that the more prominent, the more advertised, the brand, the lower its retail 
margin and the higher its manufacturing margin. Yet there is substantial evidence of a 
negative association between the two, as discussed below.  
 
Empirical Regularities that, though not Inconsistent with the PC model, are 
Unexpected and Puzzling.   
 
There is massive evidence for Steiner’s first inverse association; retailers choose 
relatively low margins on leading nationally advertised brands compared to lesser brands 
and store brands.  The only explanation for this regularity available from the PC model of 
retailing is that the marginal cost of distributing the leading brands must be lower than for 
lesser and store brands.   But there seem to be no obvious differences in marginal 
retailing costs that would explain this difference.  Faster turnover of LBs has been offered 
as an explanation of the lower margins retailers put on them, but this explanation depends 
on retail economies of scale, and so is ruled out for the PC model. Thus the observed 
inverse association presents at least a puzzle for this theory, if not a contradiction.  Many 
of the most striking changes observed over the last 150 years in retailing, e.g. the vast 
increase in the size of the average retail outlet and in the number of items stocked, seem 
inexplicable if viewed through the lens of a model that rules out economies of scale.  
 
Many economists seem to use the PC model of retailing as a “default” position.  Unless 
someone has shown that the model can’t be used in a particular case, they will essentially 
                                                           
46 Besanko, David, Jean-Pierre Dube, Sachin Gupta, "Retail Pass-through on Competing Brands", July 
2002, p.7. 
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invoke it as a rationale for ignoring retailing altogether.  Yet, economists have, by and 
large, ignored retailing, its regularities and Steiner’s explanation.  I argue economists’ 
reluctance to seriously consider retailing is part of a broader aversion to economies of 
scale.  As Brian Arthur has written, 
 

Ideas that invoke some form of increasing returns are now acceptable in 
economics indeed they have become highly fashionable. But this was not 
always so. As recently as the mid-1980s, many economists still regarded 
increasing returns with skepticism. In March 1987 I went to my old 
university, Berkeley, to have lunch with two of its most respected 
economists. What was I working on? Increasing returns. "Well, we know 
that increasing returns don't exist," said one. "Besides, if they do," said the 
other, "we couldn't allow them.  Otherwise every two-bit industry in the 
country would be looking for a handout." I was surprised by these 
comments. Increasing returns did exist in the real economy, I believed. 
And while they might have unwelcome implications, that seemed no 
reason to ignore them.  
 

Little makes sense in retailing, including its existence, unless you understand that there 
are economies of scale, especially in transportation.  Yet many theoretical economists 
especially have long shunned models involving economies of scale, largely because they 
have not found a general model that can both take economies of scale into account and 
that yield theorems of the scope and interest produced by models of perfect competition 
and monopoly.  Despite the widespread knowledge of the extent and importance of 
economies of scale, mainstream economists have, until recent years, steadfastly refused 
to acknowledge them in their models.    Rather these models have been premised on 
universal constant returns to scale.  James Buchanan cites both technical and ideological 
reasons for this otherwise puzzling state of affairs.47  He also sees a widespread 
acknowledgement of “…the aridity and emptiness of highly formalized general 
equilibrium analysis…” and a rediscovery and a return to increasing returns. I have 
argued that there is no theoretical or empirical support for this position and much 
empirical evidence against it.  I turn now to a discussion of Steiner’s two inverse 
associations and how he explains them   
 
Steiner’s Two Inverse Associations and How He Explains Them 
 
Steiner’s theory offers an explanation of two otherwise puzzling empirical regularities. 
First, retailers usually price “leading national brands” [LBs] so that they yield lower 
dollar and percentage gross margins48 [$rgms and %rgms] than on competing fringe 

                                                           
47 “The Return to Increasing Returns: An Introductory Summary,” Chapter 1 in The Return to Increasing 
Returns, Edited James M. Buchanan and Yong J. Yoon, U. of Michigan Press, 1994.  See also Elhanan 
Helpman, “Increasing Returns, Imperfect Markets and Trade Theory”, Chapter 7, Vol. 1, Handbook of 
International Economics, Jones & Kenen (Eds.) North-Holland, 1984. 
48 The dollar gross margin ($gm) is the retail price less the manufacturer price.  The %rgm is the $gm 
divided by the retail price. 
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brands or on “store brands” [SBs].49  This is the first inverse association: the more 
prominent the brand, the lower its retail margin. Second, manufacturers of LBs tend to 
have high manufacturing margins compared to fringe brands and to SBs.50  This is the 
second inverse association: the more prominent the brand, the lower its retail margin and 
the higher its manufacturing margin.   The data in Table 1 illustrates both inverse 
associations for soft drinks as sold in a Chicago area supermarket called Dominick’s 
Finer Foods over the period from 1987 to 1997.   
 
 

                                                           
49 There is now a very large a growing body of empirical studies that show LB %rgms are low compared to 
to margins on fringe brands and store brands.  See, e.g.,   Albion, Mark, Advertising’s Hidden Effects: 
Manufacturers’ Advertising and Retail Pricing, Auburn House Publishing, 1983, Chintagunta, Ailawadi 
etc. and the Barsky et al. work cited in the text. 
50 Data bases providing manufacturer margins and retail margins on the same on the same products are few 
and far between.  So there is less quantitative evidence on the second association than on the first.  
However, the relationship has been shown for food products, toys, prescription drugs and apparel items.  
See Steiner “Inverse Association…” pp. 721 – 723.  
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Table 1 

Manufacturer and Retail Prices and Margins for Soft Drinks - Dominick's Data Base 1987 - 1997

Leading Brand 

Ratio 
LB 
Mfr 

Price 
to SB 
Mfr 

Price 

Lead-
ing 

Brand 
Retail 
Price*

Store 
Brand 
Retail 
Price*

% Dis-
count 
from 
LB 

Price

Dollar 
Gross 
Mar-

gin on 
Lead-

ing 
Brand

% 
Gross 
Mar-

gin on 
LB 

Dollar 
Gross 
Mar-

gin on 
SB 

% 
Gross 
Mar-

gin on 
SB 

Dollar 
LB 
Mfr 
Mar-
gin  

% LB 
Mfr 
Mar-
gin  

  1 2 3 4 5 6 7 8 9 10 

                      
Coke Classic 2.35 $2.70 $1.96 27.5% $0.35 13.0% $0.96 48.9% $1.35 57.4%
Schwepps Ginger Ale 2.17 $2.50 $1.92 23.1% $0.33 13.0% $0.92 47.9% $1.17 53.9%
Pepsi Cola N/R 2.23 $2.63 $1.91 27.5% $0.40 15.3% $0.91 47.6% $1.23 55.2%
Pepsi Cola Diet N/R 2.25 $2.57 $1.82 29.1% $0.32 12.3% $0.82 45.0% $1.25 55.6%
Barq's Root Beer 2.00 $2.52 $1.81 28.1% $0.52 20.6% $0.81 44.8% $1.00 50.0%
Schweppes Tonic N/R 2.28 $3.12 $2.30 26.5% $0.84 27.0% $1.30 56.5% $1.28 56.1%
Schweppes Diet Tonic N/R 2.29 $3.14 $2.32 25.9% $0.85 27.0% $1.32 57.0% $1.29 56.3%
R.C. Cola 1.88 $2.48 $2.09 16.0% $0.60 24.2% $1.09 52.0% $0.88 46.8%
A&W Rootbeer Reg 1.78 $2.03 $1.75 13.8% $0.25 12.3% $0.75 42.8% $0.78 43.8%
Sunkist Orange 1.46 $2.39 $2.18 9.1% $0.93 39.0% $1.18 54.1% $0.46 31.5%
Schwepps Ginger Ale 2.06 $3.07 $2.34 23.7% $1.01 32.9% $1.34 57.3% $1.06 51.5%
Canada Dry Ginger Ale 2.36 $3.47 $2.34 32.4% $1.11 32.0% $1.34 57.3% $1.36 57.6%
A&W Rootbeer SF 1.72 $2.05 $1.73 15.3% $0.33 16.0% $0.73 42.3% $0.72 41.9%
Diet Coke 2.25 $2.57 $1.81 29.6% $0.32 12.3% $0.81 44.6% $1.25 55.6%

                      

Column Medians 2.20 $2.57 $1.94 26.2% $0.46 18.3% $0.94 48.4% $1.20 54.5%
Column Minimum 1.46 $2.03 $1.73 9.1% $0.25 12.3% $0.73 42.3% $0.46 31.5%
Column Maximum 2.36 $3.47 $2.34 32.4% $1.11 39.0% $1.34 57.3% $1.36 57.6%

                      

* Assumes all SB mfr prices equal to $1.  

Source: Barsky, Robert, Mark Bergen, Shantanu Dutta, Daniel Levy, “What Can the Price Gap between Branded and Private Label 
Products Tell Us about Markups?” Presented at the NBER Conference on Research in Income and Wealth:Scanner Data and Price 
Indexes,.September 15-16, 2000 [Revised: September 13, 2001], Table A-2, Only those brands with 300 or more observations 
were used.  Available at: : papers.nber.org/papers/W8426 
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Column 1 shows the ratio of the invoice cost of the leading brand to the invoice cost of 
the store brand.  I assume that the invoice cost is equal to the manufacturer price in each 
case.  Barsky’s et al. tables provide only ratios of prices. I have chosen to scale all prices 
shown in Tables 1 and 2, by taking the manufacturers’ price for the store brands in each 
row to be $1.  The table exhibits three regularities.  First, the price of the SB is always 
lower than, i.e. discounted relative to, the price of the LB.   The median “discount” from 
the LB retail price is 26%, with a high for Canada Dry Ginger Ale of more than 32% to a 
low of only 9% for Sunkist Orange (see column 4). Second, retail margins, both 
percentage and dollar, are higher on the SBs than on the LBs.  Comparing column 6 to 
column 8 row by row, illustrates the first inverse association.  For example, the 
percentage gross margin (%rgm) on Coke Classic is 13% versus 49% on the comparable 
store brand.  The median %rgm for the leading national brands is 18% versus 48% for the 
store brands.  The %rgms on SB soft drinks is generally more than twice as high as that 
on LB soft drinks.  Moreover, the lowest %rgms (12% to 15%) are on the most popular 
brands and most heavily advertised brands, Pepsi and Coke.  The highest %rgms (20%-
39%) are on lesser known brands such Sunkist Orange, RC Cola and various Schweppes 
products.   Similarly, comparing columns 5 and 7 row by row shows that dollar gross 
margins ($rgms) are higher on SBs than on LBs.  For example, the $gm on Coke Classic 
is 35 cents versus 96 cents on the comparable SB.  The median $gm on SBs is 94 cents 
versus 46 cents on the LBs.  Note that the $rgms on SBs are considerably higher, despite 
the fact their retail prices are lower than the LBs they are designed to compete with 
(compare columns 2 &3).  So both dollar and percentage retail gross margins are higher 
on soft drink store brands than on the leading brands they are designed to compete with. 
 
Third, if we assume that the manufacturers’ prices on SBs are a decent approximation to 
the marginal cost of the comparable LB, then Table 1 also provides evidence for the 
second inverse association.51  Coke Classic, for example, would have a manufacturing 
margin of over 57% ($1.35/$2.35).  Although we don’t have any direct evidence on the 
manufacturing margin earned by the SB supplier, its marginal cost would have to be 
much less than half of Coke’s to have as high a margin.  Given that the SB supplier likely 
operates at a smaller scale than Coke, it seems very unlikely that its marginal costs are 
substantially lower than Coke’s.  Note also that the best known brands have the highest 
estimated % manufacturing margins (%mms).  All the Pepsi and Coke products have 
%mms in excess of 55%, whereas RC Cola is around 47%, A&W Root Beer 42 – 44% 
and Sunkist Orange is again the lowest at 32%. 
 

                                                           
51 This entails two separate and certainly controvertible propositions. First, that the quality of the LB and 
SB are essentially equivalent and second, that the manufacturer price of the SB, which presumably at least 
covers fixed costs, is a decent approximation of the marginal cost of the LB.  On these questions see Barsky 
et al., supra, at pp. 12 – 24.  They conclude “In summary, we believe there is enough evidence to suggest 
that using private label product prices to infer national brand costs is a reasonable assumption in this 
industry. There is reason to believe, therefore, that this measure of markup can be appropriate for at 
least some categories and products in this industry. Further, since the private label will 
have some markup, and the nationally branded products have advantages on size and scale 
in production, packaging and negotiation on input prices, we believe that private label 
product prices provide a conservative measure of these costs.”   
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Table 2 shows that the same three regularities appear in 17 of 18 categories analyzed by 
Barsky et al.52   The median SB discount from the LB is 25% (column 4).  Except for 
frozen entrees, both %rgms and $rgms are higher on SBs than on LBs, as Steiner’s first 
inverse association suggests.  Third, column 1 is arrayed in increasing order of the ratio 
of the LB factory price to the SB factory price.  If we assume that the SB factory price is 
an approximation of the marginal cost of the LB product, then LB manufacturers %mms 
range from a low of 23% for detergents to a high of 157% for crackers. 
Columns 9 and 10 show dollar and unit shares of SBs in 17 categories based on national 
data gathered by a trade association.  Though not necessarily representative of actual SB 
shares at Dominick’s, they do allow us to get some idea of the unit sales weighted 
average %rgm in each of the 17 categories (column 11). These range from about 3% for 
detergents to almost 33% for canned soup.  As seen in column 11, sales weighted %rgms 
differ by an order of magnitude across different categories.   Not surprisingly, the range 
for LBs margins is similar to the weighted averages shown in column 11.  LB %rgms 
range from a low of 3% for laundry detergents to a high of 32% for canned soups.  The 
median is around 12% for cookies and crackers.  For SBs, %rgms range from a low of 
7% for laundry detergents to a high of 44% for soft drinks.  For comparison, the overall 
%rgm for Dominick’s in 1993 was about 22%.53   
 
SB unit shares (column 10) range from a low of less than 1% in frozen entrees to a high 
of 38% in frozen juices, with a median penetration of almost 13%.     There is no obvious 
relation between SB penetration and the category %rgm.  For example, frozen juices 
which have the highest SB penetration also have the second highest %rgm at almost 29%.  
On the other hand, cheese, analgesics and fabric softeners, the only other categories to 
have more than 20% SB penetration, all have relatively weighted %rgms at 16%, 8.1% 
and 8.3% respectively.  The lowest category %rgm is for laundry detergents, followed by 
dish detergents and cereals.  All three categories show relatively low SB penetration (6 to 
9%) and relatively low ration of LB manufacturer prices to SB manufacturer prices.   

                                                           
52 Barsky et al. report on 19 categories in their paper.  I have omitted one of these (toothbrushes) because 
the margins, especially on the SBs, are much higher than in any other category.  Both inverse associations 
are very strong in this category, so its inclusion would strengthen the argument made here. 
53 See Dominick’s Supermarkets Inc. SEC 10-K filing for 1996, p. 17.    
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Table 2                                                                                

Manufacturer and Retail Prices for Leading National Brands and Store Brands for Eighteen 
Categories from Dominick's Supermarkets, 1989-1997: Store Brand Shares for 17 Categories, 1992-

1996, Nationwide  

  

 Ratio 
LB to 

SB 
Manuf. 
Prices 

LB 
Retail 
Price  

SB 
Retail 
Price  

% Dis-
count 

from LB 
Retail 
Price  

LB Dollar 
Gross Margin 

LB % 
Gross 

Margin 

SB 
Dollar 
Gross 

Margin 

SB % 
Gross 

Margin 

SB $ 
Share of 

Cat-
egory  

SB Unit 
Share of 

Cat-
egory  

Cat-
egory 

%Gross 
Margin

  1 2 3 4 5 6 7 8 9 10 11 

Category                       
Laundry Detergents 1.23 $1.27 $1.07 15.3% $0.0369 2.9% $0.07 6.9% 3.6% 5.8% 3.1%
Canned Tuna 1.23 $1.41 $1.24 12.3% $0.18 13.0% $0.24 19.4% 9.8% 12.8% 13.9%
Frozen Entrees 1.27 $1.49 $1.14 23.1% $0.22 14.5% $0.14 12.5% 0.8% 0.9% 14.5%
Bottled Juice 1.38 $1.57 $1.25 20.6% $0.19 12.3% $0.25 19.9% 15.0% 16.7% 13.6%
Cheese 1.38 $1.59 $1.27 20.0% $0.21 13.0% $0.27 21.2% 27.4% 32.5% 15.7%
Dish Detergents 1.42 $1.52 $1.13 25.4% $0.10 6.5% $0.13 11.8% 5.7% 7.4% 6.9%
Cereals 1.43 $1.53 $1.21 20.6% $0.10 6.5% $0.21 17.7% 6.2% 9.0% 7.5%
Frozen Juice 1.44 $1.89 $1.60 15.3% $0.45 23.7% $0.60 37.4% 31.5% 38.1% 28.9%
Oatmeal 1.52 $1.69 $1.41 16.7% $0.17 9.9% $0.41 28.9% 13.7% 19.1% 13.5%
Canned Soup 1.61 $2.35 $1.75 25.4% $0.74 31.5% $0.75 43.0% 5.8% 9.2% 32.6%
Tooth Paste 1.61 $1.77 $1.30 26.5% $0.16 9.1% $0.30 23.2% 1.5% 2.3% 9.4%
Snack Crackers 1.68 $1.88 $1.38 26.5% $0.20 10.7% $0.38 27.7% na na na 
Fabric Softeners 1.73 $1.83 $1.21 34.2% $0.10 5.7% $0.21 17.1% 16.2% 21.7% 8.1%
Cookies 1.77 $2.00 $1.34 32.9% $0.23 11.5% $0.34 25.5% 11.5% 13.8% 13.4%
Analgesics 2.01 $2.09 $1.28 38.7% $0.08 3.8% $0.28 22.0% 17.9% 24.6% 8.3%
Soft Drinks 2.09 $2.47 $1.79 27.5% $0.38 15.3% $0.79 44.0% 7.7% 18.1% 20.5%
Grooming (Razors) 2.17 $2.32 $1.33 42.9% $0.15 6.5% $0.33 24.6% 6.5% 10.8% 8.5%
Crackers 2.57 $2.96 $1.48 50.0% $0.39 13.0% $0.48 32.3% 8.0% 12.4% 15.4%
                        

Col. Min 1.23 $1.27 $1.07 12.3% $0.04 2.91% $0.07 6.86% 0.8% 0.9% 3.1% 

Col. Max 2.57 $2.96 $1.79 50.0% $0.74 31.51% $0.79 44.04% 31.5% 38.1% 32.6% 

Col. Median 1.57 $1.80 $1.29 25.4% $0.19 11.11% $0.29 22.62% 8.0% 12.8% 13.5% 

Col. Average 1.64 $1.87 $1.34 26.3% $0.23 11.65% $0.34 24.18% 11.1% 15.0% 13.8% 

Source: Barsky, Robert, Mark Bergen, Shantanu Dutta, Daniel Levy, “What Can the Price Gap between Branded and Private Label 
Products Tell Us about Markups?” Presented at the NBER Conference on Research in Income and Wealth:Scanner Data and Price 
Indexes,.September 15-16, 2000 [Revised: September 13, 2001], Available at: : papers.nber.org/papers/W8426.  Store Brand Shares 
from PLMA and IRI Data, courtesy of PLMA.  Prices in columns 2 & 3 have been scaled from ratios by assuming that the 
manufacturer price for the store brnad is $1 per unit in each category.   Columns 9 & 10 from the Private Label Manufacturers 
Association. 
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 Steiner’s Explanation for the Inverse Associations 
Because of advertising, consumers recognize that the LB at one store is identical to the 
LB at another store.  In contrast, consumers do not know if a store brand at one store is 
identical, except in name, to a store brand at a different store.  Consumers are more likely 
to choose a store to shop on the basis of the availability and price of the LB, than on the 
basis of the availability and price of a given store’s SB.54  Thus, the elasticity of demand, 
as seen by a retailer, will be higher on an LB than on fringe and store brands.  To 
maximize profits, retailers will set retail prices using the so-called “Lerner Rule” so that 
the %rgm on each product will equal the inverse of the elasticity of demand for that 
product as perceived by the retailer.   Thus, the first inverse association is explained.  The 
second follows from the assumption that successful national advertising leads to a lower 
elasticity of demand as seen by an LB manufacturer relative to an SB manufacturer.55  
Now the Lerner Rule implies that each manufacturer will set his factory price so that the 
%mm will be equal to the inverse of the relevant elasticity of demand.  Thus, the second 
inverse association is explained.  Neat.  Economical.  But the above does not constitute a 
formal model and leaves some important questions unanswered.  The informal account 
above and Steiner’s diagrammatic analysis treats LB and their corresponding SBs as 
though they are independent of one another, retailers price each product as though they 
were only selling one product rather than choosing prices to maximize profits from the 
category.  The necessity for retailers to cover their fixed costs is not explicitly considered, 
so it is not clear how retailers can survive a substantial cut in margins on LBs.  Although 
in virtually every historical account of actual margins, Steiner discusses the often 
important role played by economies of scale56, they play little or no role in his 
diagrammatic treatment of his theory.  Nor is it clear, under what conditions, if any, a 
profit maximizing LB manufacturer would set his post-advertising factory price at a level 
that would produce a post-advertising LB retail price below the original pre-advertising 
price of the product. 
 
Toward A Satisfactory Formal Model of Steiner’s Theory    
In the absence of a formal model, economists have legitimate concerns over whether the 
propositions are consistent with each other and with profit maximization on the part of 
manufacturers and retailers and this is undoubtedly another reason why Steiner’s work 
has not received the attention it merits.  My own 1986 attempt to provide a formal model 
of Steiner’s theory was I think a step in the right direction, but suffered two serious 
                                                           
54 In my 1986 paper I added that consumers might choose which store to shop at by comparing different 
stores’ LB prices, even if they intended to buy few, if any, LBs.  See Lynch, “The Steiner Effect: A 
Prediction from a Monopolistically Competitive Model Inconsistent With Any Combination of Pure 
Monopoly or Competition,” Working Paper No. 141, Bureau of Economics, Federal Trade Commission, 
August 1986, p.4. 
 
55 I omit two important elements of Steiner’s explanation of an LB manufacturer’s demand curve, the retail 
penetration of the brand and the retail dealer support of the brand.  The omission is because I have not 
succeeded in modeling them, not because I think they’re unimportant. 
56 See, e.g., Marketing Productivity in Consumer Goods Industries – a Vertical Perspective, Journal of 
Marketing, vol. 42, #1 (1978).  
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flaws.57  First, it failed to formally impose the zero profit condition in the model, so it 
was not actually an example of a monopolistically competitive model.  Second, and more 
serious, it was limited to single product retailers and so could not begin to capture the 
relationship between LB and SB retail prices.  I now have succeeded in producing a 
model that overcomes both these deficiencies and that is complex enough to capture 
some of Steiner’s theory, yet almost simple enough to solve analytically and the one part 
that can’t be solved analytically can be simulated on a spreadsheet.    
 
Monopolistic Competition: Not Even Wrong?  
Before describing my attempt to model Steiner’s ideas, I need to deal (briefly!) with a 
more general issue as to the type of model selected and what purposes I expect a model to 
serve.  I have argued strongly against using the PC theory to model retailing.  But what 
theory should be used?  Given what I have said about the unusual ease of entry into 
retailing and the vast number of retailers at many scales, the theory of monopolistic 
competition (MC) seems to be many ways the simplest and most appropriate theory to 
use and indeed my model is of that variety.58 Yet Milton Friedman’s criticism of such 
models was and is very strong.   In essence he was saying that although such models 
seem to make more “realistic” assumptions than the PC model, they are so general that 
any real world outcome is consistent with some version of a monopolistically competitive 
model.  In the indignant words of the great physicist, Wolfgang Pauli, such a theory is 
“not even wrong.”59  John Sutton writes,  
 

The low point in the fortunes of imperfect competition was reached in the 
1961 Review of Economic Studies, in which Archibald replied to two of 
his critics, Milton Friedman and George Stigler…Archibald showed that 
no non-trivial comparative static results held good, as to the effects of 
changing demand parameters, or costs (via taxes, etc.); nor did it help 
matters to confine oneself to special cases of the model obtained by 
assuming 'no advertizing' or 'no quality choice'. Archibald's paper was 
widely accepted as the definitive statement of the emptiness of imperfect 
competition. Archibald's own conclusion, however, was positive, and 

                                                           
57 See supra note 51.  I should also mention Lal and Narasimham’s sophisticated model presented in “The 
Inverse Relationship Between Manufacturer and Retailer Margins: A Theory,” Management Science, Vol. 
15, No. 2, 1996.  The authors reference Steiner’s work and may seem to be providing a model of Steiner’s 
theory.  If that was their intention, then I don’t think they have succeeded, though their model is interesting 
in its own right.  For example, although manufacturer advertising leads to lower retail margins, in their 
model consumers gain nothing from the lower retail margins, because the “focal” good manufacturer raises 
the factory price by exactly the amount the retail margin falls.  Their model rules out the “Strong Steiner 
Effect” by its assumptions.   
58 The model employs a Nash-Cournot equilibrium using “Bertrand” prices. 
59 It is not only economists that are at times enamored by theories “not even wrong.”  “String theory not 
only makes no predictions about physical phenomena at experimentally accessible energies, it makes no 
precise predictions whatsoever…. There is, however, one physical prediction that string theory does make: 
the value of a quantity called the cosmological constant (a measure of the energy of the vacuum). Recent 
observations of distant supernovae indicate that this quantity is very small but not zero. A simple argument 
in string theory indicates that the cosmological constant should be at least around 55 orders of magnitude 
larger than the observed value. This is perhaps the most incorrect experimental prediction ever made by any 
physical theory that anyone has taken seriously.”  See  Peter Woit,“Is String Theory Even Wrong?”  
American Scientist, Volume 90, No. 2 March-April 2002, p.110 at http://www.americanscientist.org/
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indeed appeared a very natural response. What he argued was that only by 
putting more structure into the theory could one hope to get predictions 
out. The direction which he favored …involved specifying consumer 
tastes over potential product varieties and endogenously determining the 
(number and possibly type of) products on offer, and in this way pinning 
down within the model demand conditions facing each firm at 
equilibrium. 60

 
The Steiner Effect is inconsistent with PC theory and consistent with MC theory, but the 
list of false implications I have given above suggests that is not hard to find PC 
implications that are inconsistent with the facts of retailing.  So if the virtue of the PC 
model is that it does generate refutable predictions, then its vice, at least for retailing, is 
that its predictions are so often refuted.  However, if an MC model makes no refutable 
predictions, then I think such a model is worse than wrong.  The model I have 
constructed follows Archibald’s path – I put in more structure – structure based at least in 
part on the “stylized” facts I’m trying to model.  For example, the most consistent 
empirical regularity regarding LBs compared to SBs, is that the retail price of the LB is 
virtually always higher than the retail price of the SB designed to compete with it.  So 
rather than starting with two general demand functions, I model the choice between the 
two for consumers in a manner that assumes that no consumer would buy a unit SB 
unless its price were below the price for the LB.     
 
An Outline of My Model of Steiner’s Dual StageTheory 
Steiner emphasizes the importance of two choices made by consumers: which store to 
shop at and which product to buy (LB or SB) at the chosen store.  The more likely 
consumers are to switch stores to get a particular brand rather than switch brands within a 
store, the greater the market power of the brand manufacturer.  Thus to model Steiner’s 
theory consumers must be able to choose between at least two stores and each store must 
carry at least two different products in a category.  Thus there must be some competition 
between multi-product retailers.61       
     
How Consumers Choose Where to Shop 
 
Consumers must first choose where to shop.  The key assumption is that they choose 
on the basis of LB prices only, though other nonprice factors, e.g. an individual 
consumer’s distance from the store, also matter.  The rationale is that consumers know 
that LBs are the same at different stores, whereas SBs may vary in quality.  
Consumers may also believe that comparative prices on LBs are a good guide to 
comparative prices of all the items carried by different stores.  In any case, it is 
assumed that consumers know LB prices before choosing which store to visit.  As 
                                                           
60 Sutton, John (1989) “Is Imperfect Competition Empirically Empty,” The Economics of Imperfect 
Competition and Employment: Joan Robinson and Beyond,” edited by George Feiwel, NYU Press, 225-
240. 
61 The only work known to me that provides a theory of how consumers located at different points in space 
and who shop for multiple items is the brilliant book by Robert Bacon, Consumer Spatial Behavior: A 
Model of Purchasing Decisions over Space and Time, Oxford, 1984.  Models of shopping at single 
product retail stores can be found in Geofffry Heal,   
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shown previously,62 if the consumer’s choice between any two stores depends only on 
the ratio of the LB prices at those two stores (and a couple of other non-restrictive 
assumptions), then the share or fraction of the N consumers attracted by the ith store is 
given by a relatively simple function, 
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for i =1, ..R where R is the number of retail stores in the market and μ is a parameter that 
measures the “visibility” of the LB product among stores, and mi is a parameter 
measuring non-price factors affecting the attractiveness of store i to consumers.  If all 
stores had the same prices, for example, then store i’s share of the retail market would mi 
divided by the sum of all the ms.  In general, the parameter mi can reflect special 
conditions for retailer i (such as being within a more densely populated area than some 
other stores).  I will later assume that the visibility parameter can be increased through 
advertising.    Thus the “visibility” of the LB brand is closely related to the willingness of 
customers to switch retail stores in order to get the LB.  I will later assume that N, the 
number of consumers in the market who wish items in the product category can be 
increased through manufacturer advertising.  
 
How Consumers Choose Which Product to Buy at a Store 
Consumers will buy at most one unit of either the LB or the SB product, but not both.  
Which brand a consumer buys depends on the retail prices of the brands at the chosen 
store and on the consumer’s wiliness to pay a “reputation premium” for the LB.  For 
example, suppose a consumer is willing to pay $1 more for the LB and the prices of the 
SB and LB are $1.50 and $2.25 respectively.  The consumer would buy the SB in this 
case.  I assume that consumers differ in the reputation premia they are willing to pay and 
that these reputation premia are uniformly distributed.   The maximum premium any 
consumer is willing for the LB is designated r*

max.  For example, suppose the minimum 
premium is $0 and the maximum is $2 for the customers choosing a particular store.   If 
the retailer sets the retail price of the SB at $1 below the LB, then half of the customers 
would choose the SB and the other half the LB.  I will later assume that reputation premia 
can be affected by manufacturer advertising.  These assumptions imply that the quantities 
sold at the at the ith store will be, 
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62  See Lynch, supra, footnote 2. 
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How Retailers Choose Prices for the Product s They Offer.  I assume that retailers 
choose prices to maximize their profits from the category.  The marginal cost to the 
retailer of selling a unit of the LB or the SB is simply the price mLB or mSB paid to the 
manufacturer per unit.  Each retailer is assumed to have has fixed costs, f, that need to be 
covered if he is to stay in business.  Gross margin dollars from LB sales will be simply be 
the dollar retail gross margin per unit ($rgm) times the number of units sold and similarly 
for the SB.  Retail profit is given by, 
 

( ) ( ) iSBiSBiLBiLBiSBiSBSBiLBiLBLBii fqgmqgmfqmpqmp −+=−−+−= $$π  
 
Setting the partial derivative of the above with respect to pSBi equal to zero yields a 
surprisingly simple equation, 
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The equation above not only exhibits the first inverse association, it also allows one to 
immediately calculate the profit-maximizing retail price of the SB, given the retail price 
of the LB and the two manufacturer prices.  Table 3 below shows the predictions from 
this equation applied to the soft drink data contained in Table 1 along with the actual 
prices chosen by Dominick’s.  The predicted prices are surprisingly close to the actual 
prices.  This may be just a lucky fluke, but it does demonstrate that the model is no 
“empirically empty.” 
 
A second equation for each retailer is obtained by setting the partial derivative of the 
retailer’s profit function with respect to pLB equal to zero.  The resulting equation, 
unfortunately, is not simple and so I won’t write it down here.  A third equation for each 
retailer is obtained by assuming that free entry implies zero profits for each, or that total 
gross margin dollars for the category for each retailer is just equal to his fixed costs.  
Next, in the hope of gaining simplicity and insight, I assume that symmetry (e.g. all 
retailers have the same fixed costs, the same ms etc.) implies that all retailers choose the 
same equilibrium prices.  I now have three equations to determine the two retail prices 
and the number of retailers (R*) that insures zero profits.  Solving this system leads to a 
quadratic equation for p*

LB.  The expression obtained is again rather complex and I will 
omit it here.63

  
 
How Manufacturers Choose Their Factory Prices and Advertising Budget.  
 I assume there are many potential suppliers of the SB product and that the SB factory 
price is set by the condition that manufacturing gross margin dollars just equal the SB’s 
fixed manufacturing cost.  SB manufacturers don’t advertise.   I assume that the LB 

                                                           
63 For a fuller, more technical account see “Toward a Formal Model of Steiner’s Dual-Stage Theory of 
Manufacturing/Retailing”, forthcoming 
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manufacturer chooses his factory price to maximize his profits. The LB manufacturer can 
infer, for any given SB factory price, and given retailer fixed costs, the quantity he will 
sell at any LB factory price.  Setting the partial derivative of the manufacturer’s profit 
function equal to zero, produces another fairly simple equation that determines his profit-
maximizing price. 
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Thus the manufacturer will set his factory price equal to the maximum reputation 
premium any consumer is willing to pay plus the average of the sum of his marginal cost 
and the SB factory price.   
 
The optimal advertising budget is found by setting the partial derivate of πLB equal to 
zero.  This is complex, because I assume LB advertising can increase the number of 
consumers (N) who will buy in the category and the maximum reputation premium any 
consumer reached is willing to pay for the LB, and the visibility parameter, μ.  In all 
cases I assume that it is advertising expenditures (A) raised to some power less than 1 
(i.e., diminishing returns to advertising) that determines N, r*

max and μ. This is the point 
at which I can no longer obtain an analytical solution.  Instead, I have built a spreadsheet 
model, incorporating all the inequality constraints, and I then use Excel’s “Solver” 
function to obtain results for specified parameters.  
 
Implication #1: Retailers Will Set Higher Dollar and Percentage Gross Margins on 
SBs Than on LBs 
 
In the model, it is very clear why profit-maximizing retailers will always set higher 
$rgms on SBs.  Take the Coke Classic and its competing store brand as shown in the first 
row of Table 1 as an example.   For every unit of Classic Coke sold, the retailer keeps 35 
cents as a contribution toward covering fixed cost including profits.  Suppose, contrary to 
fact, he priced the SB at $1.35 instead of the actual price of $1.96.  Then the $rgms would 
be same on both brands.  The retailer would presumably sell more units of his store 
brand, but he would not increase his category gross margin dollars by one penny.  Why? 
Because every additional unit of the SB sold means one fewer unit of the LB sold.  If the 
retailer priced the SB at $1.34, he would actually reduce category profits despite higher 
SB unit sales.  If he set the SB price at $1.36, however, he would increase category 
profits so long as SB sales didn’t fall to zero.  At the higher price, some SB customers 
will switch to Classic Coke, but those who continue to choose the SB will yield a net 
increase of one penny per unit sold to the gross margin dollars earned in the category.  It 
is the difference between the $rgms that counts.  There is a limit to how much the retailer 
can raise the price of the SB.  In the model, it is assumed that at an SB price of $1.96, the 
SB share of unit sales would fall to zero.  So the model says that if the SB is carried at all, 
a profit maximizing retailer will always put a higher dollar margin on the SB than on the 
LB.  Since the retail price of the SB must always be lower than the retail price of the LB, 
it follows that the %rgm on the SB will always be higher than on the LB.  Thus the first 
inverse association is explained.   
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The model, however, does more than just confirm the first inverse association; it 
determines the exact amount by which the SB must be discounted from the LB.   Because 
of the reputation premium Coke Classic commands, the SB must always sell at a discount 
to it.  In the model, how much of a discount depends on the maximum reputation 
premium any customer would pay.  The actual discount chosen by Dominick’s is shown 
in Table 1 to be 84 cents per unit.    Under the assumptions given above, the model 
provides a surprisingly simple formula for calculating the category profit maximizing 
price for the SB, given the retail price for the LB.  The model implies that the optimal SB 
price is equal to the LB retail price less the average difference between the manufacturer 
prices. For given manufacturer prices (here $2.35 and $1) and a given Classic Coke retail 
price of $2.70, the profit maximizing retail price for the SB will be $2.03.  The actual 
price chosen by Dominick’s was $1.96.  Table 3 shows the predicted versus the actual 
prices for all the soft drink brands shown in Table 1.   
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Table 3 

Predicted versus Actual Store Brand Soft Drink Prices, 
Dominick's Data, 1987 - 1997 

Leading Brand Predicted Actual
Pred. 
less 

Actual
%Error

       

Coke Classic $2.03 $1.96 $0.07 3.41%
Schwepps Ginger Ale $1.91 $1.92 -$0.01 -0.48%
Pepsi Cola N/R $2.02 $1.91 $0.11 5.43%
Pepsi Cola Diet N/R $1.94 $1.82 $0.12 6.23%
Barq's Root Beer $2.02 $1.81 $0.21 10.25%
Schweppes Tonic N/R $2.48 $2.30 $0.19 7.52%
Schweppes Diet Tonic N/R $2.49 $2.32 $0.17 6.76%
R.C. Cola $2.04 $2.09 -$0.04 -2.14%
A&W Rootbeer Reg $1.64 $1.75 -$0.11 -6.72%
Sunkist Orange $2.16 $2.18 -$0.01 -0.57%
Schwepps Ginger Ale $2.54 $2.34 $0.20 7.73%
Canada Dry Ginger Ale $2.79 $2.34 $0.45 15.96%
A&W Rootbeer SF $1.69 $1.73 -$0.05 -2.83%
Diet Coke $1.94 $1.81 $0.13 6.89%
          
Column Average $2.12 $2.02 $0.10 4.10%
Column Median $2.02 $1.94 $0.12 5.83%
Column Minimum $1.64 $1.73 -$0.11 -6.72%
Column Maximum $2.79 $2.34 $0.45 15.96%

       

Source: Barsky, Robert, Mark Bergen, Shantanu Dutta, 
Daniel Levy, “What Can the Price Gap between Branded 
and Private Label Products Tell Us about Markups?” 
Presented at the NBER Conference on Research in Income 
and Wealth:Scanner Data and Price Indexes,.September 
15-16, 2000 [Revised: September 13, 2001], Available at: : 
papers.nber.org/papers/W8426. 

 
 

The model suggests that it is the difference between the LB and SB factory prices that is 
crucial to whether a store carries a private label and, if so, what margin it will carry.   The 
laundry detergent category, for example, has the lowest %rgm of any of the 18 categories 
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shown in Table 2.  The difference between the LB and SB factory prices is the also the 
lowest of any of the categories.  There is some connection between the two.  The LB 
factory price is only 23 cents per unit above the SB factory price.  But at the observed 
discount of 20 cents per unit, the $rgm on the SB can be only 3 cents above the $rgm on 
the LB.  Now the $rgm on the LB will be determined primarily by inter-store 
competition.  The visibility of a brand like Tide is very high and so the elasticity of 
demand as seen by the retailer for LBs like Tide is high as evidenced by the low 4 cent 
unit dollar margin and low 3% on these LB detergents.  The high inter-store elasticity 
dictates a low retail margin on the LB and the relatively low LB/SB factory price ratio 
combined with a hefty discount necessary because of the LB reputation premium forces 
both LB and SB margins to be relatively low. 
 
In contrast, the canned soup category has the highest %rgm of the 18 categories shown in 
Table 2, yet the ratio of LB to SB factory prices 1.61, which is right at the median value 
for this ratio.    Despite the presence of such famous brands as Campbell’s, the % and $ 
rgms on the LB soups are quite high at 25% and 74 cents respectively.  The SB soups are 
sold at a discount of over 25% or 60 cents per unit.  This implies that the $rgm on the SB 
soups can only be a razor thin one cent above the margin on the LB soups at 75 cents.  So 
in the soup category, both the LBs and the SBs have high %rgms at 25 and 43% 
respectively. 

 
Toothpaste has the same LB to SB factory price ratio as canned soup, roughly the same 
percentage discount at 26%, yet the category has a relatively low overall %rgm of about 
9%.  The main reason is that the low %rgm on the LB toothpastes, presumably due to 
high inter-store elasticities, leaves little room for high SB margins and the small unit 
share of the SBs means their relatively high %rgm don’t have much overall effect on the 
category.      
The frozen juice category is interesting because it has the highest unit share for SBs at 
more than 38%.  Despite the high generics share, both LBs and SBs support relatively 
high %rgms and the category margin is the second highest.  This data raises some 
question as to how to define Steiner’s “mixed regimen” and under what conditions it is 
better for consumers.   
 
I conclude that both the %rgms of the LBs in a category and the ratio of LB to SB factory 
prices are important determinants of overall category margins. If both are relatively low, 
then category margins will be low.  If both are high, then category margins will be higher 
than the storewide average. Mixed cases can produce either relatively high or low 
category margins.   In the Dominick’s database, LB factory prices are commonly more 
than 50% higher than their generic rivals and this is often enough to provide relatively 
high %rgms on SBs.  Moreover, some LBs have high retail markups, despite their well 
known names.  In these cases, category margins may well be higher than the store-wide 
average.   
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Implication #2: Profit Maximizing Retailers and Manufacturers Produce the Steiner 
Effect and the Strong Steiner Effect Especially If Advertising Leads to significantly 
higher retailer elasticities, and large Increases in Unit Sales and both Manufacturers 
and Retailers Have Economies of Scale. 
 
As illustrated in Charts 1 and 2, simulations show that the model can reproduce the type 
of results that actually occurred when Steiner first advertised the Kenner Girder and 
Panel sets on television.  The strongest requirements to achieve this happy result are that 
advertising lead to substantially higher retailer elasticities, to large increases in unit sales 
and that there are both manufacturing and retailing economies of scale.   
 
 

Leading Brand Factory and Retail Prices, As a Function of an Advertising
Induced Increase in the Potential Market and In Product "Visibility"
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%Retail Gross Margins for the Leading Brand & Store Brand As Visibility Increases
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Implication #3: Pass-Through Rates of Uniform Upstream Price Increases Will Always 
Be Greater Than 100%         
 
 To my surprise, the model implies that general upstream cost increases will 
always be passed -through to consumers at a rate of more than 100%.   Suppose, for 
example, that the cost of production rises by 10 cents per unit for both the SB and the LB 
manufacturer.  The SB factory price will rise by 10 cents.  Equation (5) implies that the 
LB factory price will also rise by 10 cents.  Given that the difference in the factory prices 
is unchanged, equation (3) implies that the difference between the two retail prices will 
be unchanged.  Equation (4) now implies that the LB factory price will be marked-up by 
a factor of μ/(μ-1).  The SB retail price will rise by exactly the same dollar amount as the 
LB retail price, since the differential between the two remains unchanged.  Thus the pass-
through rate for a uniform upstream cost increase will exceed 100% by one divided by μ - 
1.  For example, if μ = 3, then 150% of the upstream cost increase will be passed through 
to consumers.  Although not exact, simulations suggest that category percentage margins 
will stay nearly constant through uniform upstream cost increases.   I did not set out to 
build this property into the model, rather it is entailed by the other assumptions.  I think 
this is a nice example of how formal model can reveal connections not known by the 
model builder. 
 
 
Broader View of Steiner’s Theory   
 
The model sketched above applies to one category, whereas real retailers carry hundreds 
of categories.  Although there are some new complications to be faced when extending 
the model to many categories, it does suggest the following broad view of how retail and 
manufacturing margins are determined.  Each category contains at least one LB.  The 
higher the visibility of the LB, the lower the LBs retail margin. LBs in different 
categories have different visibilities and this account, in part, for differences among 
category margins.  Whether a low margin on an LB, leads to low category margins 
depends on ratio of the LB and SB factory prices and reputation discount that SB must 
offer to compete with the relevant LB  
 
There is little one can say of a general nature concerning the overall efficiency of the 
equilibria generated by this model.  I am afraid that one of the prices to be paid in moving 
to more realistic model recognizing economies of scale is the absence of any sweeping 
statements saying X is clearly the most efficient arrangement.  The best we can do, and it 
is difficult enough, is to analyze specific situations in hopes of finding more or less 
efficient modes of organization.   
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